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Abstract

In this paper, we prove a uniqueness theorem for the potential \( V(x) \) of the following Schrödinger operator \( H = -\Delta + q(|x|) + V(x) \) in \( \mathbb{R}^2 \), where \( q(|x|) \) is a known increasing radial potential satisfying \( \lim_{|x| \to +\infty} q(|x|) = +\infty \) and \( V(x) \) is a bounded potential.

1 Introduction

Recently, a lot of papers have dealt with inverse problems for Schrödinger Operators in the whole space or in half space (see for example [ER], [GR], [I1], [W]). In all these papers, the potential has to be decreasing towards infinity. In [ER], [GR], [I1], [W], papers on inverse spectral problems for increasing potentials on the line or on the half-line (see [GS1], [GS2]) but to our knowledge, there are no results in \( \mathbb{R}^2 \).

Our aim is to study an inverse problem for a potential which tends to infinity at infinity.

Let \( Q \) be a potential such that:
\[
Q \in L_{loc}^1(\mathbb{R}^2),
Q(x) \geq \alpha \text{ where } \alpha \text{ is a constant},
\lim_{|x| \to +\infty} Q(x) = +\infty.
\]

We recall the well-known result that the operator \( H = -\Delta + Q \), considered as an operator in \( L^2(\mathbb{R}^2) \), admits a compact inverse. Its spectrum is discrete and consists of eigenvalues: \( \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n \to -\infty + \infty \). Furthermore, the first eigenvalue \( \lambda_1 \) is simple and associated with an eigenfunction \( \phi_1 > 0 \). (see [Ab], [Ag1], [Ag2], [EE]).

In the present paper, we shall consider the following problem
\[
(-\Delta + q(|x|) + V(x))u = \lambda u \text{ in } \mathbb{R}^2
\]  
where \( \lambda \in \mathbb{R}^+ \), \( q \) is a known increasing radial potential satisfying \( q(|x|) \in C^2(\mathbb{R}) \);
\[
\lim_{|x| \to +\infty} q(|x|) = +\infty \text{ and } V \text{ is a bounded potential}.
\]

Denote \( |x| = r \) and
\[
C_{\lambda,p}(V) := \lim_{r \to +\infty} 2q^{1/4}r^{1/2}e^{\int q^{1/2} - \frac{\lambda}{2} q^{-1/2}} \int_0^{2\pi} u(r, \theta)e^{-ip\theta}d\theta,
\]  
where \( \int (q^{1/2} - \frac{\lambda}{2} q^{-1/2}) \) denotes a primitive of \( (q^{1/2} - \frac{\lambda}{2} q^{-1/2}) \) and \( u \) is a solution of (1.1).
Consider the following statements:

(h1) \( q(|x|) + V(x) \geq \alpha \) where \( \alpha \) is a constant

(h2) \( \forall N \in \mathbb{N}^*, \exists C_N \in \mathbb{R}^+, \ |V(r, \theta)| \leq C_N(1 + r)^{-N}e^{-\int q^{1/2}} \)

(h3) \( \lim_{r \to +\infty} \frac{q(r)}{q^{1/2}(r)} = 0 \)

(h4) \( \frac{q''(r)}{q^{1/2}(r)} = O\left(\frac{1}{r^2 q^{1/2}(r)}, \frac{1}{q^{1/2}(r)}, \frac{q'(r)}{q^{1/2}(r)}\right) \), and \( \frac{q^2(r)}{q^{1/2}(r)} = O(\frac{1}{r^2 q^{1/2}(r)}, \frac{1}{q^{1/2}(r)}, \frac{q'(r)}{q^{1/2}(r)}) \)

(h5) \( \frac{1}{r^2 q^{1/2}(r)} \) and \( \frac{q'(r)}{q^{1/2}(r)} \) \( \in L^1[1, +\infty[ \)
(h6) \( q^{-1/4}e^{-\int (q^{1/2}-\frac{2}{q}q^{-1/2})} \in L^2[1, +\infty[ \)

(h7) \( \int_r^\infty o \left( e^{-2\int (q^{1/2}-\frac{2}{q}q^{-1/2})} \right) = o \left( e^{-2\int (q^{1/2}-\frac{2}{q}q^{-1/2})} \right) \)

(h8) \( q^{-1/4}e\int (q^{1/2}-\frac{2}{q}q^{-1/2}) \notin L^2[1, +\infty[ \)

For example, \( q(|x|) = |x|^2 \) satisfies each of the previous hypotheses.

Our aim is to prove the following theorem.

**Theorem:**

Let \( V(x) \) and \( W(x) \) be two bounded potentials with compact support, both satisfying (h1) and (h2). Denote by \( (\lambda_l(V))_l \) (resp. \( (\lambda_l(W))_l \)) the eigenvalues of the operator \(-\Delta + q(|x|) + V(x)\) (resp. \(-\Delta + q(|x|) + W(x)\)). Assume also the validity of (h3) to (h8).

\[
\begin{align*}
\text{If } \forall l \in \mathbb{N}^*, \forall p \in \mathbb{N}, \quad & \lambda_l(V) = \lambda_l(W) \\
\text{and } \quad & C_{\lambda_l,V}(V) = C_{\lambda_l,W}(W) \\
\text{then } \quad & V = W.
\end{align*}
\]

We shall follow a method used by T.Suzuki in a bounded domain [Su]. This method has been generalized by H.Isozaki [I2] for the anharmonic operator in \( \mathbb{R}^2 \). In the first step, we study the asymptotic behaviour of the solutions of a second order differential equation which stems from equation (1.1). Then we prove that under hypotheses (h1) to (h8), the constant \( C_{\lambda_l,V}(V) \) exists. In the second step, we prove that the first eigenfunctions associated with \( V \) and \( W \) are the same, and since the first one is strictly positive, we are able to come to the above conclusion.

**Remarks:**

Note that \( C_{\lambda_l,V} \) is a theoretical constant whose physical interpretation is not easy.

The hypothesis \( C_{\lambda_l,V}(V) = C_{\lambda_l,W}(W) \) is rather weak, because we need not take care of the multiplicity of the eigenvalues nor of any normalization of the eigenfunctions.

## 2 Asymptotic behaviour of a solution

Here we study the asymptotic behaviour of the solutions of the following equation:

\[ (-\Delta + q(|x|) + V(x))u = \lambda u \text{ in } \mathbb{R}^2 \]

where \( q \) is a known increasing radial potential satisfying \( q(|x|) \in C^2(\mathbb{R}) \);

\( \lim_{|x| \to +\infty} q(|x|) = +\infty \) and \( V \) is a bounded potential.

Put \( |x| = r \). We use polar coordinates to define \( u_p \)

\[ u_p(r) = r^{1/2} \int_0^{2\pi} u(r, \theta) e^{-ip\theta} d\theta. \tag{2.1} \]

Using (1.1) and (2.1), we get:

\[ -u''_p(r) + \left( \frac{p^2 - 1/4}{r^2} + q(r) - \lambda \right) u_p(r) = f_p(r), \tag{2.2} \]
where
\[ f_\varphi(r) = -r^{1/2} \int_0^{2\pi} V(r, \theta) u(r, \theta) e^{-i\varphi \theta} d\theta. \quad (2.3) \]

We are now able to prove the following theorem.

**Theorem 2.1** Let \( q \) and \( V \) be potentials defined as before, satisfying (h1) to (h8), \( \lambda \) and \( a \) two positive reals. Then the equation
\[ -u''(r) + \left( \frac{a}{r^2} + q(r) - \lambda \right) u(r) = 0 \quad (2.4) \]
has a system of fundamental solutions with the asymptotic behaviour:
\[ \tilde{u}_1 \sim \frac{1}{2} q^{-1/4} e^{\int(q^{1/2} - \lambda^{1/2} q^{-1/2})} \text{ for } r \to +\infty, \quad (2.5) \]
\[ \tilde{u}_2 \sim q^{-1/4} e^{\int(q^{1/2} - \lambda^{1/2} q^{-1/2})} \text{ for } r \to +\infty. \quad (2.6) \]

Furthermore, the Wronskian \( \tilde{u}_1 \tilde{u}_2' - \tilde{u}_1' \tilde{u}_2 = 1 \).

**Proof:**

**First step**

We set \( y' = \begin{pmatrix} u \\ u' \end{pmatrix} \); using (2.4) we get:
\[ y' = \begin{pmatrix} u' \\ u'' \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ q(r) - \lambda + \frac{a}{r^2} & 0 \end{pmatrix} \begin{pmatrix} u \\ u' \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ q(r) - \lambda + \frac{a}{r^2} & 0 \end{pmatrix} y. \quad (2.7) \]

We denote
\[ k = k(r) = \sqrt{q(r) - \lambda + \frac{a}{r^2}}, \quad P = \begin{pmatrix} 1 & -1 \\ k & k \end{pmatrix}, \quad y = P \tilde{y}. \quad (2.8) \]

If we combine the two relations (2.7) and (2.8), we obtain:
\[ \tilde{y}' = P_1 \tilde{y} \] with \( P_1 = P^{-1} \left[ \begin{pmatrix} k & k \\ k^2 & -k^2 \end{pmatrix} - P' \right], \quad (2.9) \]

where \( P' \) is the derivative of the matrix \( P \) with respect to the variable \( r \).

Next, we compute for each term of the matrix \( P_1 \), an appropriate Taylor polynomial; this allows us to write (2.9) in the form
\[ \tilde{y}' = \left( q^{1/2} - \frac{\lambda}{2q^{1/2}} - \frac{q'}{4q} \right) \tilde{y} + R \left( \frac{1}{r^2 q^{1/2}(r)} \right) \left( \frac{1}{q^{3/2}(r)} \right) \frac{q'(r)}{q(r)} \tilde{y}. \quad (2.10) \]

Remark: \( R \left( \frac{1}{r^2 q^{1/2}(r)}, \frac{1}{q^{3/2}(r)}, \frac{q'(r)}{q(r)} \right) \) shall be a \( 2 \times 2 \)-matrix where all the coefficients are in the form \( O \left( \frac{1}{r^2 q^{1/2}(r)}, \frac{1}{q^{3/2}(r)}, \frac{q'(r)}{q(r)} \right) = O \left( \frac{1}{r^2 q^{1/2}(r)} \right) + O \left( \frac{1}{q^{3/2}(r)} \right) + O \left( \frac{q'(r)}{q(r)} \right). \)
Second step
Consider
\[ \tilde{y} = \left( I - \frac{q'}{4q^{3/2}} P_2 \right) z. \] (2.11)

We look for \( P_2 \) such that \( z' = A(q) z + R \left( \frac{1}{r^2 q^{1/2}(r)}, \frac{1}{q^{3/2}(r)}, \frac{q'(r)}{q^2(r)} \right) z \), with \( A(q) \) a diagonal matrix. Then (2.10) can be written:
\[
\tilde{y}' = \left[ \left( q^{1/2} - \frac{\lambda}{2q^{1/2}} \right) A_0 + \frac{q'}{4q} A_2 \right] \tilde{y} + R \left( \frac{1}{r^2 q^{1/2}(r)}, \frac{1}{q^{3/2}(r)}, \frac{q'(r)}{q^2(r)} \right) \tilde{y},
\] (2.12)

with \( A_0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \) and \( A_2 = \begin{pmatrix} -1 & -1 \\ -1 & -1 \end{pmatrix} \). Substituting the derivative of (2.11) in the equation (2.12) yields
\[
z' = \left[ \left( q^{1/2} - \frac{\lambda}{2q^{1/2}} \right) A_0 + \frac{q'}{4q} (P_2 A_0 - A_0 P_2 + A_2) \right] z + R \left( \frac{1}{r^2 q^{1/2}(r)}, \frac{1}{q^{3/2}(r)}, \frac{q'(r)}{q^2(r)} \right) z.
\] (2.13)

We set
\[
A(q) = \left( q^{1/2} - \frac{\lambda}{2q^{1/2}} \right) A_0 + \frac{q'}{4q} (P_2 A_0 - A_0 P_2 + A_2).
\] (2.14)

Then, putting \( P_2 = \begin{pmatrix} 0 & -1/2 \\ 1/2 & 0 \end{pmatrix} \), we get:
\[
z' = A(q) z + R \left( \frac{1}{r^2 q^{1/2}(r)}, \frac{1}{q^{3/2}(r)}, \frac{q'(r)}{q^2(r)} \right) z,
\] (2.15)

with
\[
A(q) = \begin{pmatrix} q^{1/2} - \frac{\lambda}{2q^{1/2}} - \frac{q'}{4q} & 0 \\ 0 & -q^{1/2} + \frac{\lambda}{2q^{1/2}} - \frac{q'}{4q} \end{pmatrix}.
\] (2.16)

Third step
We will look at the asymptotic behaviour of \( z \). We will search a diagonal matrix \( E(q) \) such that \( E'(q) = A(q) E(q) \). Introduce the new variable \( v \) defined by \( z = E(q) v \), with
\[
E(q) = \begin{pmatrix} q^{-1/4} e^{\int (q^{1/2} - \frac{\lambda}{2q^{1/2}}) \quad \frac{q'}{2q^{1/2}} \\ 0 \quad \frac{1}{2} q^{-1/4} e^{\int (q^{1/2} - \frac{\lambda}{2q^{1/2}})} \end{pmatrix} = \begin{pmatrix} E_1 & 0 \\ 0 & E_2 \end{pmatrix}.
\]

Then we have
\[
v' = E^{-1}(q) R(q) E(q) v = \begin{pmatrix} K_1 \\ K_2 \end{pmatrix} v.
\] (2.17)

We define the mapping \( T \) and the subset \( \mathcal{F} \) as follows:
\[
v \to \begin{cases} - \int_t^\infty K_1 v(t) dt \\ \xi_2 + \int_t^\infty K_2 v(t) dt,
\end{cases}
\]
\[ \mathcal{F} = \{ v = (v_1, v_2); \forall v_i : [r_0, \infty) \to \mathbb{R}, v_1 = o(\frac{e^{-\frac{1}{2} \int (|q|^2 - \frac{1}{2} q^2)}}{r}) \}, \sup_{r \geq r_0} |v_2(x)| < +\infty \}. \]

Then for a suitable choice of \( r_0 \) and \( \xi_2 \neq 0 \), the mapping \( T: \mathcal{F} \to \mathcal{F} \) is a contraction (cf Appendix A), and thus we can find an unique \( v \), solution of (2.17). So we get \( z \), and thus \( \tilde{y} \), and finally \( y \). From the asymptotic behaviour of \( z \), which is given via the components of the matrix \( E(q) \), we obtain the asymptotic behaviour of \( u \) in the form \( u \sim E_1 v_1 - E_2 v_2 \). Since \( v \in \mathcal{F} \), \( E_1 E_2 v_1 = o(1) \) and \( v \) tends to \( \xi_2 \neq 0 \) as \( r \) tends to infinity , we deduce that \( E_2 \) describes an asymptotic behaviour of a solution of (2.4). So we can prove that \( E_1 \) is another asymptotic behaviour of a solution of (2.4), using a standard transformation. Finally , we deduce (2.5) and (2.6), and find that the Wronskian is equal to 1. This concludes the proof.

First we have to prove that the constant defined by (1.2) actually exists. This is the following lemma:

**Lemma 2.1** Let \( u \) be in \( L^2(\mathbb{R}^2) \) such that \((H - \lambda)u = 0 \) for \( \lambda \) a positive real with

\[ H = -\Delta + q(|x|) + V(x), \]

where \( q \) is an increasing radial potential which tends to infinity at infinity and \( q \) and \( V \) satisfy the hypotheses (h1) to (h8). Then the following limit exists

\[ \lim_{r \to +\infty} \frac{2q^{1/4} r^{1/2} e^{\int (q^{1/2} - \frac{1}{2} q^{-1/2})}}{r^2} \int_0^{2\pi} u(r, \theta) e^{-ip\theta} d\theta = C_{\lambda, p}(V). \]  

(2.18)

**Proof:**

Let \( u \) be the solution of \((-\Delta + q(|x|) + V(x))u = \lambda u \). Setting \( u_p(r) = r^{1/2} \int_0^{2\pi} u(r, \theta) e^{-ip\theta} d\theta \), then \( u_p \) is the solution of the equation

\[ -u_p''(r) + \left( \frac{p^2 - 1/4}{r^2} + q(r) - \lambda \right) u_p(r) = f_p(r), \]

(2.19)

with \( f_p(r) = -r^{1/2} \int_0^{2\pi} V(r, \theta) u(r, \theta) e^{-ip\theta} d\theta \). Then, by using the theorem 2.1 and the hypotheses (h3) to (h8), we obtain the existence of the limit (2.8) (see Appendix B).

### 3 Unicity Theorem

We can now state the unicity theorem. We consider the operators \(-\Delta + q(|x|) + V(x)\) and \(-\Delta + q(|x|) + W(x)\), where \( q(|x|) \) is an increasing radial potential verifying the hypotheses (h3) to (h8), \( V(x) \) and \( W(x) \) having compact support.

---
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Theorem 3.1 Let $V$ and $W$ be two bounded potentials with compact support. If $\forall l \in \mathbb{N}^*$, $\forall p \in \mathbb{N}$,

\[
\begin{cases}
\lambda_l(V) = \lambda_l(W) \\
\text{and} \\
C_{\lambda_l,p}(V) = C_{\lambda_l,p}(W)
\end{cases}
\]

then $V = W$.

Proof:

Let $\lambda_1 < \lambda_2 < \ldots$ be the eigenvalues of the operators $-\Delta + q(|x|) + V(x)$ and $-\Delta + q(|x|) + W(x)$.

Let $\varphi_1, \varphi_2, \varphi_3, \ldots$ be the normalized eigenfunctions associated with the potential $V$. Let $\psi_1, \psi_2, \psi_3, \ldots$ be the normalized eigenfunctions associated with the potential $W$.

We assume that $\text{supp} V \subset \{x; |x| < R\}$ and $\text{supp} W \subset \{x; |x| < R\}$, $R$ being a fixed real. We are going to prove that $\varphi_l(x) = \psi_l(x)$, for all $x$.

First step

We prove that $\forall l$, $\varphi_l(x) = \psi_l(x)$, if $|x| > R$. (3.1)

Recall that if $|x| > R$ then

\[
\begin{align*}
(-\Delta + q(|x|))\varphi_l &= \lambda_l \varphi_l \\
(-\Delta + q(|x|))\psi_l &= \lambda_l \psi_l
\end{align*}
\]

We decompose $\varphi_l$ and $\psi_l$ relative to the trigonometric functions basis $\{e^{-ik\theta}\}_k$, and we prove that all the coefficients are equal. For this purpose, we put

\[
a_{l,k}(r) = \int_0^{2\pi} \varphi_l(r,\theta) e^{-ik\theta} d\theta \quad \text{and} \quad b_{l,k}(r) = r^{\frac{1}{2}} a_{l,k}(r).
\]

If $r > R$ then the function $b_{l,k}(r)$ is the solution of

\[-b^{''}_{l,k}(r) + \left(\frac{k^2}{r^2} - \frac{1}{4} + q(r) - \lambda_l\right)b_{l,k}(r) = 0\]

This equation has the following fundamental system of solutions (cf theorem 2.1)

\[
b_{l,k}(r) = C_1 u_1(r) + C_2 u_2(r) \quad \text{with} \quad \begin{cases}
\bar{u}_1 \sim \frac{1}{2} q^{-\frac{1}{2}} e^{\frac{-\sqrt{q^2 + \frac{1}{4}}}{2q^2}} \\
\bar{u}_2 \sim q^{-\frac{1}{2}} e^{\frac{\sqrt{q^2 - \frac{1}{4}}}{2q^2}}
\end{cases} \quad \text{for} \quad r \to +\infty
\]

But, $b_{l,k}(r) \in L^2 \Rightarrow C_2 = 0$, so we get that $b_{l,k}(r) = C_1 u_1(r)$.

In the same way, we prove that if $\tilde{b}_{l,k}$ are the functions associated with $\psi_l(r)$, then $\tilde{b}_{l,k}(r) = C_1 u_1(r)$.

Using the hypotheses

\[
\begin{cases}
\lambda_l(V) = \lambda_l(W) \\
\text{and} \\
C_{\lambda_l,p}(V) = C_{\lambda_l,p}(W)
\end{cases}
\]
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we have
\[ b_{l,k}(r) = \tilde{b}_{l,k}(r), \quad \forall l \text{ and } \forall k. \]
This yields the first step.

**Second step**

It is necessary to prove that \( \varphi_1 \) and \( \psi_1 \) are equal everywhere. For this, we use an idea of [Su] who uses this method to solve an interior problem. Note that this method has been generalized by [I2] in the whole space for the anharmonic operator.

We consider
\[
K(x, y) = \sum_l \varphi_l(y)\{\psi_l(x) - \varphi_l(x)\} \quad (3.2)
\]
and we have
\[
K(x, y) = \sum_l \psi_l(x)\{\varphi_l(y) - \psi_l(y)\} \quad (3.3)
\]

**Remark:** It is necessary to prove that \( K(x, y) \) has a sense in the distributions space. For the first series the convergence comes from [Sch], and the second series represents \( \delta(x-y) \) in \( D'_x \) (see Appendix C). Indeed, we note that \( K \) is an ultrahyperbolic operator.

For, if
\[
\begin{align*}
V_x &= -\triangle_x + q(|x|) + V(x), \quad x \in \mathbb{R}^2, \\
W_y &= -\triangle_y + q(|y|) + W(y), \quad y \in \mathbb{R}^2,
\end{align*}
\]
then
\[
V_x K(x, y) = W_y K(x, y) \text{ if } x \neq y. \quad (3.4)
\]

Furthermore,
\[
K(x, y) = 0 \begin{cases} 
\text{if } |x| > R \text{ and } x \neq y, \\
\text{or,} \\
\text{if } |y| > R \text{ and } x \neq y.
\end{cases} \quad (3.5)
\]

Indeed, if \( x \neq y \) and since \( \psi_l(x) = \varphi_l(x) \) if \( |x| > R \),
\[
K(x, y) = \sum_l \psi_l(x)\varphi_l(y) = \sum_l \varphi_l(x)\varphi_l(y) = \delta(x-y) = 0 \text{ in } D'_x.
\]
In the same way we have, since \( \psi_l(y) = \varphi_l(y) \) if \( |y| > R \),
\[
K(x, y) = \sum_l \psi_l(x)\varphi_l(y) = \sum_l \psi_l(x)\psi_l(y) = \delta(x-y) = 0 \text{ in } D'_x.
\]
We can add that
\[
V_x^m K(x, y) = 0 \text{ if } |x| > R \text{ and } |y| < R. \quad (3.6)
\]

We put for all \( t > 0 \)
\[
F_t(x, y) = \sum_{l \geq 1} e^{-t\lambda_l} \psi_l(x)\{\varphi_l(y) - \psi_l(y)\}. \quad (3.7)
\]
This series converges, because we can write
\[
F_t(x, y) = \sum_{l \geq 1} e^{-t\lambda_l} \psi_l(x)\varphi_l(y) - \sum_{l \geq 1} e^{-t\lambda_l} \psi_l(x)\psi_l(y) \text{ (see [Sch]).}
\]
First, we prove that \( F_t(x, y) = 0 \) if \( |x| > R \) and \( |y| < R \). We have
\[ F_t(x, y) = \sum_{n=0}^{+\infty} \frac{t^n}{n!} \left( -V_x \right)^n K(x, y). \] (3.8)

Indeed, \[ e^{-t \lambda_1} = \sum_{n=0}^{+\infty} \frac{t^n}{n!} (-\lambda_1)^n \], and by using (3.7), we obtain
\[
F_t(x, y) = \sum_{l\geq 1} \sum_{n=0}^{+\infty} \frac{t^n}{n!} (\lambda_1)^n \psi_l(x) \{ \varphi_l(y) - \psi_l(y) \},
\]
and then
\[
F_t(x, y) = \sum_{n=0}^{+\infty} \frac{t^n}{n!} \sum_{l\geq 1} (-\lambda_1)^n \psi_l(x) \{ \varphi_l(y) - \psi_l(y) \} = \sum_{n=0}^{+\infty} \frac{t^n}{n!} (-V_x)^n K(x, y).
\]

From (3.8) we can conclude.

Now, multiplying \( F_t(x, y) \) by \( e^{t \lambda_1} \), we obtain,
\[
e^{t \lambda_1} F_t(x, y) = 0 = \psi_1(x) \{ \varphi_1(y) - \psi_1(y) \} + \sum_{l\geq 2} e^{-t(\lambda_l - \lambda_1)} \psi_l(x) \{ \varphi_l(y) - \psi_l(y) \}. \quad (3.9)
\]

We prove (see Appendix D) that the limit, when \( t \) tends to infinity, of the second term of the previous sum is equal to zero. Then we have \( \psi_1(x) \{ \varphi_1(y) - \psi_1(y) \} = 0 \) for \( |x| > R \) and \( |y| < R \). So, since \( \psi_1(x) \) has no zero, (see [R.S]),
\[
\varphi_1(y) - \psi_1(y) = 0 \text{ for } |y| < R. \quad (3.10)
\]

Thus, (3.7) and (3.10) give
\[
\varphi_1(x) = \psi_1(x) \text{ for } x \in \mathbb{R}^2. \quad (3.11)
\]

Now, we can write,
\[
[- \Delta + q(|x|) + V(x)](\varphi_1(x)) = [- \Delta + q(|x|) + W(x)](\varphi_1(x)),
\]
hence
\[
V(x)(\varphi_1(x)) = W(x)(\varphi_1(x)),
\]
and, since \( \varphi_1(x) \) has no zero, we can conclude that
\[
V(x) = W(x) \text{ for all } x \in \mathbb{R}^2.
\]

This uniqueness theorem for a compactly supported potential \( V(x) \) concerns the Schrödinger operator \( H = -\Delta + q(|x|) + V(x) \) associated with an increasing unbounded potential \( q(|x|) \). Recall that when the potentials are bounded, authors use the scattering operator, the scattering amplitude or the Dirichlet to Neumann map to prove
uniqueness results. Here, because of the unboundness potential $q$, the method is different and follows the method used by Isozaki [12] for the anharmonic operator in $\mathbb{R}^2$. The uniqueness theorem is proved by using spectral data (the spectrum of $H$ being a pure point one).

We should note that potentials like $q(|x|) = |x|^n$, $(n \geq 2)$ work fine if we replace the hypothesis $(h2)$ by

$$(h2') : \forall N \in \mathbb{N}^*, \exists C_N \in \mathbb{R}^+, \ |V(x)| \leq C_N(1 + r)^{-N} e^{-\frac{2}{n+2} \frac{r^{n+2}}{n+2}}.$$ 

Moreover, since the exponential function is increasing too rapidly ($(h4)$ does not hold) and since the logarithmic function is not increasing sufficiently ($(h5)$ does not hold), these two potentials do not satisfy our hypotheses.
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A Appendix

We prove that the map $T$ is a contraction.

By (h5), we have:

$$
\exists C \in ]0, 1[, \exists r_0, \forall r \geq r_0, \left| \int_r^{+\infty} O(1/q^{1/2}r^2, 1/q^{3/2}, q'/q^2) \right| < C.
$$

Let

$$
\mathcal{F} = \{ v = (v_1, v_2), \forall i, v_i : [r_0, +\infty] \rightarrow \mathbb{R}, v_1 = o(e^{-2 f(q^{1/2} - \frac{\lambda}{2q^{1/2}})}), \sup_{r \geq r_0} |v_2(r)| < +\infty \}.
$$

Note that $(\mathcal{F}, \| \cdot \|_{\infty})$ is a Banach space where

$$
\|v\|_{\infty} = \max(\|v_1\|_{\infty}, \|v_2\|_{\infty}).
$$

For $v \in \mathcal{F}$ we define $T(v) = (w_1, w_2)$ where

$$
w_1(r) = -\int_r^{+\infty} K_1 v(t) dt \quad \text{and} \quad w_2(r) = \xi_2 + \int_{r_0}^r K_2 v(t) dt.
$$

By (h5) to (h7) we obtain that $w \in \mathcal{F}$.

We prove also easily that

$$
\|w_2 - w_2^*\|_{\infty} \leq C \|v - v^*\|_{\infty}.
$$

We prove also easily that

$$
\|w_2 - w_2^*\|_{\infty} \leq C \|v - v^*\|_{\infty}.
$$

B Appendix

We prove that the constant $C_{\lambda,p}(V)$ exists.

Let $u_1$ and $u_2$ be a fundamental system of solutions for (2.19). Then there exists $c_1$ and $c_2$, constants such that:

$$
up(r) = c_1 u_1(r) + c_2 u_2(r) - u_2(r) \int_1^r u_1(t) f_p(t) dt + u_1(r) \int_1^r u_2(t) f_p(t) dt.
$$

By (h2) we obtain that

$$
\forall N \in \mathbb{N}^*, \exists C'_{N} \in \mathbb{R}^{++}, \ |f_p(r)| \leq C'_{N}(1 + r)^{-N} e^{- f q^{1/2}}.
$$
Therefore $u_i f_p \in L^2([1, +\infty[)$ for $i = 1, 2$.

Note that:

$$u_p(r) = \left( c_1 + \int_1^{+\infty} u_2(t) f_p(t) dt \right) u_1(r) - \left( \int_r^{+\infty} u_2(t) f_p(t) dt \right) u_1(r)$$

$$+ \left( c_2 - \int_1^{+\infty} u_1(t) f_p(t) dt \right) u_2(r) + \left( \int_r^{+\infty} u_1(t) f_p(t) dt \right) u_2(r).$$

Since $\int_r^{+\infty} u_2(t) f_p(t) dt = o(1)$ we deduce that $\left( \int_r^{+\infty} u_2(t) f_p(t) dt \right) u_1(r) \in L^2([1, +\infty[)$.

By (h7) we obtain also that $\left( \int_r^{+\infty} u_1(t) f_p(t) dt \right) u_2(r) \in L^2([1, +\infty[)$.

Since $u_2 \notin L^2([1, +\infty[)$, we have that $c_2 = \int_1^{+\infty} u_1(t) f_p(t) dt$.

Therefore we can prove that: $C_{\lambda, p}(V) = c_1 + \int_1^{+\infty} u_2(t) f_p(t) dt$.

\section{Appendix}

Proof of $\sum_p \varphi_p(y) \tilde{\varphi}_p(x) = \delta(x - y)$ in $D'_c$.

We consider the function $\Phi_N(x, y) = \sum_{p=1}^N \varphi_p(y) \varphi_p(x)$ and $f$ an element of $C_c^\infty$, then

$$< \Phi_N(\cdot, y), f(\cdot)> = \int_{\mathbb{R}} \Phi_N(x, y) f(x) \, dx$$

$$= \sum_{p=1}^N \varphi_p(y) \int_{\mathbb{R}} \varphi_p(x) f(x) \, dx$$

$$= \sum_{p=1}^N \tilde{f}_p \varphi_p(y),$$

where $\tilde{f}_p$ represents the coefficient of $f$ in the basis $\{\varphi_p\}$. Then,

$$\lim_{N \to +\infty} < \Phi_N(\cdot, y), f(\cdot)> = \lim_{N \to +\infty} \sum_{p=1}^N \tilde{f}_p \varphi_p(y)$$

$$= \sum_{p=1}^{+\infty} \tilde{f}_p \varphi_p(y)$$

$$= f(y)$$

$$= <\delta(\cdot - y), f(\cdot)>$$

\section{Appendix}

We prove that the limit of the second term of (3.9) is equal to zero when $t$ tends to infinity.

We multiply the second term of (3.9) by a test function for fixed $N$ and fixed $x$, with $|x| > R$, then

$$< \sum_{n=2}^N e^{-t(\lambda_n - \lambda_1)} \psi_n(x) \{ \varphi_n(y) - \psi_n(y) \}, f(y) > = \sum_{n=2}^N e^{-t(\lambda_n - \lambda_1)} \psi_n(x) [f_n - f_n],$$
where \( \tilde{f}_n \) and \( f_n \) represent the coefficients of \( f \) relative to the basis \( \{ \varphi_n \} \) and \( \{ \psi_n \} \). We are going to study the following expression \( \sum_{n=2}^{N} e^{-t(\lambda_n - \lambda_1)} \psi_n(x)f_n \). Recall that we are dealing with \( |x| > R, |y| < R \), for all \( N \in \mathbb{N} \), for all \( f \in C_c^{\infty} \) and for all real \( t \in \mathbb{R}^*+ \). So, we can write

\[
\left\| \sum_{n=2}^{N} e^{-t(\lambda_n - \lambda_1)} \psi_n(x)f_n \right\| = \left\langle \sum_{n=2}^{N} e^{-t(\lambda_n - \lambda_1)} \psi_n(x)f_n, \sum_{n=2}^{N} e^{-t(\lambda_n - \lambda_1)} \psi_n(x)f_n \right\rangle^\frac{1}{2} \\
= (\sum_{n=2}^{N} e^{-2t(\lambda_n - \lambda_1)} |f_n|^2)^\frac{1}{2} \\
\leq e^{-t(\lambda_2 - \lambda_1)} ||f||_{L^2}.
\]

So, for all \( f \in C_c^{\infty} \),

\[
\lim_{t \to +\infty} < \sum_{n=2}^{+\infty} e^{-t(\lambda_n - \lambda_1)} \psi_n(x)\{\varphi_n(y) - \psi_n(y)\}, f(y) > = 0,
\]

and this concludes the proof.