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Abstract

A direct algorithm based on Joint EigenValue Decomposition (JEVD) has been proposed to compute the Canonical Polyadic Decomposition (CPD) of multi-way arrays (tensors). The iterative part of our method is thus limited to the JEVD computation. At this occasion we also propose an original JEVD technique. Most of the iterative CPD algorithms such as ALS have been shown by means of practical studies to suffer from convergence problems (local minima, slow convergence or high computational cost per iteration). On the other hand, direct methods seem in practice to confine these disadvantages but impose some restrictive necessary conditions. In this context, our proposed algorithm involves less restrictive necessary conditions than other recent direct approaches and a limited computational complexity. It has been compared to reference (direct and non-direct) algorithms on synthetic arrays and real spectroscopic data. These numerical examples highlight the main advantages of the proposed methods to solve both the JEVD and CPD problems.
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1. Introduction

In this paper, we mainly propose a direct algorithm for the canonical polyadic decomposition of real or complex-valued tensors (assimilated to multi-way arrays) using the Joint EigenValue Decomposition (JEVD) of a set of non-defective matrices. The present contribution is actually twofold since we jointly propose an algorithm to solve the JEVD problem. Tensor decomposition plays a wider and wider role in numerous application areas such as Psychometric [1], Signal Processing for Biomedical Engineering [2, 3, 4], Sensor array [5, 6, 7], Arithmetic Complexity [8] and Chemometrics [9, 10]. Thanks to its uniqueness properties [11, 12, 13, 14, 15, 16],
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the polyadic decomposition introduced in 1927 by Hitchcock [17] is probably the most popular nowadays. In fact, it is now best known as CANonical DECOMposition (CANDECOMP) [1], PARAllel FACTor analysis (PARAFAC) [18] or CANDECOMP/PARAFAC (CP). In order to be consistent and honor the original work we will keep the acronym CPD, which stands for Canonical Polyadic Decomposition.

More precisely, a polyadic decomposition of an array is a sum of rank-one terms that yields an exact fit [17]. The CPD is then defined as the minimal polyadic decomposition. The rank of an array may be thus defined as the minimal number of rank-1 tensors needed to achieve the CPD.

Many algorithms have been proposed in order to compute the CPD of multi-way arrays. One of the most famous algorithms, due to its speed and ease of implementation, resorts to an iterative Alternating Least Squares (ALS) procedure [18]. Other iterative algorithms based on first and second order optimization methods such as gradient, Gauss-Newton, Levenberg-Marquardt or conjugate gradient have also been proposed (see [19] [20, 21, 22] for a full comparison).

Recently, a set of iterative algorithms based on a reduced functional has been introduced in [23]. These last algorithms bring qualitative information on the solution but the counter part is a longer computational time. Furthermore, an Enhanced Line Search (ELS) procedure has been proposed in [24] in order to speed up the ALS algorithm. ELS extension to other iterative CPD algorithm and efficiency of the ALS-ELS algorithm has been highlighted in [21]. However, in spite of this refinement, the ALS algorithm suffers from a classical drawback. Indeed, nothing ensures its global convergence and it can be stuck in local minima. More generally, iterative approaches show convergence problems when several factors of the CPD are correlated.

In the meantime, a few direct approaches have been proposed. One can mention the DTLD approach [25]. However it is restricted to three-way arrays and provide poor results [26, 20]. Thereby this kind of solution is generally used as a way of initializing iterative methods. Other direct approaches have been proposed in the literature as well but not yet compared numerically in studies such as the ones mentioned above. These methods rephrase the CPD as the simultaneous diagonalization, by equivalence [27, 28, 29] or congruence [15], of a set of matrices. The CPD problem can also be translated into a simultaneous generalized Schur decomposition, with orthogonal unknowns, as shown in [29]. Direct methods compute the CPD by solving an alternative algebra problem of lower dimensions but they do not provide a solution in terms of least squares contrarily to the ALS and derivative-based techniques. The reformulated problem is usually solved by means of a Jacobi-like procedure.

We thus propose here a new formulation of the CPD as a JEVD problem leading to a novel direct solution, named DIAG (Direct AlGorithm for canonical polyadic decomposition), involving less restrictive necessary conditions than the "Closed Form Solution" (CFS) presented in [27, 28]. Recall that the CFS algorithm requires that the rank of the considered CPD array does not exceed two of the dimensions of the array. At this occasion we also propose an original Jacobi-like JEVD algorithm, called JDTM (Joint Diagonalization algorithm based on Targeting hyperbolic Matrices). Numerical examples highlight the main advantages of the proposed methods to solve the JEVD and CPD problems. Note that the DIAG method can be seen as a generalization of the BIOME approach [30] to the case of unsymmetric arrays. JDTM and DIAG have been presented briefly in two separate conference papers [31, 32], respectively. In [32] DIAG was associated to another JEVD algorithm and was called SALT (SemiALgebraic Tensor decomposition). The present paper details theoretical aspects of both algorithms in sections 2 and 3, respectively including their extension to the complex case which is not trivial and
their computational complexity. In addition subsection 3.5 is dedicated to the comparison of necessary conditions of different CPD algorithms, namely ALS, CFS and DIAG. Numerical results are also emphasized in section 4 which illustrate the main features of the DIAG approach, notably the problem of over-factoring is addressed. Finally a concrete application to fluorescence spectroscopy is proposed in section 5.

2. Joint eigenvalue decomposition of non-defective matrices

We use the following consistent notations in the whole paper: vectors, matrices and tensors are denoted by lower case boldface \( \mathbf{a} \), upper case boldface \( \mathbf{A} \) and upper case boldface calligraphic \( \mathcal{A} \) letters respectively. The \( i \)-th entry of vector \( \mathbf{a} \) is denoted by \( a_i \) while \( A_{ij} \) is the \((i, j)\)-th component of matrix \( \mathbf{A} \). Entry \((i_1, \ldots, i_Q)\) of any \( Q \)-order tensor \( \mathbf{T} \in \mathbb{R}^{l_1 \times \cdots \times l_Q} \) or \( \mathbb{C}^{l_1 \times \cdots \times l_Q} \) (\( Q > 2 \)) is denoted by \( \mathbf{T}_{i_1, \ldots, i_Q} \). Outer product, Kronecker product and Khatri-Rao product are denoted by \( \circ \), \( \otimes \) and \( \odot \), respectively. Moore-Penrose matrix inverse, euclidean and frobenius norm are denoted by \( \mathbf{A}^\dagger, \| \mathbf{A} \|_F \) and \( \| \|_F \), respectively. We define \([x; y]_N = [x; y] \cap \mathbb{N} \). \lfloor . \rfloor \) denotes the floor function. Complex modulus and conjugate of any complex \( z \) are denoted by \( |z| \) and \( \overline{z} \) respectively. The imaginary unit is denoted by \( i \).

Givens and hyperbolic rotation matrices are denoted by \( \mathbf{G} \) and \( \mathbf{H} \), respectively. For instance in the real case, \( \mathbf{G}(\theta_{ij}) \) and \( \mathbf{H}(\phi_{ij}) \) are equal to the identity matrix, at the exception of the elements:

\[
\begin{align*}
G(\theta_{ij})_{ii} &= G(\theta_{ij})_{jj} = \cos(\theta_{ij}) \\
G(\theta_{ij})_{ij} &= G(\theta_{ij})_{ji} = \sin(\theta_{ij}) \\
H(\phi_{ij})_{ii} &= H(\phi_{ij})_{jj} = \cosh(\phi_{ij}) \\
H(\phi_{ij})_{ij} &= H(\phi_{ij})_{ji} = \sinh(\phi_{ij})
\end{align*}
\]

The JEVD problem consists in finding an eigenvector matrix \( \mathbf{A} \) from a set of non-defective matrices \( \mathbf{M}^{(k)} \) satisfying:

\[ \forall k \in [1; K]_N, \quad \mathbf{M}^{(k)} = \mathbf{A} \mathbf{D}^{(k)} \mathbf{A}^{-1}, \]

where the \( K \) diagonal matrices \( \mathbf{D}^{(k)} \) are unknown. One could solve these EVDs separately, and retain the solution that leads to the best estimate regarding the considered application. However, as explained in [29], it is safer from a numerical point of view to decompose the \( K \) matrices \( \mathbf{M}^{(k)} \) simultaneously, in some optimal sense, especially when the perturbation of these matrices may have caused eigenvalues to cross each other. Indeed, in practice only noisy observations of the \( K \) matrices \( \mathbf{M}^{(k)} \) are clustered and it is well known that, when eigenvalues are close, the eigenvectors in a single EVD may be strongly affected by small perturbations [33]. The reason is that for coinciding eigenvalues only the corresponding eigenspace is defined; different directions in this subspace will emerge as eigenvectors for different infinitesimal perturbations. When this happens for one or more of the matrices in the JEVD problem, the other matrices may still allow to identify the actual eigenvectors. This follows theorem proved in [29]:

**Theorem 1.** The JEVD is unique up to a permutation and a scaling of the columns of \( \mathbf{A} \) if and only if all the columns of the \( K \times N \) matrix \( \mathbf{E} \), whose \((k, n)\)-th component \( E_{kn} \) is equal to \( D_{kn}^{(k)} \), are not proportional.

Note that in order to ensure uniqueness of the JEVD up to permutation and scale indeterminacies, we will assume in the sequel that the \( K \) involved diagonal matrices \( \mathbf{D}^{(k)} \) fulfil the condition given in Theorem 1.

Few papers have proposed numerical solutions to the JEVD problem. All of them adapted Jacobi’s principle to the search for a non-singular and non-necessarily orthogonal eigenmatrix \( \mathbf{A} \)
by using a suitable factorization, which is not reduced to the product of Givens matrices. This domination of Jacobi-like methods is due to their good convergence properties [34].

Two main kinds of Jacobi-like algorithms have been developed in this context, based on different matrix factorizations. Originally, several authors had recourse to the QR factorization of \( A \) in order to compute the different sets of eigenvalues [35, 36]. Arguing that these QR-algorithms suffer from convergence problems, Fu and Gao proposed an effective sh-rt algorithm [37] based on the polar decomposition. Indeed the polar decomposition has been used favourably for eigenvalue decomposition purpose since a long time [38, 39, 34] and also for joint diagonalization by congruence [40]. Then the JUST algorithm was introduced in [41] as a variation of the sh-rt approach for which the iterative computation of the hyperbolic matrix is made by minimizing an alternative criterion. We propose here a third criterion and an appropriate optimization method, giving birth to the JDTM algorithm. Another JEVD approach based on LU factorization and called JET was introduced in [32] for real-valued matrices. The real case is addressed in the three following subsections. The extension to the complex case is described in subsection 2.4. JDTM algorithm has been compared to JUST and sh-rt algorithms in various situations involving real matrices. Significant numerical results are given in section 4.1.

2.1. A Jacobi-like process

In this subsection, all matrices are square matrices of order \( N \). Polar matrix decomposition states that any non-singular real matrix can be factorized into the product of an orthogonal matrix \( Q \) and a symmetric positive semidefinite matrix \( S \). It is well known that \( Q \) can be decomposed into a product of Givens rotation matrices \( G(\theta_{ij}) \) and a unitary diagonal matrix. In the same way, it has been shown that \( S \) can be decomposed into a product of hyperbolic rotation matrices \( H(\phi_{ij}) \) and diagonal matrices [40]. Thereby, due to the indeterminacies of the JEVD problem mentioned in theorem 1 and taking into account that diagonal, hyperbolic and Givens matrices commute, the matrix \( A \) solving the JEVD problem given by (1) can be chosen as a product of Givens and hyperbolic rotation matrices:

\[
A = \prod_{i=1}^{N-1} \prod_{j=i+1}^{N} G(\theta_{ij})H(\phi_{ij}).
\]  

Inserting (2) into (1) and using the fact that \( H(\phi_{ij})^{-1} = H(\phi_{ij}) \) we get:

\[
\forall k \in [1;K]_N, \quad D^{(k)} = \prod_{m=1}^{M} \prod_{j=i+1}^{N} G(\theta_{ij})H(-\phi_{ij}) \left( \prod_{i=1}^{N-1} \prod_{j=i+1}^{N} G(\theta_{ij})H(\phi_{ij}) \right)^{M^{(k)}},
\]  

but we prefer the simpler formulation:

\[
\forall k \in [1;K]_N, \quad D^{(k)} = \prod_{m=1}^{M} H(-\phi_{im})G(\theta_{im})^{M^{(k)}} \left( \prod_{i=1}^{N-1} \prod_{j=i+1}^{N} G(\theta_{ij})H(\phi_{ij}) \right),
\]  

where each integer \( m \) of \([1;M]_N \) stands for a couple \((i, j)\) with \( 1 \leq i < j \leq N \). It is worth mentioning that any Givens or hyperbolic matrix is defined by only one parameter (angle). Therefore, ideally we have to find a set of \( M = N(N-1)/2 \) couples of parameters \( [(\theta_{ij}, \phi_{ij})]_{1 \leq i < j \leq N} \) in order to get (1). Instead of simultaneously identifying these \( M \) couples of parameters, a Jacobi-like
procedure will repeat sequences of $2M$ successive optimizations until convergence. Each optimization is performed with respect to only one parameter. A sequence of $2M$ optimizations is generally called a sweep. As a result, $N_r M$ couples of Givens and hyperbolic matrices are used in practice to identify $A$, where $N_r$ is the number of sweeps. We thus look for a matrix $A$ of the form $A = \prod_{i=1}^{N_r} \prod_{m=1}^{M} G(\theta_m^i) H(\phi_m^i)$. The idea is to iteratively diagonalize the $M^{(i)}$ matrices by sequentially optimizing with respect to $\theta_m^i$ and $\phi_m^i$ for each value of $m$ and $n_s$. Hence the first sweep ($n_s = 1$) consists on the following transformations:

$$\forall k \in [1; K]_{\mathbb{N}}, \quad N^{(k,1,1)} = G(\theta_1^1)^T M^{(k)} G(\theta_1^1),$$

$$\forall (k, m) \in [1; K]_{\mathbb{N}} \times [1; M]_{\mathbb{N}}, \quad M^{(k,m,1)} = H(-\phi_m^1) N^{(k,m,1)} H(\phi_m^1).$$

Then the following sweeps ($1 < n_s \leq N_r$) follow the same scheme:

$$\forall (k, n_s) \in [1; K]_{\mathbb{N}} \times [2; N_s]_{\mathbb{N}}, \quad N^{(k,1,n_s)} = G(\theta_1^{n_s})^T M^{(k,M,n_s-1)} G(\theta_1^{n_s}),$$

$$\forall (k, m, n_s) \in [1; K]_{\mathbb{N}} \times [1; M]_{\mathbb{N}} \times [2; N_s]_{\mathbb{N}}, \quad M^{(k,m,n_s)} = H(-\phi_m^{n_s}) N^{(k,m,n_s)} H(\phi_m^{n_s}).$$

$$\forall (k, m, n_s) \in [1; K]_{\mathbb{N}} \times [2; M]_{\mathbb{N}} \times [2; N_s]_{\mathbb{N}} \times [1; M]_{\mathbb{N}} \times [2; N_s]_{\mathbb{N}}, \quad N^{(k,m,n_s)} = G(\theta_1^{n_s})^T M^{(k,m,n_s-1)} G(\theta_1^{n_s}).$$

Then, the optimal corresponding Givens and hyperbolic matrices are sequentially computed in order to get $K$ diagonal matrices $M^{(k,M)}$ at the end of the process.

### 2.2. Optimization of matrix angles

A natural criterion to compute the optimal $(m, n_s)$-th Givens angle $\theta_m^{n_s}$ is thus to minimize the sum of the euclidean norms of the off-diagonal terms of the $K$ matrices $N^{(k,m,n_s)}$:

$$\zeta G(\theta_m^{n_s}) = \sum_{k=1}^{K} \sum_{p=1}^{N} \sum_{q=1}^{N} \left( N^{(k,m,n_s)}_{pq} \right)^2.$$

This criterion is the generalization of the original Jacobi criterion to the joint diagonalization context. Since Givens matrices are orthogonal, the same definition of $N^{(k,m,n_s)}$ holds in both the joint diagonalization by congruence and JEVD cases and thus the same optimization algorithms can be used. For instance, our proposed algorithm resorts to the same approach as the JAD algorithm described in [42] whereas the sh-rt and JUST algorithms use their own minimization scheme.

Once the optimal Givens matrix $G(\theta_m^{n_s})$ is computed, different criteria can be used for the optimal computation of $H(\phi_m^{n_s})$. This is the main difference between the three JEVD algorithms. The sh-rt method aims at minimizing the Frobenius norm of $M^{(k,m,n_s)}$ where $h$ is found such that

$$|M^{(k,m,n_s)}_{ii} - M^{(k,m,n_s)}_{jj}| = \max_{1 \leq i,j \leq K} \left| M^{(k,m,n_s)}_{ii} - M^{(k,m,n_s)}_{jj} \right|,$$

whereas the JUST algorithm resorts to criterion (11) by replacing $N^{(k,m,n_s)}$ by $M^{(k,m,n_s)}$. Instead of minimizing all the (off-diagonal) entries, we propose to target two particular off-diagonal entries of $M^{(k,m,n_s)}$: if $m$ corresponds to the $(i,j)_{i<j}$ couple, we simply aim at computing the optimal $M^{(k,m,n_s)}_{ii}$ and $M^{(k,m,n_s)}_{jj}$ components by using a “targeting” hyperbolic matrix. It is noteworthy that the transformation (9) affects the $i$-th and $j$-th rows and the $i$-th and $j$-th columns of $M^{(k,m,n_s)}$, but only the $(i,j)$ and the $(j,i)$ components are twice affected by the hyperbolic matrix and its inverse. Hence our choice to focus on the latter.
Therefore, our Joint Diagonalization algorithm based on Targeting hyperbolic Matrices (JDTM) resorts to the following alternative criterion $\xi_{JDTM}$ for the computation of the hyperbolic matrix:

$$
\xi_{JDTM}(\phi_m^\iota) = \sum_{k=1}^{K} \left(M_{ij}^{(k,m,n_i)} - \lambda_{ij}^{(k,m,n_i)}\right)^2 + \left(M_{ji}^{(k,m,n_j)} - \lambda_{ji}^{(k,m,n_j)}\right)^2,
$$

(12)

Targeting some components was originally proposed by Souloumiac in a different context [40]. In the case of Givens matrices we showed that the optimizations of criteria (11) and (12) were mathematically equivalent.

Now, let us look at the components of $M_{ij}^{(k,m,n_i)}$. As previously mentioned, we only consider the $(i, j)$-th and $(j, i)$-th components which are given by:

$$
M_{ij}^{(k,m,n_i)} = (N_{ij}^{(k,m,n_i)} - N_{jj}^{(k,m,n_j)}) \frac{\sinh(2\phi_m^\iota)}{2} + N_{ij}^{(k,m,n_j)} \cosh(\phi_m^\iota)^2 - N_{ji}^{(k,m,n_i)} \sinh(\phi_m^\iota)^2,
$$

(13)

$$
M_{ji}^{(k,m,n_j)} = (N_{jj}^{(k,m,n_i)} - N_{ij}^{(k,m,n_j)}) \frac{\sinh(2\phi_m^\iota)}{2} - N_{ij}^{(k,m,n_i)} \sinh(\phi_m^\iota)^2 + N_{ji}^{(k,m,n_j)} \cosh(\phi_m^\iota)^2.
$$

(14)

Furthermore we can write that:

$$
\left(M_{ij}^{(k,m,n_i)} + M_{ji}^{(k,m,n_j)}\right)^2 = \frac{\left(M_{ij}^{(k,m,n_i)} + M_{ji}^{(k,m,n_j)}\right)^2}{2}
$$

(15)

The first term of the right-hand side does not depend on $\phi_m^\iota$. Indeed, we derive from (13) and (14) the following equality:

$$
\frac{\left(M_{ij}^{(k,m,n_i)} + M_{ji}^{(k,m,n_j)}\right)^2}{2} = \frac{\left(N_{ij}^{(k,m,n_i)} + N_{ji}^{(k,m,n_j)}\right)^2}{2}.
$$

(16)

Thereby minimizing $\xi_{JDTM}$ is equivalent to minimize the $\lambda$ function defined by:

$$
\lambda(\phi_m^\iota) = \sum_{k=1}^{K} \left(M_{ij}^{(k,m,n_i)} - M_{ji}^{(k,m,n_j)}\right)^2.
$$

(17)

We denote by $y^{(m,n_i)}$ the column vector of $\mathbb{R}^K$ defined by $y_{k}^{(m,n_i)} = M_{ij}^{(k,m,n_i)} - M_{ji}^{(k,m,n_j)}$, so that $\lambda(\phi_m^\iota) = y^{(m,n_i)^\iota} y^{(m,n_i)}$. It is easily shown that the system of linear equations (13) and (14) can be rewritten such that:

$$
y^{(m,n_i)} = W^{(m,n_i)} x(\phi_m^\iota),
$$

(18)

with:

$$
W^{(m,n_i)} = \begin{bmatrix}
N_{ii}^{(1,m,n_i)} - N_{jj}^{(1,m,n_j)} & N_{ij}^{(1,m,n_j)} - N_{ji}^{(1,m,n_i)} \\
: & : \\
N_{ii}^{(K,m,n_i)} - N_{jj}^{(K,m,n_j)} & N_{ij}^{(K,m,n_j)} - N_{ji}^{(K,m,n_i)}
\end{bmatrix} ; \quad x(\phi_m^\iota) = \begin{bmatrix}
\sinh(2\phi_m^\iota) \\
\cosh(2\phi_m^\iota)
\end{bmatrix}.
$$

(19)

Now defining the diagonal $2 \times 2$ matrix $J$ such that $J_{11} = -J_{22} = -1$ and observing that $x(\phi_m^\iota)^\iota J x(\phi_m^\iota) = 1$, we have thus to minimize the quantity $x(\phi_m^\iota)^\iota W^{(m,n_i)^\iota} W^{(m,n_i)} x(\phi_m^\iota)$ under
the constraint that $x(\phi_m^n)^T J x(\phi_m^n) = 1$. This can be done using the Lagrange multipliers strategy. Thereby, we have to minimize the $L$ function given by:

$$L(x(\phi_m^n), \mu(\phi_m^n)) = x(\phi_m^n)^T W^{(m,n)} W^{(m,n)^T} x(\phi_m^n) - \mu(\phi_m^n) x(\phi_m^n)^T J x(\phi_m^n).$$  \hspace{1cm} (19)

Differentiation with respect to $x(\phi_m^n)$ leads to:

$$W^{(m,n)^T} W^{(m,n)} x(\phi_m^n) = \mu(\phi_m^n) J x(\phi_m^n).$$  \hspace{1cm} (20)

Since $J^{-1} = J$ we have:

$$J W^{(m,n)^T} W^{(m,n)} x(\phi_m^n) = \mu(\phi_m^n) x(\phi_m^n).$$  \hspace{1cm} (21)

Thus, $\mu(\phi_m^n)$ and $x(\phi_m^n)$ are associated eigenvalue and eigenvector of matrix $J W^{(m,n)^T} W^{(m,n)}$.

More particularly, we have the following lemma:

**Lemma 1.** If the columns of $W^{(m,n)}$ are different then $J W^{(m,n)^T} W^{(m,n)}$ has two nonzero eigenvalues of opposite sign and $x(\phi_m^n)$ is the eigenvector associated to the positive eigenvalue.

**Proof 1.** Let $w_1$ and $w_2$ be the column vectors of matrix $W^{(m,n)}$. Both belong to $\mathbb{R}^K$, equipped with the Euclidean norm and we define $a = w_1^T w_1$, $b = w_1^T w_2$ and $c = w_2^T w_2$. Hence $a$, $b$ and $c$ denote the squared euclidean norm of $w_1$, the scalar product between $w_1$ and $w_2$ and the squared Euclidean norm of $w_2$ respectively. Hence,

$$J W^{(m,n)^T} W^{(m,n)} = \begin{bmatrix} -a & -b \\ b & c \end{bmatrix}$$

The characteristic polynomial is then:

$$P(\alpha) = \alpha^2 + (a - c)\alpha + (b^2 - ac)$$  \hspace{1cm} (22)

and the discriminant is:

$$\Delta = (a - c)^2 - 4b^2 + 4ac = (a + c - 2b)(a + c + 2b) = \| w_1 - w_2 \|^2 \| w_1 + w_2 \|^2$$

Thereby, since $w_1 \neq w_2$, $\Delta > 0$ and $J W^{(m,n)^T} W^{(m,n)}$ is diagonalizable and admits two distinct eigenvalues $\alpha_1$ and $\alpha_2$. Then we have:

$$\alpha_1 \alpha_2 = \frac{(a - c)^2 - \Delta}{4a^2} = \frac{b^2 - ac}{a^2}$$

The Cauchy-Schwarz inequality gives $b^2 < ac$ hence $\alpha_1 \alpha_2 < 0$.

We now demonstrate the second part of the lemma. Multiplying (21) by $x(\phi_m^n)^T J$ yields:

$$x(\phi_m^n)^T W^{(m,n)^T} W^{(m,n)} x(\phi_m^n) = \mu(\phi_m^n) x(\phi_m^n)^T J x(\phi_m^n),$$

$$= \mu(\phi_m^n).$$  \hspace{1cm} (23)

The quadratic form $x(\phi_m^n)^T W^{(m,n)^T} W^{(m,n)} x(\phi_m^n)$ is positive thus $\mu(\phi_m^n)$ is positive too.
Hence the previous lemma allows us to easily compute $x(\phi^m_n)$ from $W(m,n)$ and $\phi^m_n$ is deduced from the definition of $x(\phi^m_n)$:

$$\phi^m_n = \frac{1}{2} \text{atanh} \left( \frac{x(\phi^m_n)_1}{x(\phi^m_n)_2} \right).$$

(24)

Algorithm 1 summarizes the proposed method.

Algorithm 1: Summary of the JDTM algorithm

1: Define a threshold $\epsilon$ and a maximal number of sweep $N^\text{max}_s$
2: Initialize $A$ with the identity matrix;
3: $n_s = 1$;
4: while $\sum_k \sum_{p,q} (M^{(k)}_{p,q})^2 > \epsilon$ and $n_s \leq N^\text{max}_s$ do
5: $m = 1$;
6: for $i = 1$ to $N - 1$ do
7: Compute the optimal angle $\theta^m_n$ corresponding to the couple $(i, j)$ and build $G(\theta^m_n)$;
8: Replace the $K$ matrices $M^{(k)}$ by $G(\theta^m_n) M^{(k)} G(\theta^m_n)$;
9: Compute the optimal angle $\phi^m_n$ corresponding to the couple $(i, j)$ and build $H(\phi^m_n)$;
10: Replace the $K$ matrices $M^{(k)}$ by $H(-\phi^m_n) M^{(k)} H(\phi^m_n)$;
11: Replace $A$ by $A G(\theta^m_n) H(\phi^m_n)$;
12: $m = m + 1$;
13: end for
14: end for
15: $n_s = n_s + 1$;
16: end while
17: $N_s = n_s$;

2.3. Computational complexity

The computational complexity of an algorithm is given by the number $\Gamma$ of floating point operations (flop), given in practice by the number of required multiplications. At each sweep, there are $N(N-1)/2$ Givens and hyperbolic matrices to compute and as many updates of matrices $A, M^{(1)}, \cdots, M^{(K)}$. Computation of each hyperbolic matrix is dominated by the product $J W(m,n) J W(m,n)$ which requires $3K$ multiplications. Givens matrices are computed in a similar way [42] and thus also need $3K$ multiplications. For each update (line 12 of algorithm 1), matrix $A$ is multiplied by a Givens and a hyperbolic matrix. Both products can be done using a total of $8N$ multiplications. Finally the update of each matrix $M^{(k)}$ (lines 9 and 11 of algorithm 1) is twice more costly and involves $16N$ multiplications. Therefore the total computational complexity is:

$$\Gamma_{\text{JDTM}} = N_s N(N - 1)(3K + 4N + 8KN)$$

(25)

2.4. Extension to the complex case

Let's now consider that matrices $A$ and $M^{(1)}, \cdots, M^{(K)}$ belong to the complex field. In this case, the JDTM algorithm has to be significantly modified. Indeed, each of the Givens and hyperbolic rotation matrices involved in the polar decomposition of a complex matrix is now defined by two parameters. Similarly to the real case, we only focus on the determination of
After some straightforward computations, (28), (29) and (30) yield:

hyperbolic matrices $H$ which makes the specificity of the proposed algorithm. Indeed, $G$ can still be estimated by the classic procedure [42].

We resort to the following classical parametrization of complex hyperbolic matrices, for each couple $m = (i, j)_{i < j}$ we have:

$$H(\phi_m, \alpha_m)_i = H(\phi_m, \alpha_m)_j = \cosh(\phi_m); \quad H(\phi_m, \alpha_m)_j = \overline{H(\phi_m, \alpha_m)}_i = \sinh(\phi_m)e^{i\alpha_m}$$

Thereby we have to estimate for each matrix the couple $(\phi_{ij}, \alpha_{ij})$ that minimizes the new JDTM cost function:

$$s_{\mathcal{HC}}^{\text{JDTM}}(\phi_m^n, \alpha_m^n) = \sum_{k=1}^{K} |M_{ij}^{(k,m,n)}|^2 + |M_{ji}^{(k,m,n)}|^2. \quad (26)$$

Using the previous parametrization, we obtain:

$$M_{ij}^{(k,m,n)} = \left( N_{ij}^{(k,m,n)} - N_{jj}^{(k,m,n)} \right) \frac{\sinh(2\phi_m^n)}{2} e^{-i\alpha_m^n} + N_{ij}^{(k,m,n)} \cosh(\phi_m^n) - N_{ji}^{(k,m,n)} \sinh(\phi_m^n) e^{-2i\alpha_m^n},$$

$$M_{ji}^{(k,m,n)} = \left( N_{ji}^{(k,m,n)} - N_{jj}^{(k,m,n)} \right) \frac{\sinh(2\phi_m^n)}{2} e^{i\alpha_m^n} - N_{ij}^{(k,m,n)} \sinh(\phi_m^n) e^{2i\alpha_m^n} + N_{ji}^{(k,m,n)} \cosh(\phi_m^n). \quad (27)$$

It can be easily shown that minimizing $s_{\mathcal{HC}}^{\text{JDTM}}$ is equivalent to minimizing $s_{\mathcal{HC}}^{\text{JDTM}}$:

$$s_{\mathcal{HC}}^{\text{JDTM}}(\phi_m^n, \alpha_m^n) = \sum_{k=1}^{K} |M_{ij}^{(k,m,n)} + M_{ji}^{(k,m,n)}|^2 + |M_{ij}^{(k,m,n)} - M_{ji}^{(k,m,n)}|^2, \quad (29)$$

where:

$$K_{ij}^{(k,m,n)} = \left( N_{ij}^{(k,m,n)} - N_{jj}^{(k,m,n)} \right) \frac{\sinh(2\phi_m^n)}{2} e^{-i\alpha_m^n} + N_{ij}^{(k,m,n)} \cosh(\phi_m^n) e^{-2i\alpha_m^n} - N_{ji}^{(k,m,n)} \sinh(\phi_m^n) \sinh(\phi_m^n). \quad (30)$$

After some straightforward computations, (28), (29) and (30) yield:

$$s_{\mathcal{HC}}^{\text{JDTM}}(\phi_m^n, \alpha_m^n) = \sum_{k=1}^{K} \left( \left| N_{ij}^{(k,m,n)} \right|^2 + \left| N_{ji}^{(k,m,n)} \right|^2 \right) \cosh(2\phi_m^n) + \frac{1}{2} \left( \left| N_{ij}^{(k,m,n)} - N_{jj}^{(k,m,n)} \right|^2 - \left| N_{ij}^{(k,m,n)} + N_{ji}^{(k,m,n)} \right|^2 \right) \sinh(2\phi_m^n)^2 + \frac{1}{2} \left( \left| N_{ij}^{(k,m,n)} - N_{jj}^{(k,m,n)} \right|^2 - \left| N_{ij}^{(k,m,n)} + N_{ji}^{(k,m,n)} \right|^2 \right) \sinh(4\phi_m^n) \sinh(4\phi_m^n) \sinh(4\phi_m^n) \quad (31)$$

which can be rewritten as a function of $4\phi_m^n$ and $\alpha_m^n$:

$$s_{\mathcal{HC}}^{\text{JDTM}}(4\phi_m^n, \alpha_m^n) = \\
\frac{1}{2} \sum_{k=1}^{K} \left( \left| N_{ij}^{(k,m,n)} \right|^2 + \left| N_{ji}^{(k,m,n)} \right|^2 \right) \left( \cosh(4\phi_m^n) + 1 \right) + \frac{1}{2} \left( \left| N_{ij}^{(k,m,n)} - N_{jj}^{(k,m,n)} \right|^2 - \left| N_{ij}^{(k,m,n)} + N_{ji}^{(k,m,n)} \right|^2 \right) \left( \cosh(4\phi_m^n) - 1 \right) + \frac{1}{2} \left( \left| N_{ij}^{(k,m,n)} - N_{jj}^{(k,m,n)} \right|^2 - \left| N_{ij}^{(k,m,n)} + N_{ji}^{(k,m,n)} \right|^2 \right) \left( \sinh(4\phi_m^n) \right) + \\
\frac{1}{2} \left( \left| N_{ij}^{(k,m,n)} - N_{jj}^{(k,m,n)} \right|^2 - \left| N_{ij}^{(k,m,n)} + N_{ji}^{(k,m,n)} \right|^2 \right) \left( \sinh(4\phi_m^n) \right). \quad (32)$$
Differentiating (32) with respect to $4\phi_{m}^{\mu}$ and $\alpha_{m}^{\mu}$ alternatively, then defining $t_{m}^{\mu} = \tanh(2\phi_{m}^{\mu})$ and $z_{m}^{\mu} = e^{\mu\phi_{m}}$, it can be shown after few more trivial computations that the solution couple which minimizes $\xi_{HI, C}^{TM}$ is also a solution of the following polynomial system:

\[
\begin{align*}
\left\{ \begin{array}{l}
P_0(z_{m}^{\mu}) + (2P_1(z_{m}^{\mu})t_{m}^{\mu} + P_0(z_{m}^{\mu})t_{m}^{\mu}) r_{m}^{\mu} = 0 \\
(Q_1(z_{m}^{\mu}) r_{m}^{\mu} - Q_0(z_{m}^{\mu}) r_{m}^{\mu} = 0
\end{array} \right. \quad (33)
\end{align*}
\]

with:

\[
\begin{align*}
P_0(z) &= \sum_{k=1}^{K} \left( N_{u}^{k}(m,n,i) - N_{j j}^{k}(m,n,i) \right) N_{i j}^{k}(m,n,i) - \left( N_{u}^{k}(m,n,i) - N_{j j}^{k}(m,n,i) \right) \overline{N}_{p}^{k}(m,n,i) \right) z^{3} \\
+ \left( N_{u}^{k}(m,n,i) - N_{j j}^{k}(m,n,i) \right) \overline{N}_{i j}^{k}(m,n,i) - \left( N_{u}^{k}(m,n,i) - N_{j j}^{k}(m,n,i) \right) \overline{N}_{p}^{k}(m,n,i) \right) z^{3} \\
Q_0(z) &= \sum_{k=1}^{K} \left( N_{u}^{k}(m,n,i) - N_{j j}^{k}(m,n,i) \right) \overline{N}_{i j}^{k}(m,n,i) - \left( N_{u}^{k}(m,n,i) - N_{j j}^{k}(m,n,i) \right) \overline{N}_{p}^{k}(m,n,i) \right) z^{3} \\
Q_1(z) &= \sum_{k=1}^{K} \left( N_{u}^{k}(m,n,i) - N_{j j}^{k}(m,n,i) \right) \overline{N}_{i j}^{k}(m,n,i) - \left( N_{u}^{k}(m,n,i) - N_{j j}^{k}(m,n,i) \right) \overline{N}_{p}^{k}(m,n,i) \right) z^{3}
\end{align*}
\]

(35)

Solution sets are then easily given by:

\[
P_0(z_{m}) = 0 \quad \text{and} \quad r_{m}^{\mu} = 0;
\]

(36)

or:

\[
P_0(z_{m}^{\mu})(Q_1(z_{m}^{\mu}))^{2} + 2P_1(z_{m}^{\mu})Q_0(z_{m}^{\mu})Q_1(z_{m}^{\mu}) + P_0(z_{m}^{\mu})(Q_0(z_{m}^{\mu}))^{2} = 0 \quad \text{and} \quad r_{m}^{\mu} = \frac{Q_0(z_{m}^{\mu})}{Q_1(z_{m}^{\mu})}.
\]

(37)

3. Toward a new direct CPD algorithm: the DIAG method

3.1. The Canonical Polyadic Decomposition

CPD states that any $Q$-order tensor (or $Q$-way array) $\mathbf{T}$ of size $I_1 \times \cdots \times I_Q$ can be exactly decomposed into a sum of $Q$-order rank-1 tensors. A $Q$-order rank-1 tensor can be defined as the outer product between $Q$ vectors $\mathbf{x}^{(1)}, \cdots, \mathbf{x}^{(Q)}$. The rank $R$ of $\mathbf{T}$ is then the minimal number of rank-1 tensors needed to achieve the following decomposition:

\[
\mathbf{T} = \sum_{r=1}^{R} \mathbf{x}^{(1)} \mathbf{\cdots} \mathbf{x}^{(Q)}.
\]

(38)
Usually one also defines $Q$ "loading" (or factor) matrices $X^{(1)}, \ldots, X^{(Q)}$ of size $I_1 \times R, \ldots, I_Q \times R$, respectively, so that $x_{ij}^{(q)}$ is the $r^{th}$ column of $X^{(q)}$ and the CPD is commonly rewritten as:

$$\forall q \in [1; Q]_N, \forall i_q \in [1; I_q]_N, T_{n; i_q} = \sum_{r=1}^{R} X^{(1)}_{i_1 r} X^{(2)}_{i_2 r} \cdots X^{(Q)}_{i_Q r}. \quad (39)$$

Our main problem is thus to find for a given tensor $T$ of given rank $R$ and order $Q$, the $Q$ factor matrices that solves (39).

### 3.2. Unfolding matrix

It is well known that the CPD can be rewritten in a matrix form. Indeed, the tensor dimensions can be merged in order to store all tensor entries in a single "unfolding" matrix. Obviously, there are many way to merge the tensor dimensions and thus many possible unfolding matrices. As it will be seen, the choice of the unfolding matrix has an impact on the algorithm limitations and performance. Therefore, in order to cover all the possibilities, we introduce a $P$ parameter in order that the $P$ first dimensions are merged into the matrix rows whereas the remaining $Q - P$ dimensions are merged into the matrix columns. The corresponding unfolding matrix is denoted by $T(P)$. Note that all the other unfolding matrices can be merely obtained by permuting the tensor dimensions and changing the $P$ value. $T(P)$ entries are linked to $T$ entries by the following transfer formulas:

$$\forall (m, n) \in [1; \pi^n_1]_N \times [1; \pi^Q_{P+1}]_N, T(P)_{m, n} = T_{n; \pi^{P+1}_Q} \quad (40)$$

where, $\pi^n_a = I_a$, $\pi^Q_a = I_a I_{a+1} \cdots I_b$ and:

$$\forall m \in [1; \pi^n_1]_N, \quad m = i_1 + \sum_{q=2}^{P} (i_q - 1) \pi^{q-1}_1, \quad (41)$$

$$\forall n \in [1; \pi^Q_{P+1}]_N, \quad n = i_{P+1} + \sum_{q=P+2}^{Q} (i_q - 1) \pi^{q-1}_{P+1}. \quad (42)$$

Then after some computations the CPD equation (39) can be rewritten as:

$$T(P) = \left( X^{(P)} \odot \cdots \odot X^{(1)} \right) \left( X^{(Q)} \odot \cdots \odot X^{(P+1)} \right)^T. \quad (43)$$

It is worth mentioning that a majority of CPD algorithms such as ALS or CFS resorts to the $P = 1$ case.

### 3.3. The DIAG algorithm

The algorithm presented here is available both in the real and complex field. We start from equation (43) and we define for a given couple of integers $a$ and $b$, $a < b$, the matrix $Y_X^{(b,a)}$ by:

$$Y_X^{(b,a)} = X^{(b)} \odot \cdots \odot X^{(a)}. \quad (44)$$

Now, let $USV^m$ be the singular value decomposition of $T(P)$ truncated at the order $R$, assuming that $R \leq \min(\pi^n_1, \pi^Q_{P+1})$ (hypothesis $H_1$). Thus there exists an invertible square matrix $M$ of size $R \times R$ such that:

$$Y_X^{(P,1)} = UM, \quad Y_X^{(Q,P+1)r} = M^{-1}SV^m. \quad (45)$$

$$11$$
Recalling that $Y_{X}^{(Q,P+1)} = X^{(Q)} \otimes Y_{X}^{(Q-1,P+1)}$ and using the definition of the Kathri-Rao product, $Y_{X}^{(Q,P+1)r}$ can be seen as a row block matrix:

$$Y_{X}^{(Q,P+1)r} = \begin{bmatrix} \phi^{(1)} Y_{X}^{(Q-1,P+1)r} & \cdots & \phi^{(Q)} Y_{X}^{(Q-1,P+1)r} \end{bmatrix},$$  

(47)

where $\phi^{(1)}, \cdots, \phi^{(Q)}$ are the $I_{Q}$ diagonal matrices built from the $I_{Q}$ rows of the matrix $X^{(Q)}$. As a consequence, equations (46) and (47) yield:

$$SV'' = \begin{bmatrix} \Gamma^{(1)r} & \cdots & \Gamma^{(Q)r} \end{bmatrix},$$  

(48)

where:

$$\forall i \in [1; I_{Q}]; \Gamma^{(i)} = Y_{X}^{(Q-1,P+1)} \phi^{(i)} M'.$$

(49)

All matrices $\Gamma^{(i)}$ and $Y_{X}^{(Q-1,P+1)}$ are of size $\pi_{P+1} \times R$. We assume that $P$ is chosen so that $P < Q - 1$ and $R \leq \pi_{P+1}$ (hypothesis $H_{2}$) and that they all admit a Moore-Penrose matrix inverse. Then we define:

$$\forall i_{1}, i_{2} \in [1; I_{Q}]^{2}, i_{2} > i_{1} \Theta_{(i_{1},i_{2})} = \Gamma^{(i_{1})} \Phi^{(i_{2})}.$$

(50)

Now replacing $\Gamma^{(i)}$ by its definition yields:

$$\Theta_{(i_{1},i_{2})} = M^{-1} \phi^{(i_{1})-1} Y_{X}^{(Q-1,P+1)} \phi^{(i_{2})} Y_{X}^{(Q-1,P+1)} M',$$

(51)

$$= M^{-1} \Lambda_{(i_{1},i_{2})} M'.$$

(52)

where $\Lambda_{(i_{1},i_{2})} = \phi^{(i_{1})-1} \phi^{(i_{2})}$. Thus, $M^{-1}$ performs the JEVD of the known set of matrices $\Theta_{(i_{1},i_{2})}$. Therefore $M^{-1}$ can be immediately deduced $Y_{X}^{(P,1)}$ and $Y_{X}^{(Q,P+1)}$ from (45) and (46). At this stage there are several ways to estimate the factor matrices from $Y_{X}^{(P,1)}$ and $Y_{X}^{(Q,P+1)}$. One simple approach is to estimate each column of the first $P$ factor matrices from the corresponding column of $Y_{X}^{(P,1)}$ and each column of the $Q - P$ remaining factor matrices from the corresponding column of $Y_{X}^{(Q,P+1)}$. Indeed, column $r$ of $Y_{X}^{(P,1)}$ can be reshaped into an $\mathcal{O}(P)$ rank-1 tensor $Y_{X}^{(P,1)}$, whose factor vectors are the $r$-th columns of matrices $X^{(1)}, \cdots, X^{(P)}$. Thereby a simple rank-1 High-Order SVD (HOSVD, [43]) of $Y_{X}^{(P,1)}$, provides a direct estimation of $x_{r}^{(1)}, \cdots, x_{r}^{(P)}$. In the same way, the column $r$ of $Y_{X}^{(Q,P+1)}$ can be reshaped in a $(Q - P)$-order, rank-1 tensor $Y_{X}^{(Q,P+1)}$ whose factor vectors are the $r$-th columns of matrices $X^{(Q,P+1)} \cdots X^{(Q)}$. Hence, $x_{r}^{(Q,P+1)}, \cdots, x_{r}^{(Q)}$ can be estimated from the rank-1 HOSVD of $Y_{X}^{(Q,P+1)}$. Finally both operations are repeated for all the $r$ values. The DIAG algorithm is summarized by Algorithm 2.

3.4. Computational complexity

$\Gamma_{\text{DIAG}}$ is clearly dominated by the three following computations. First, the truncated SVD of the unfolding matrix of size $(\pi_{P+1}^{2} \pi_{Q}^{2})$ requires $2 \pi_{P+1}^{2} (\pi_{P}^{2})^{2} + 5 \pi_{P}^{2} (2 \pi_{P}^{2} + \pi_{P+1}^{2}) - 2 (R^{3} + (\pi_{P}^{2})^{3})/3$ multiplications, assuming that $\pi_{P+1} > \pi_{P}^{2}$. Then, the computation of the $\Theta$ matrices needs approximately $(RI_{Q})^{2} \pi_{P+1}^{2}$ additional multiplications. Finally the cost of the JEVD procedure is approximated by $8 N_{r}(I_{Q})^{2} R^{3}$. Additional computations can be neglected and thus we have:

$$\Gamma_{\text{DIAG}} \approx 2 \pi_{P+1}^{2} (\pi_{P}^{2})^{2} + 5 \pi_{P}^{2} (2 \pi_{P}^{2} + \pi_{P+1}^{2}) - 2 (R^{3} + (\pi_{P}^{2})^{3})/3 + (RI_{Q})^{2} \pi_{P+1}^{2} + 8 N_{r}(I_{Q})^{2} R^{3}.$$  

(53)
Algorithm 2: Summary of the DIAG algorithm

1: Choose a value of $P$ and a permutation of the dimensions of $T$ as described in section 3.6;
2: Matricize the (possibly permuted) tensor $T$ into matrix $T(P)$ according to (40), (41) and (42);
3: Compute the SVD $USV^T$ of $T(P)$, truncated at rank $R$;
4: Split $SV^T$ into $I_Q$ blocks of size $R \times \pi_{P+1}^Q$ in order to form the $I_Q$ matrices $\Gamma(\cdot)$ given by (49);
5: for $i_1 = 1$ to $I_Q - 1$ do
6:   for $i_2 = i_1 + 1$ to $I_Q$ do
7:     Compute $\Theta^{(i_1,i_2)} = \Gamma^{(i_1)}\Gamma^{(i_2)}$;
8:   end for
9: end for
10: Compute matrix $M^T$ by JEVD of the set of $\Theta^{(i_1,i_2)}$ matrices;
11: Deduce matrices $Y^{(P_1)}_X = UM$ and $Y^{(Q,P+1)}_X = M^T SV^T$;
12: for $r = 1$ to $R$ do
13:   Build $Y^{(P_1)}_{Xr}$ and $Y^{(Q,P+1)}_{Xr}$ by reshaping the $r$-th columns of $Y^{(P_1)}_X$ and $Y^{(Q,P+1)}_X$;
14:   Deduce $X^{(P_1)}_r$, $X^{(Q,P+1)}_r$ from the rank 1 HOSVD of $Y^{(P_1)}_{Xr}$;
15:   Deduce $X^{(P_1)}_r$, $X^{(Q,P+1)}_r$ from the rank 1 HOSVD of $Y^{(Q,P+1)}_{Xr}$;
16: end for

$\Gamma_{\text{DIAG}}$ should be compared to the numerical complexity of the ALS algorithm which is approximately given by:

$$\Gamma_{\text{ALS}} \approx N_{\text{ALS}} \left(3Rq^Q + 7R^2 \sum_{q=1}^{Q} \prod_{k=1}^{Q} I_k \right),$$

(54)

However the numerical complexity of the DIAG algorithm is strongly related to the choice of the unfolding matrix and both complexities depend on a large number of parameters. Furthermore $N_{\text{ALS}}$ can fluctuate wildly. Therefore at this point it would be very hazardous to draw general conclusions from the previous formulas even in simple cases. Nevertheless we made some extensive flop comparisons between both algorithms by varying $Q$, $R$, $P$ and the tensor dimensions. Results are reported in section 4.2.4. It will be shown that in all the considered situations $\Gamma_{\text{DIAG}} \leq \Gamma_{\text{ALS}}$ and $N_{\text{c}} \ll N_{\text{ALS}}$.

The numerical complexity of the CFS algorithm is very complicated to establish since this algorithm computes several estimations of each factor matrix. However we can easily explain what makes DIAG a cheaper approach. CFS is a three step algorithm. The first step is algebraic and performs the HOSVD of the tensor. In terms of numerical complexity this operation is usually close to the SVD of the unfolding matrix performed in the DIAG algorithm. The second step is the resolution of $Q(Q-1)^2$ JEVDs whereas DIAG requires only one JEVD. Finally, we have to choose the best estimates of the factor matrices among a large number of combinations which is also very time consuming.

3.5. Necessary conditions to the identifiability of DIAG, ALS and CFS

The CPD algorithms are not always applicable due to their intrinsic restricted conditions. We propose to compare here necessary conditions that ensure identifiability of the ALS, CFS and
DIAG methods. Let $Q$, $R$ and $I(i)$ be the tensor order, the CPD rank and the $i$-th dimension of the tensor, respectively. A tensor of order $Q$ and rank $R$ can be canonically decomposed by ALS only if:

$$\quad (C_{ALS}) : \forall q \in \{1; Q\}_{\mathbb{N}}, \prod_{i \neq q}^{Q} I(i) \geq R. \quad (55)$$

DIAG conditions are given by hypotheses $H_1$ and $H_2$. $H_1$ and $H_2$ were expounded for a given order of the tensor dimensions (default order). Actually, by taking into account that the dimensions can be permuted we obtain the following more general condition:

$$\quad (C_{DIAG}) : \exists P \in \{2; Q - 1\}_{\mathbb{N}}, \exists f_i \text{ a permutation of the } Q \text{ first natural numbers and } \exists q_1 > P \text{ such that:}$$

$$\quad \prod_{i=1}^{P} I(f_i(i)) \geq R \quad \text{and} \quad \prod_{i \neq q_1}^{Q} I(f_i(i)) \geq R. \quad (56)$$

Finally, the condition $C_{CFS}$ for the closed-form solution is given in [28]:

$$\quad (C_{CFS}) : \exists (q_1, q_2) \in \{1; Q\}_{\mathbb{N}}, q_1 \neq q_2 \text{ such that } I(q_1) \geq R \text{ and } I(q_2) \geq R. \quad (57)$$

**Proposition 1.** $C_{DIAG}$ is more restrictive than $C_{ALS}$ but less restrictive than $C_{CFS}$:

$$\quad C_{CFS} \Rightarrow C_{DIAG} \Rightarrow C_{ALS}$$

A proof is given in appendix. In practice the DIAG condition implies $P \leq Q - 2$ and can be reformulated quite easily for low order tensors ($3 \leq Q \leq 5)$:

**Third order tensors, $Q = 3$.** Here we have necessarily $P = 1$ hence $C_{DIAG}$ becomes simply: at least two of the tensor dimensions are greater or equal to the CPD rank $R$. Thereby at order 3 (and only at order 3) $C_{DIAG}$ and $C_{CFS}$ are equivalent.

**Fourth order tensors, $Q = 4$.** Here we can choose either $P = 1$ or $P = 2$ but the condition remains the same in both cases and is simply: at least one tensor dimension is greater than $R$ and at least one product of two of the remaining dimensions is also greater than $R$.

**Fifth order tensors, $Q = 5$.** Here $1 \leq P \leq 3$:

- if we choose $P = 1$ or $P = 3$ then $C_{DIAG}$ becomes: at least one tensor dimension is greater than $R$ and at least one product of three of the remaining dimensions is also greater than $R$.
- if we choose $P = 2$ then $C_{DIAG}$ becomes: at least one product between two tensor dimensions and another product between two of the remaining dimensions are greater than $R$.

3.6. Choice of the unfolding matrix

An obvious criterion is the residual error between $T$ and the reconstructed tensor built from the estimated factor matrices. However it would be very time consuming to test several possibilities. As a consequence the choice of the more appropriate unfolding matrix should be related to hypothesis $H_1$ and $H_2$. Indeed, one has to choose a permutation of the tensor dimensions and a $P$ value that ensure both hypotheses. Otherwise, the DIAG algorithm is not suitable as it is explained in the previous section. Recall notably that the DIAG algorithm implies $P \leq Q - 2$. 


Indeed, at order 3 we have necessarily $P = 1$. At order 4 we have two possible values (1 and 2) and so on. Therefore if one wants to maximize the value of the highest possible rank then one should maximize $\min(N_{p}^{t}, N_{p+1}^{t})$, hence choose $T(p)$ as squared as possible. In practice we observed that this recommendation is always a good option even if all tensor dimensions are greater than the rank. Apart from that one should note that the number of matrices to be jointly diagonalized is directly related to the squared dimension of the last mode and thus the numerical complexity of the JEVD step. Therefore in the case of a tensor with one very large dimension we do not recommend to put it at the end (if possible). More generally, we recommend to take into consideration the overall complexity of the DIAG algorithm given by equation (53) and to consider that with the JDTM algorithm the number of sweeps ($N_{s}$) exceeds very rarely 10. In section 4.2.4 we give several significant numerical examples of DIAG complexity for various tensor dimensions and unfolding matrices.

4. Numerical simulations

The proposed algorithms are first validated on synthesized data sets. We first focus the JEVD sub-problem for which we compare JDTM performances to those of other JEVD algorithms. Then we compare the DIAG approach with CFS, an other direct algorithm and ALS-ELS which is a reference iterative method, with respect to several scenarios. The last subsection is dedicated to a particular tensor family for which iterative algorithms consistently fail to find the CPD.

4.1. Performance comparison of the JDTM algorithm

The performance of the JDTM algorithm is studied and compared to that of the JET, sh-rt and JUST methods by varying the number $K$ of matrices to be jointly diagonalized, the Signal-to-Noise Ratio (SNR) and the matrix dimensions $N$. The matrix set to be jointly diagonalized is built according to the following model:

$$\forall k \in [1; K], M^{(k)} = \frac{\tilde{M}^{(k)}}{\|\tilde{M}^{(k)}\|_{F}} + \sigma \frac{E^{(k)}}{\|E^{(k)}\|_{F}} \text{ with } \tilde{M}^{(k)} = AD^{(k)}A^{-1}. \quad (58)$$

Entries of $A$, $D^{(k)}$ and $E^{(k)}$ are drawn randomly according to a standard normal distribution. The scalar parameter $\sigma$ allows us to regulate the power of the Gaussian additive noise $E^{(k)}$. The SNR is then equal to $-20 \log_{10}(\sigma)$. Hence, $\sigma$ is chosen in order to obtained the desired value of SNR. At the end of each sweep, the squared off-diagonal components of the $K$ matrices $M^{(k,M_{i,j})}$ are summed and the obtained value is compared to the value computed at the previous sweep. Algorithms are stopped when the relative deviation between two successive values is smaller than $10^{-3}$.

After having removed the scaling and permutation indeterminacies we define $r_{A}$ as the relative root squared error between the true eigenvector matrix and its estimate $\tilde{A}$:

$$r_{A} = \sqrt{\frac{\sum_{i=1}^{N} \sum_{j=1}^{N} (A_{i,j} - \tilde{A}_{i,j})^{2}}{\sum_{i=1}^{N} \sum_{j=1}^{N} (A_{i,j})^{2}}}. \quad (59)$$

Note that in most practical applications and notably in blind source separation, one is only interested by the estimation of the eigenvector matrix. Hence $r_{A}$ appears as a relevant JEVD criterion.
Finally the number of sweeps, \( N_s \), required by each algorithm is stored in order to compute the values of the total numerical complexities \( \Gamma \). Therefore, algorithm results are judged according to three criteria, namely \( N_s, \Gamma \) and \( r_A \).

Each simulation is repeated 100 times with a new draw of the matrices \( A, D^{(k)}, E^{(k)} \) at each time. We present here median values of \( r_A \) and mean values of \( \Gamma \) and \( N_s \) obtained from each algorithm.

Figures 1, 2 and 3 show simulation results for 3 SNR values (60 dB, 40 dB and 20 dB respectively). The number of matrices to be jointly diagonalized was fixed to \( K = 64 \) whereas we varied the matrix size \( N \) from 2 to 32. We first note that the estimation precision of the algorithms logically increases with the ratio \( K/N \) and the SNR. Second, according to \( r_A \) criterion JUST algorithm is consistently outperformed by other algorithms whatever the considered situation. At 60 dB, figure 1(a) points out that the JDTM and JET algorithm outclass the sh-rt approach concerning the estimation of eigenvectors matrix. According to this \( r_A \) criterion JET performs slightly better than JDTM for matrix size lower or equal to 16 whereas for the largest size JDTM clearly provides the best performances. The comparison of the average computational costs displayed in figure 1(b) shows very closed results between all the algorithms. However JDTM appears more clearly as the less costly algorithm for largest matrix sizes. This is explained by a lower and remarkably stable number of sweeps (figure 1(c)). Previous conclusions hold at 40 dB. However it is interesting to note that concerning the estimation of the eigenvectors matrix JDTM is now significantly more accurate than JET for \( N = 16 \) and \( N = 32 \). Finally, the 20 dB case highlights the efficiency of the JDTM algorithm which clearly improves JET and sh-rt results, for matrix sizes larger than 8. However JET is now the faster algorithm. In conclusion JDTM appears as a very versatile algorithm which provide very accurate results in all the considered situation (in comparison to its competitors) for a lower number of sweeps. This number is remarkably stable, being comprised between 3 and 10 in all the considered scenarios. Moreover JDTM consistently provides the best estimate of the eigenvector matrix for the largest matrix size and this gap increases with the SNR. To sum up, JDTM offers quite similar performances than its best competitors (sh-rt or JET) in the easiest cases (regarding SNR and \( K/N \) ratio) whereas it clearly becomes the better choice as the difficulty increases.

As part of this study, we also evaluate JDTM ability to deal with an ill-conditioned eigenvector matrix. For this purpose, we now compute the eigenvector matrix \( A \) with pairwise correlated columns as follows: odd columns, \( a_{2r-1} \), are still randomly drawn as previously but even columns, \( a_{2r} \), are built in the following way:

\[
\forall r \in [1;N/2], \quad a_{2r} = \nu a_{2r-1} + (1 - \nu) n_r,
\]

where \( n_r \) is a vector of \( \mathbb{R}^N \) whose components are randomly drawn according to a standard normal distribution. Thereby \( \nu \) defines a collinearity factor which will vary from 0.1 to 0.9 so that matrices \( A \) can be very ill-conditioned. Figure 4 shows simulation results for a set of 10 matrices of size 10 \( (K = N = 10) \) at 80 dB. It can be seen that sh-rt, JDTM and JET perform well for \( \nu < 0.9 \). JDTM and JET provide the best results in terms of estimation precision but JDTM requires a minimal number of sweeps and computational cost.

4.2. Performance comparison of the DIAG algorithm

We now study performances of the DIAG algorithm for the decomposition of noisy tensors. Indeed, in most practical applications involving tensor analysis, a noisy tensor of rank \( R \) is mod-
Figure 1: Evolution of the three comparison criteria as a function of the matrix size for a set of 64 matrices with an SNR value of 60 dB.
Figure 2: Evolution of the three comparison criteria as a function of the matrix size for a set of 64 matrices with an SNR value of 40 dB.
Figure 3: Evolution of the three comparison criteria as a function of the matrix size for a set of 64 matrices with an SNR value of 20 dB.
Figure 4: Evolution of the three comparison criteria as a function of the correlated factor between columns of matrix $A$ for a set of 10 matrices of size 10 and an SNR value of 80 dB.
elized by "truncated" CPD of rank $R_m < R$ which is usually more relevant than the exact CPD:

$$\forall q \in [1; Q]_N, \forall i_q \in [1; I_q]_N, T_{i_1,\cdots,i_Q} = \sum_{r=1}^{R_m} X^{(1)}_{i_1,r} X^{(2)}_{i_2,r} \cdots X^{(Q)}_{i_Q,r} + E_{i_1,\cdots,i_Q},$$

(61)

where $E$ is an error term. $R_m$ is the model rank. The DIAG algorithm is compared with an ALS-ELS algorithm and with the CFS algorithm in various situations by means of Monte-Carlo experiments. For each new experiment, a noise free tensor is built from factor matrices of $R_m$ columns whose entries are randomly drawn according to a standard normal distribution. We then add a Gaussian white noise whose the power is regulated according to the desired SNR value. The comparison criterion, $r_X$, is the Normalized Mean Squares Error (NMSE) computed between actual and estimated factor matrices. Hence for a tensor of order $Q$ we have:

$$r_X = \frac{1}{Q} \sum_{q=1}^{Q} \text{med} \left( \frac{\text{vec}(X^{(q)} - \hat{X}^{(q)})^T \text{vec}(X^{(q)} - \hat{X}^{(q)})}{\text{vec}(X^{(q)})^T \text{vec}(X^{(q)})} \right),$$

(62)

where $\hat{X}^{(q)}$ denotes the estimation of the factor matrix $X^{(q)}$, the vec($\cdot$) operator maps a matrix to a column vector by stacking its columns one below the other and med($\cdot$) denotes the median value computed from 100 MC experiments. Permutation and scaling ambiguities in the estimated factor matrices are fixed in the same manner as in [21]. All algorithms were written in-house. The ALS-ELS algorithm can be found in the tensor package web-page \footnote{http://www.gipsa-lab.grenoble-inp.fr/~pierre.comon/TensorPackage/tensorPackage.html}. It is stopped as soon as the relative deviation between two consecutive values of the CPD cost function becomes lower than $10^{-6}$ or the number of ALS iterations reaches 1000. ELS procedure is run every 5 iterations. For the decomposition of order-3 tensors, we use the CFS algorithm described in [27] with the best matching scheme proposed in section 4.2 of [27] whereas higher order tensors were decomposed using the N-order version described in [28], using the sub-optimal matching rules proposed by the authors. Implemented versions of DIAG and CFS resort to the JDMM algorithm to solve the JEVD problem and are stopped as soon as the relative deviation between two consecutive values of the JEVD cost function becomes lower than $10^{-6}$ or the number of JEVD iterations reaches 30. Unfolding matrix in the DIAG algorithm is generally chosen to be as squared as possible. Since the number of test parameters is large, it would be impossible to perform here an exhaustive comparison. As a consequence we have limited ourselves to some key situations which illustrate the main features of the proposed approach: \textit{i}. its ability to decompose high order tensors of high rank, \textit{ii}. tensors with almost collinear factors, \textit{iii}. its insensitivity to over-factoring and \textit{iv}. its low computational complexity.

4.2.1. High order tensors

We first consider a set of 6-order tensors of rank 5 whose all the dimensions are equal to 5. DIAG parameter $P$ is set to 3 and we vary the SNR from 10 dB to 80 dB. Results are plotted on figures 5(a). CFS only works for the highest SNR value, probably because this is a difficult situation for which we are very close to its intrinsic limitation. DIAG provides as accurate estimations as ALS-ELS for SNR values greater than 10 dB. ALS-ELS fails at 10 dB while DIAG still works. Notably it clearly outperforms ALS at 10 dB.
Figure 5: Median NMSE as a function of the SNR at the output of the ALS and DIAG algorithms applied to high order tensors.

(a) $5 \times 5 \times 5 \times 5 \times 5$ tensors of rank 5.

(b) $3 \times 3 \times 3 \times 3 \times 3 \times 3$ tensors of rank 6.
We then consider 8-order tensors of rank 6 whose all the dimensions are equal to 3. For this more difficult case, we vary SNR values from 20 dB to 50 dB. CFS is inapplicable because of its restrictive necessary condition. Indeed tensor rank is larger than the two largest tensor dimensions. \( P \) is set to 4. Figures 5(b) shows that in spite of ELS, ALS is usefulness here. Conversely DIAG performs well for the three SNR values above 20 dB.

4.2.2. Influence of the collinearity factor

In the next two following examples we consider the CPD of rank 4 tensors whose columns of the random factor matrices are pairwise correlated in all the modes (swamp). For instance, correlated columns in mode \( q \) are built following the scheme of equation (60):

\[
\forall r \in [1; R/2] \forall q \in [1; Q] x^{(q)}_{2r} = \nu x^{(q)}_{2r-1} + (1 - \nu) n^{(q)}_r. \tag{63}
\]

Note that it has been shown previously in [21] that in this kind of scenarios ALS performances are significantly improved by using ELS. First simulation involves third order tensors of size \( 4 \times 4 \times 4 \). For the second simulation we consider fourth order tensors of size \( 4 \times 4 \times 4 \times 4 \). Results are plotted on figures 6(a) and 6(b) respectively. DIAG is the only algorithm which works well in all the considered situations including the most difficult ones (high values of \( \nu \)) except for \( \nu < 0.9 \) at order 3. ALS-ELS algorithm fails or is outperformed for largest values of \( \nu \) (\( \nu > 0.5 \) at order 3 and \( \nu > 0.7 \) at order 4). At order 3 CFS results are slightly better than DIAG ones while at order 4 we find an opposite situation when \( \nu < 0.7 \). When dealing with higher values only DIAG works.

We then perform a third simulation with third order tensors of size \( 4 \times 4 \times 10 \times 4 \). This time all the factors in each mode are mutually correlated:

\[
\forall q \in [1; Q], \forall r \in [2; R] \forall x^{(q)}_{1r} = \nu x^{(q)}_{1r-1} + (1 - \nu) n^{(q)}_r. \tag{64}
\]

Then we vary tensors rank from 3 to 7 while \( \nu \) is set to 0.8. This simulation again highlights the main restriction of the CFS algorithm which cannot perform CPD of rank higher than 4. ALS-ELS results are slightly better than DIAG ones for ranks 3 and 4. On the opposite DIAG appears as the best option for higher rank values. Notably it still provide satisfactory results for \( R = 7 \) contrary to ALS-ELS. Finally we compare the complex version of our algorithm DIAG using the complex JDTM method with the complex version of the ALS algorithm. Complex-valued tensors are built as for the two first examples of this section but using complex-valued factor matrices. We consider here third order tensors of size \( 5 \times 5 \times 5 \) and rank 3. Results are displayed in figure 6(d). Results obtained in the complex field are very similar to those obtained in the real field for example 1. Indeed ALS starts to fail for \( \nu > 0.4 \) whereas DIAG still works at \( \nu = 0.9 \).

4.2.3. Over-factoring

In many practical situations the actual model rank \( R_m \) of the data tensor to be decomposed is unknown and it is usually not equal to the tensor rank. Few methods exist for estimating this number. In addition, these sometimes provide ambiguous or contradictory results. This can lead to overestimate the model rank. In other words the corresponding decomposition implies more factors than it is necessary (over-factoring). Suppose that \( R_m \) is an overestimation of \( R_m \) and \( Q \) is the tensor order. A classical problem with ALS is that the \( Q(R_m - R_m) \) extra factors not only model the additive noise but also the signal. Hence their estimation affects the estimation of the \( Q R_m \) actual factors. We study here the impact of over-factoring on DIAG results. For this purpose we successively compute 5 CPD of 3-order noisy tensors of model rank 3 (\( R_m = 3, I_1 = I_2 = I_3 = 7, \)})
Figure 6: Influence of the collinearity factor on the CP decomposition.
Figure 7: Median NMSE as a function of SNR at the output of the ALS-ELS, CFS and DIAG algorithms in the case of over-factoring.
SNR=50 dB) truncated at rank 3 to 7 respectively. After each CPD and for each estimated factor matrix we keep the three columns that best correspond to the actual 3 factors. Thereby at the end of the process we can compute $r_X$ for each CPD. DIAG results are compared with those of ALS-ELS and CFS on figure 7(a). It is worth mentioning that over-factoring has little impact on DIAG and CFS results while ALS-ELS provides incorrect estimations of the actual factors as soon as of the process we can compute simulation is performed in the same way but with 4-order tensors of dimensions 7

4.2.4. A trade-off between speed and precision

We have shown some particular situations for which the DIAG algorithm provides the best estimation results. However one of the main advantages of the proposed approach with respect

Table 1: Median NMSE, averaged number of iterations and averaged number of flops for small tensors of order 3

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$R = 4, I = 10 \times 10 \times 10$</th>
<th>$R = 4, I = 5 \times 100 \times 5$</th>
<th>$R = 4, I = 5 \times 5 \times 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_X$</td>
<td>$N_{it}$</td>
<td>$\Gamma$</td>
</tr>
<tr>
<td>ALS</td>
<td>$2.3 \times 10^{-3}$</td>
<td>130</td>
<td>$6 \times 10^6$</td>
</tr>
<tr>
<td>ALS-ELS</td>
<td>$2.3 \times 10^{-3}$</td>
<td>47</td>
<td>$2 \times 10^6$</td>
</tr>
<tr>
<td>DIAG</td>
<td>$5 \times 10^{-3}$</td>
<td>5</td>
<td>$3 \times 10^5$</td>
</tr>
<tr>
<td>DIAG + ALS-ELS</td>
<td>$2.2 \times 10^{-3}$</td>
<td>7</td>
<td>$6 \times 10^5$</td>
</tr>
</tbody>
</table>

Table 2: Median NMSE, averaged number of iterations and averaged number of flops for large tensors of order 3

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$R = 7, I = 50 \times 50 \times 50$</th>
<th>$R = 5, I = 100 \times 100 \times 50$</th>
<th>$R = 4, I = 50 \times 100 \times 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_X$</td>
<td>$N_{it}$</td>
<td>$\Gamma$</td>
</tr>
<tr>
<td>ALS</td>
<td>$5.6 \times 10^{-4}$</td>
<td>58</td>
<td>$3 \times 10^8$</td>
</tr>
<tr>
<td>ALS-ELS</td>
<td>$5.6 \times 10^{-4}$</td>
<td>27</td>
<td>$1.8 \times 10^8$</td>
</tr>
<tr>
<td>DIAG</td>
<td>$2.1 \times 10^{-3}$</td>
<td>5</td>
<td>$5.5 \times 10^7$</td>
</tr>
<tr>
<td>DIAG + ALS-ELS</td>
<td>$5.4 \times 10^{-4}$</td>
<td>4</td>
<td>$7.6 \times 10^7$</td>
</tr>
</tbody>
</table>

Table 3: Median NMSE, averaged number of iterations and averaged number of flops for tensors of order 4

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$R = 5, I = 5 \times 5 \times 10 \times 10$</th>
<th>$R = 5, I = 5 \times 5 \times 10 \times 10$</th>
<th>$R = 8, I = 5 \times 5 \times 10 \times 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r_X$</td>
<td>$N_{it}$</td>
<td>$\Gamma$</td>
</tr>
<tr>
<td>ALS</td>
<td>$1.5 \times 10^{-3}$</td>
<td>50</td>
<td>$1.5 \times 10^9$</td>
</tr>
<tr>
<td>ALS-ELS</td>
<td>$1.5 \times 10^{-3}$</td>
<td>29</td>
<td>$9.4 \times 10^6$</td>
</tr>
<tr>
<td>DIAG</td>
<td>$7.1 \times 10^{-3}$</td>
<td>5</td>
<td>$7.1 \times 10^5$</td>
</tr>
<tr>
<td>DIAG + ALS-ELS</td>
<td>$1.5 \times 10^{-3}$</td>
<td>6</td>
<td>$2.7 \times 10^6$</td>
</tr>
</tbody>
</table>
to iterative algorithms is its high convergence speed and its lower numerical complexity. Furthermore we still have to evaluate DIAG performances in the case of big tensors. For this purpose, we study here 12 representative examples by varying the tensor dimensions and the CPD rank. Examples are classified into 4 groups of three examples: small tensors of order 3, large tensors of order 3, tensors of order 4 and finally, higher order tensors and tensors with correlated CPD factors. Median NMSE values, averaged numbers of iterations $N_{it}$ and averaged numbers of flops $\Gamma$ are reported in tables 1, 2, 3 and 4 for each example of the four groups and for an SNR value of 40 dB. DIAG is here compared to ALS and ALS-ELS. DIAG estimates can also be used as initial guests of the ALS-ELS procedure. Hence in these tables, "DIAG + ALS-ELS" refers to the ALS-ELS algorithm initialized with DIAG estimates.

**Group of small third order tensors.** In the two first examples we show that ALS and ALS-ELS perform slightly better than DIAG in terms of estimation precision. However on average DIAG only requires 5 JDTM iterations to converge against 46 and 140 for ALS-ELS and ALS, respectively. Hence $\Gamma_{\text{DIAG}}$ is 10 to 100 times lower than $\Gamma_{\text{ALS}}$ and $\Gamma_{\text{ALS-ELS}}$. Another interesting point is that the DIAG + ALS-ELS procedure limits the number of ALS iterations to 7-8 (the averaged number of iterations reported in the table for DIAG + ALS-ELS is the averaged number of ALS-ELS iterations used after an initialization with DIAG) and we can see from these results that this is enough to obtain a precision similar or better than that of ALS-ELS. Consequently, the numerical complexity of this approach is 3 to 10 times lower than those of $\Gamma_{\text{ALS}}$ and $\Gamma_{\text{ALS-ELS}}$

The last example is similar to the second one but tensor dimensions have been permuted so that only the DIAG unfolding matrix is different. Here DIAG results are degraded both in terms of precision and numerical complexity. We can conclude that if it is possible, it is better to not place the larger dimension of the tensor at the end.

**Group of large third order tensors.** We consider now third order tensors whose all the dimensions are equal to 50 or 100. As a consequence, the CPD rank is far lower than the tensor dimensions and all algorithms perform better and need fewer iterations. This explain that the gap between the different algorithms is narrowing. However we can still draw the same general conclusion: DIAG remains the cheapest solution and DIAG + ALS-ELS provides the same precision than ALS and ALS-ELS for a lower numerical complexity.

**Group of fourth order tensors.** We obtain the same kind of results that with the first group so that DIAG + ALS-ELS still appears to give the best compromise between precision and cost. One should note however that in the last case DIAG is by far the cheapest whereas its results regarding the NMSE are not as good. This is explained by the fact than the rank is greater than three of the tensor dimensions and slightly lower than the remaining one.
Figure 8: Decomposition of the Paatero tensor, evolution of the minimal median and maximal values of the ALS-ELS estimation error, according to a distance between the solution and the starting values and comparison with CFS and DIAG results.

**Higher order tensors and tensors with correlated CPD factors.** The first example of this group deals with fifth order tensors (for which our version of ELS is not working). For the second example we consider sixth order tensors. It is worth mentioning here that in both cases DIAG provides as accurate estimates as ALS and ALS-ELS do while its numerical complexity remains largely lower. Now looking at the last example with correlated factors, one can first note that ALS doesn’t work whereas ALS-ELS is more accurate than DIAG. The price to paid is a very high number of iterations (444) and an increased computational cost (about $2 \times 10^7$ flops) against 5 iterations and about $3 \times 10^5$ flops for DIAG. In this case one should not that DIAG + ALS-ELS is significantly better than ALS-ELS in terms of estimation precision for a limited numerical complexity.

As a first conclusion DIAG appears as a good trade-off between estimation precision, speed and numerical complexity. Besides, the DIAG + ALS-ELS procedure provides a similar or better precision than that of ALS-ELS whereas its numerical complexity remains quite close to that of DIAG. Hence by combining both algorithms one can achieve the best precision, a good convergence speed and a reduced numerical complexity.

4.3. Results on the Paatero tensor

In [44], Paatero introduced a very simple 3-order tensor of size $2 \times 2 \times 2$ which has the following form:

$$T = \begin{bmatrix} 0 & 1 & e & 0 \\ 1 & d & 0 & h \end{bmatrix}.$$  \hspace{1cm} (65)

Let’s define its determinant $\Delta$ by:

$$\Delta = 4h + d^2e.$$  \hspace{1cm} (66)
Then, it can be shown that the equation $\Delta = 0$ partitions the space into two subspaces, which hence have a non zero volume: The inequality $\Delta > 0$ defines the subspace of rank-2 tensors, whereas $\Delta < 0$ defines the subspace of rank-3 tensors. Finally, the closed set of tensors of rank 1 lies on the hypersurface $\Delta = 0$. [21]

Some of these tensors have the particularity of misleading any iterative algorithm, although the chosen starting value is close to the solution. As an example, Paatero notably consider in [44] to decompose the tensor defined by $(e, d, h) = (30, 0.26, 0.34)$ from the initial value $(e, d, h) = (30, 0.3, 0.12)$. This tensor belongs to the rank 2 subspace but it is close to the variety $\Delta = 0$. Its decomposition is given by the three following factor matrices:

$$
A = \begin{bmatrix} 1/x & -1/x \\ y_1 & y_2 \end{bmatrix}, \quad B = \begin{bmatrix} 1/x & -1/x \\ y_1 & y_2 \end{bmatrix}, \quad C = \begin{bmatrix} 1/x & -1/x \\ y_3 & y_4 \end{bmatrix},
$$

(67)

with: $x = (4h/e + d^2)^4$, $y_2 = (x^3 - d)/(2x)$, $y_1 = x^2 - a_2$, $y_4 = h/(y_3(y_1 + y_2))$ and $y_3 = y_2y_4/y_1$.

Later in [21], authors confirmed that in this case, even the most efficient iterative algorithms such as ALS-ELS and Levenberg-Marquardt get stuck in a local minimum of the cost function, leading to a very bad estimation of the factor matrices. Actually, since the iterative algorithms works by successive optimization of rank-2 tensors, they cannot take the shorter paths to the solution which could cross the space of rank-3 tensors. Thereby, this is an other typical situation where direct algorithms can help. In order to see this we have reproduced the experiment here not only for the Paatero starting values but for different starting values around the solution. Hence we define a parameter $\delta$ such that the initial factor matrices of the ALS-ELS, $A^{(0)}, B^{(0)}$, $C^{(0)} = C + \delta E_C$,

(68)

where $E_A, E_B$ and $E_C$ are matrices of size $2 \times 2$ whose elements are randomly drawn according to a standard normal law. We now define $\epsilon$ as the mean estimation error upon the three estimated factor matrices, $\hat{A}, \hat{B}$ and $\hat{C}$:

$$
\epsilon = \frac{1}{3} \left( \frac{||A - \hat{A}||_F}{||A||_F} + \frac{||B - \hat{B}||_F}{||B||_F} + \frac{||C - \hat{C}||_F}{||C||_F} \right).
$$

(69)

The ALS-ELS algorithm is run 500 times on the tensor $\mathcal{T}$, with a new draw of the $E_A, E_B$ and $E_C$ matrices at each time, and for different values of $\delta$ comprised between 1000 and $10^{-10}$. We present on figure 8 the plots of the median, minimal and maximal values of $\epsilon_{ALS-ELS}$ according to the $\delta$ value. For comparison, both $\epsilon_{DIAG}$ and $\epsilon_{CFS}$ values are also reported on the figure. It can be seen that the iterative algorithm needs a very good initialisation in order to get an estimation precision close to the machine precision. Recall that we are looking for an exact decomposition since the considered tensors are noise free. Conversely, direct algorithms such as the closed-form solution or DIAG provide a perfect decomposition of $\mathcal{T}$ and a thus an exact estimation of the factor matrices.

5. Application to fluorescence spectroscopy

A good application example of the CPD is found in fluorescence spectroscopy since after some numerical corrections measured data can be modelled by a CPD with physical meaning. Standard spectrofluorimeters allow to measure the intensity of the fluorescence signal emitted
Figure 9: CPD factors of the fluorescence tensor using ALS.

Figure 10: CPD factors of the fluorescence tensor using DIAG-JDTM.
by a diluted solution at wavelength $\lambda_i$ by exciting the solution at wavelength $\lambda_j$. Hence, by scanning the excitation-emission couples $(\lambda_i, \lambda_j)$ one obtains an $I \times J$ matrix of fluorescence which is called the Fluorescence Excitation-Emission Matrix (FEEM) of the solution. In many applications one have to measure a FEEM set corresponding to a set of $K$ solutions and thus obtains a fluorescing data tensor $X$ of order 3 and size $I \times J \times K$ which contains the $K$ FEEMs.

Solutions are often mixtures of a small number, $R_m$, of diluted fluorescing chemical species (fluorophores). Fluorophore concentrations vary from a solution to an other. Hence fluorophore $r$ is characterized by its excitation spectrum, $e_r(\lambda_i)$, its fluorescence emission spectrum, $f_r(\lambda_j)$ and the variation of its concentration through the solution set (concentration profile), $c_r(k)$. In practice one wants to recover $e_r$, $f_r$ and $c_r (r = 1 \cdots R_m)$ from the measured FEEMs. It can be shown that after removing scattering effects and correcting (or preventing) inner filter effects, the contribution of each fluorophore to the solution signal is linear in excitation, in emission and in concentration. In other words we have:

$$X_{i,j,k} = \sum_{r=1}^{R_m} E_{i,r} F_{j,r} C_{k,r}, \quad (70)$$

where $E_{i,r} = e_r(\lambda_i)$, $F_{j,r} = f_r(\lambda_j)$ and $C_{k,r} = c_r(k)$, so that the CPD solves this inverse problem in a deterministic way. This is the reason why CPD has been largely applied to analyze FEEM sets since original works of Bro in this area [9, 10].

In most applications of fluorescence spectroscopy the number of fluorophores which defines the model rank of the decomposition is unknown and has to be estimated. However few methods exist and can give contradictory results and lead to over-factoring. A good example of this situation can be found in [45]. This would be acceptable if in each estimated factor matrix one obtain the $R_m$ real factors aside with extra factors whose the contributions are almost null. Actually this is not the case with ALS which is very commonly used for analyzing this kind of data. Therefore this problem remains an important issue of FEEM analysis. In order to highlight the reliability of DIAG in this context we consider here a fluorescence tensor which contains the fluorescence intensity of 3 distinct mixtures of two fluorophores (fluorescein and quinine sulphate) measured at $46 \times 71$ excitation-emission wavelength couples. Hence the tensor size is $3 \times 46 \times 71$ and the model rank is 2. CPD of rank 3 were then used to decompose the tensor. ALS and DIAG results are reported on figure 9 and 10 respectively and compared to the actual factors after removing permutation and scaling indeterminacy. Excitation and Emission factors are normalized so that factor contributions are condensed in the concentration mode. Actual concentration profiles are perfectly known since these are laboratory mixtures and actual spectra were measured aside from pure solutions of fluorescein and quinine sulphate. This is a simple case for which both algorithms give perfect results when the good model rank ($R_m = 2$) is selected (data not shown). However ALS sensitivity to over-factoring effect in a concrete case clearly appears here. Indeed actual factors are not well estimated (notably the fluorescein spectra and the concentration profiles). Moreover contribution of the extra factor to the decomposition is significant. Recall that this factor has no physical meaning. On the opposite DIAG results are satisfying notably regarding the estimated spectra. One can verify that the contribution of the extra factor is almost null.

6. Conclusion

We have described in this paper a CPD algorithm that takes advantage of the link between CPD and Joint EVD in an original way. A JEVD algorithm has been conjointly proposed. Com-
putational complexities and extension to the complex field have been given for both algorithms. Numerical simulations point out the efficiency of the proposed JDTM algorithm to solve the JEVD problem. This algorithm usually offers more accurate results than its competitors especially in the most difficult cases involving big matrices and low SNR values. In terms of numerical complexity, the JDTM algorithm also provides good performances thanks to a remarkably low and stable number of iterations. Classical iterative CPD algorithms such as ALS are usually efficient but suffer from convergence problem, notably in case of highly correlated factors, and are very sensitive to over-factoring. In addition they require a large number of iterations to reach the convergence. ELS allows us to reduce this number and deals with correlated factors in some situations but it remains useless in case of over-factoring. In addition, we have seen that there are some simple cases for which iterative approaches consistently fail for theoretical reasons.

In this context direct approaches such as the proposed DIAG algorithm have been designed to prevent such issues. First the DIAG algorithm involves a limited iterative procedure which requires very few iterations hence limiting global computational cost of the algorithm. Second it is insensitive to over-factoring thanks to the initial SVD which is independent of the chosen rank. These features have been verified in this paper by using many numerical simulations. Notably we have shown that DIAG was able to deal with highly correlated factors in all the modes or a large number of extra factor in case of over-factoring. Furthermore our results also demonstrates that DIAG is very efficient to decompose high order tensors. Finally it is a very fast algorithm with a lower computational complexity than ALS or ALS-ELS, notably in the case of small tensors or correlated factors.

As a counterpart, DIAG implies more restricted necessary conditions on the CPD rank than ALS. Therefore ALS-ELS is more accurate than DIAG when the rank is close to DIAG intrinsic limit. This is usually not the case in fluorescence spectroscopy applications for which at least one tensor dimension is largely greater than the model rank. In addition it has been shown that DIAG results can be improved by adding very few ALS iterations with a limited impact on the overall numerical complexity. Conversely, one should note that over-factoring is an important issue of FEEM analysis. This makes DIAG an attractive alternative to the classical ALS procedure for the CPD of fluorescence tensors, as it has been shown on a practical example.

Eventually, comparing to the CFS algorithm which is also a reference direct CPD approach, DIAG is a cheaper algorithm since it only involves one JEVD procedure and does not require to compare several estimates of the factor matrices. But its main advantage definitely comes from the necessary condition of CFS which is more restricted than DIAG’s one. Hence there are many simple cases that CFS cannot handle. More generally CFS accuracy decreases as we get closer to its intrinsic limit. Otherwise CFS results are close to DIAG results.

**Appendix A. Proof of proposition 1**

**Proof 2.** $C_{CFS} \Rightarrow C_{DIAG}$ is trivial. Indeed if $\exists (q_1, q_2) \in [1; Q]^2$, $q_1 \neq q_2$ such that $I(q_1) \geq R$ and $I(q_2) \geq R$ then taking any permutation $f_1$ of the $Q$ first natural number such that $f_1(1) = q_1$ and $f_1(2) = q_2$, $P = 1$ and $q_s = Q$ ensures $C_{DIAG}$. 
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Let now suppose that $C_{DMG}$ is true and that $C_{ALS}$ is false, i.e.:

$$\exists P \in [2; Q - 1] \mathbb{N}, \exists f, \exists q_1 > P \text{ and } q \leq Q \text{ such that:}$$

$$\begin{align*}
1) \quad & \prod_{i=1}^{P} I(f(i)) \geq R, \quad (A.1) \\
2) \quad & \prod_{i=P+1 \atop i \neq q}^{Q} I(f(i)) \geq R, \quad (A.2) \\
3) \quad & \prod_{i=1}^{Q} I(i) < RI(q). \quad (A.3)
\end{align*}$$

Since we have $1 \leq q \leq Q$ thus $q \in \{f(P), \cdots, f(P+1) \cup \{f(P+1), \cdots, f(Q)\}$.

- We first assume that $q \in \{f(1), \cdots, f(P)\}$.

Thereby,

$$\begin{align*}
1 > I(f(q)) \prod_{i=1 \atop i \neq f^{-1}(q)}^{P} I(f(i)), \quad (A.4) \\
1 > I(q) \prod_{i=1}^{P} I(f(i)). \quad (A.5)
\end{align*}$$

Since $q \in \{f(1), \cdots, f(P)\}$,

$$\prod_{i=1}^{P} I(f(i)) = I(q) \prod_{i=1 \atop i \neq f^{-1}(q)}^{P} I(f(i)) \quad (A.7)$$

thereby,

$$1 > I(f(q)) \prod_{i=1 \atop i \neq f^{-1}(q)}^{P} I(f(i)) \quad (A.8)$$

which is absurd.

- Now we assume that $q \in \{f(P+1), \cdots, f(Q)\}$. Thereby,

$$I(q) < \prod_{i=P+1}^{Q} I(f(i)), \quad (A.9)$$

while 1) and 3) give:

$$\begin{align*}
I(q) \prod_{i=1}^{P} I(f(i)) > \prod_{i=1}^{Q} I(i), \quad (A.11) \\
I(q) \prod_{i=1}^{P} I(f(i)) > \prod_{i=1}^{Q} I(f(i)), \quad (A.12)
\end{align*}$$
which is contradictory to (A.10).

Therefore if $C_{\text{DIAG}}$ is verified then $C_{\text{ALS}}$ is verified.
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