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APPROXIMATION OF THE INVARIANT LAW OF SPDEs: ERROR ANALYSIS USING A POISSON EQUATION FOR A FULL-DISCRETIZATION SCHEME

CHARLES-EDOUARD BRÉHIER AND MARIE KOPEC

Abstract. We study the long-time behavior of fully discretized semilinear SPDEs with additive space-time white noise, which admit a unique invariant probability measure \( \mu \). We show that the average of regular enough test functions with respect to the (possibly non unique) invariant laws of the approximations are close to the corresponding quantity for \( \mu \).

More precisely, we analyze the rate of the convergence with respect to the different discretization parameters. Here we focus on the discretization in time thanks to a scheme of Euler type, and on a Finite Element discretization in space.

The results rely on the use of a Poisson equation, generalizing the approach of [21]; we obtain that the rates of convergence for the invariant laws are given by the weak order of the discretization on finite time intervals: order \( 1/2 \) with respect to the time-step and order 1 with respect to the mesh-size.

1. Introduction

In this article, we want to analyze in a quantitative way the effect of time and space discretization schemes on the knowledge of the unique invariant law of a semi-linear Stochastic PDE of parabolic type, written in the abstract form of [8]

\[
dX(t,x) = \left( AX(t,x) + F(X(t,x)) \right) dt + dW(t), \quad 0 < t \leq T,
\]

\[X(0,x) = x.\]

This process takes value in an infinite-dimensional Hilbert space \( H \) - typically \( H = L^2(0,1) \); \( A \) is a negative, self-adjoint, unbounded linear operator on \( H \), with a compact inverse - for instance, \( A = \frac{\partial^2}{\partial x^2} \), given on the domain \( H^2(0,1) \cap H^1_0(0,1) \) when homogeneous Dirichlet boundary conditions are applied. The coefficient \( F \) is an operator on \( H \), on which regularity conditions are assumed and given below.

Finally, \( \left( W(t) \right)_{t \in [0,T]} \) is a cylindrical Wiener process on \( H \), so that we have a space-time white noise in \( [1] \).

More precise assumptions are given below. In a more general setting, one could for instance intend to remove boundedness of \( F \), or include spatially correlated noise processes. However, we already consider the main technical and conceptual difficulties in this paper.

In our setting, it is known that the SPDE [1] admits a unique invariant probability measure \( \mu \), and that convergence is exponentially fast. This result comes from the spatial non-degeneracy of the noise and from a dissipation relation satisfied by the drift part. Nevertheless, in general, no expression of \( \mu \) is available for practical use; moreover, the support of this measure is an infinite-dimensional space.

The approximation of quantities like \( \int_H \phi d\mu \) for bounded test functions \( \phi \) is therefore complicated. The exponential convergence ensures that the weak limit of \( \mathbb{E} \phi(X(t)) \) tends to \( \int_H \phi d\mu \) when \( t \) tends to infinity, exponentially fast. However, using a Monte-Carlo method to compute \( \mathbb{E} \phi(X(t)) \) would require the
ability to simulate the $H$-valued random variable $X(t)$, for a large value of $t$. Since it is not possible to have an exact simulation, we introduce two approximations:

- a discretization in time, in order to get an approximation of the law of the random variables $X(t)$ for different, fixed values of $t$, using a finite number of calculations; it done here with a semi-implicit Euler scheme;
- a discretization in space, in order to replace the $H$-valued random variables with finite-dimensional ones. Here, it is performed with a finite element method.

The second approximation is specific to the case of SPDEs, while the first one has already been studied a lot in the case of SDEs.

Different techniques to control the error are available in the litterature. A first one is found in [27], where an estimate of the weak error introduced by the numerical scheme is proved, holding for any value of the finite time $T$. The idea there is to expand the error thanks to the solution of the Kolmogorov equation associated with the diffusion, and to prove bounds on the spatial derivatives of this solution, with an exponential decrease with respect to the time variable.

This strategy has been generalized to SPDEs like (1) in [3], when a semi-implicit Euler scheme is used. The main additional difficulty, when compared with the SDE case, is the need for tools introduced in [11], for the estimate of the weak error at a fixed time $T$.

Using theses tools aims at proving that on a finite time interval the weak order of convergence is twice the strong one: in other words, laws at fixed times are approximated more accurately than the trajectories. These tools have also been used in [28] to treat the time-discretization in a slightly more-general setting, and in [11] where discretization in space with a finite element method is studied. Basically, the two ingredients are the following:

- improved estimates on the derivatives of the solution of the Kolmogorov equations, with spatial regularization;
- an integration by parts formula issued from Malliavin calculus, in order to transform some stochastic expressions with insufficient spatial regularity into more suitable ones.

These tools are fundamental to treat equations with nonlinear terms; they are used again in the present work. Notice that for linear equations a specific idea simplifies the proof - so that the second tool is not used - but can not be adapted for nonlinear parabolic equations like (1): see [13], and [10] where a stochastic Schrödinger equation is discretized.

Here, we are interested in another method for the approximation of the invariant measure: we want to follow the approach of [21]. There, the authors study the distance between time-averages along the realization of the numerical scheme of a test function $\phi$, and its expected value with respect to the invariant law $\mu$. They introduce the solution $\Psi$ of the Poisson equation $\mathcal{L}\Psi = \phi - \int \phi d\mu$, where $\mathcal{L}$ is the infinitesimal generator of the SDE - the solvability of this elliptic or hypoelliptic PDE is ensured by ergodic properties. Then they show how to expand the error for various numerical methods, in a stochastic Taylor expansions fashion.

The use of a Poisson equation to prove convergence results of Law of Large Numbers type is classical, as explained in [21]. In the context of SPDEs, it has been used in [2] and [6] for the study of the averaging principle for systems evolving with two separate time-scales.

Such a technique gives an approximation result for $\mu$, even if the numerical method is not ergodic, having possibly several invariant laws. In the SDE case, the study of ergodicity for time-discretized processes has been the subject of [16]; there the author use general results on Markov chains, like the Harris Theorem. Up to our knowledge, no such study has been completed for SPDEs so far.

Our main result is the adaptation of the approach of [21] for SPDEs, with time and space approximation procedures: we essentially obtain the following result - a more precise statement is Theorem 5.1: There exists a constant $C > 0$ such that for any $C^2_b(H)$ function $\phi$, any parameters
Let $\tau \in (0,1)$ and $h \in (0,1)$, any time $N \geq 1$ and any initial condition $x \in H$

$$\left| \frac{1}{N} \sum_{m=0}^{N-1} \left( \mathbb{E}(X^h_m) - \int_H \phi(z)\mu(dz) \right) \right| \leq C\left( \tau^{1/2} + h + \frac{1}{N\tau} \right).$$

The error is divided into three parts: the first (resp. the second) is due to the time (resp. space) discretization, while the last one goes to 0 when time increases.

For the proof of this result, we need to study the Poisson equation associated with the SPDE \[1\]. More precisely, we work with Galerkin approximations, and show bounds that are independent of dimension. Moreover, the strategy described above for the study of weak approximation for infinite dimensional processes require some additional regularization properties for the solution of the Kolmogorov equation. Here, we need similar properties for the solutions of Poisson equations. When compared with \[1, 3\] or \[11\], many error terms look the same: the method with Poisson equation does not really simplify the proof, it just moves some technical problems to other places along the proof. The main reason for studying only the additive noise case is the following. As soon as the equation is discretized either in time - \[11\] - or in space - \[1\] - the possible diffusion coefficients must satisfy very strict conditions: they should be decomposed as the sum of a continuous affine function, and another function such that the second order derivative is controlled with respect to a very weak norm - namely, the norm associated with a negative power of the linear operator. Moreover, the treatment of such noise requires lengthier computations. We could do so here by adding our argument with the ones in \[1\] and \[11\] but this would result only in hiding the main ideas of our work.

The paper is organized as follows: in Section 2, we precise the assumptions made on the coefficients of the equation, and we define the discretization method in Section 3. In Section 4, we study the asymptotic behavior of the solutions of the continuous and discrete time processes. In Section 5, we give the convergence results that we obtained. In Section 6, we show how the error is decomposed, and we present two essential tools: the Poisson equation, and an integration by parts from Malliavin calculus. Finally detailed proofs of the estimates are developed in Section 7.

2. Notations and assumptions

Let $\mathcal{D} \subset \mathbb{R}$ be a bounded, open interval; without restriction in the sequel we assume $\mathcal{D} = (0,1)$. Let $H = L^2(\mathcal{D})$, with norm and inner product denoted by $|.|_H$ and $\langle ., . \rangle_H$ or simply $|.|$ and $\langle ., . \rangle$.

We consider equations in the abstract form

$$dX(t,x) = (AX(t,x) + F(X(t,x)))dt + dW(t)$$

$$X(0,x) = x. \tag{2}$$

In the next paragraphs, we state the assumptions made on the coefficients $A$ and $F$ in \[1\]. We also recall basic facts on the cylindrical Wiener process $W$, and on the mild solution of the SPDE.

2.1. Test functions. To quantify the weak approximation, we use test functions - called admissible - $\phi$ in the space $C_0^2(\mathcal{D})$ of functions from $\mathcal{D}$ to $\mathbb{R}$ that are twice continuously differentiable, bounded, with first and second order bounded derivatives.

Remark 2.1. In the sequel, we often identify the first derivative $D\phi(x) \in \mathcal{L}(H,\mathbb{R})$ with the gradient in the Hilbert space $H$, and the second derivative $D^2\phi(x)$ with a linear operator on $H$, via the formulae:

$$\langle D\phi(x), h \rangle = D\phi(x).h \text{ for every } h \in H$$

$$\langle D^2\phi(x), h, k \rangle = D^2\phi(x).(h, k) \text{ for every } h, k \in H.$$
We then use the following notations, for an admissible test function $\phi$:

\[
\|\phi\|_{\infty} = \sup_{x \in H} |\phi(x)|_H \\
\|\phi\|_1 = \sup_{x \in H} |D\phi(x)|_H, \\
\|\phi\|_2 = \sup_{x \in H} |D^2\phi(x)|_{\mathcal{L}(H)}.
\]

2.2. Assumptions on the coefficients.

2.2.1. The linear operator. We denote by $\mathbb{N} = \{0, 1, 2, \ldots\}$ the set of nonnegative integers.

We suppose that the following properties are satisfied:

**Assumptions 2.2.**

1. We assume that there exists a complete orthonormal system of elements of $H$ denoted by $(e_k)_{k \in \mathbb{N}}$, and a non-decreasing sequence of real positive numbers $(\lambda_k)_{k \in \mathbb{N}}$ such that:

   \[ A e_k = -\lambda_k e_k \text{ for all } k \in \mathbb{N}. \]

2. The sequence $(\lambda_k)_{k \in \mathbb{N}}$ goes to $+\infty$ and

   \[ \sum_{k=0}^{+\infty} \frac{1}{\lambda_k^{\alpha}} < +\infty \iff \alpha > 1/2. \]

The smallest eigenvalue of $-A$ is then $\lambda_0$.

**Example 2.3.** We can choose $A = \frac{d^2}{dx^2}$, with the domain $H^2(0,1) \cap H^1_0(0,1) \subset L^2(0,1)$ - corresponding to homogeneous Dirichlet boundary conditions. In this case for any $k \in \mathbb{N}$ $\lambda_k = \pi^2(k+1)^2$, and $e_k(\xi) = \sqrt{2}\sin((k+1)\pi\xi)$ - see [3].

In the following Definition, we introduce finite dimensional subspaces of $H$ and associated orthogonal projections; both are based on the spectral decomposition of $A$.

**Definition 2.4.** For any $M \in \mathbb{N}$, we define $H_M$ the subspace of $H$ generated by $e_0, \ldots, e_M$,

\[ H_M = \text{Span}\{e_k; 0 \leq k \leq M\} \]

and $P_M \in \mathcal{L}(H)$ the orthogonal projection onto $H_M$: for any $x = \sum_{k=0}^{+\infty} x_k e_k \in H$,

\[ P_M x = \sum_{k=0}^{M} x_k e_k. \]

The domain $D(A)$ of $A$ is equal to $D(A) = \{ x = \sum_{k=0}^{+\infty} x_k e_k \in H, \sum_{k=0}^{+\infty} (\lambda_k)^2 |x_k|^2 < +\infty \}$. More generally, fractional powers of $-A$, are defined for $\alpha \in [0, 1]$:

\[ (-A)^{\alpha} x = \sum_{k=0}^{\infty} \lambda_k^{\alpha} x_k e_k \in H, \]

with the domains

\[ D((-A)^{\alpha}) = \left\{ x = \sum_{k=0}^{+\infty} x_k e_k \in H, \ |x|_\alpha := \sum_{k=0}^{+\infty} (\lambda_k)^{2\alpha} |x_k|^2 < +\infty \right\}. \]

**Example 2.5.** In the case when $A$ is the Laplace operator with homogeneous Dirichlet boundary conditions on $H = L^2(\mathcal{D})$,

\[ D((-A)^{1/2}) = H^1_0(\mathcal{D}) \quad D(A) = H^1_0(\mathcal{D}) \cap H^2(\mathcal{D}). \]
When \( \alpha \in [0,1] \), it is also possible to define spaces \( D(-A)^{-\alpha} \) and operators \((-A)^{-\alpha}\), with norm denoted by \( |.|_{-\alpha} \); in particular when \( x = \sum_{k=0}^{+\infty} x_k e_k \in H \), we have \((-A)^{-\alpha} x = \sum_{k=0}^{+\infty} \lambda_k^{-\alpha} x_k f_k \) and \( |x|_{-\alpha} := \sum_{k=0}^{+\infty} (\lambda_k)^{-2\alpha} |x_k|^2 \).

The semi-group \((e^{tA})_{t \geq 0}\) can be defined by the Hille-Yosida Theorem - see [5]. We use the following spectral formula: if \( x = \sum_{k=0}^{+\infty} x_k e_k \in H \), then for any \( t \geq 0 \)

\[
e^{tA} x = \sum_{k=0}^{+\infty} e^{-\lambda_k t} x_k e_k.
\]

For any \( t \geq 0 \), \( e^{tA} \) is a continuous linear operator in \( H \), with operator norm \( e^{-\lambda_0 t} \). The semi-group \((e^{tA})\) is used to define the solution \( Z(t) = e^{tA} z \) of the linear Cauchy problem

\[
\frac{dZ(t)}{dt} = AZ(t) \quad \text{with} \quad Z(0) = z.
\]

To define solutions of more general PDEs of parabolic type, we use mild formulation, and Duhamel principle.

This semi-group enjoys some smoothing properties that we often use in this work. Here we recall a few important ones, which are easily obtained from the spectral formula given above:

**Proposition 2.6.** Under Assumption 2.2, for any \( \sigma \in [0,1] \), there exists \( C_\sigma > 0 \) such that we have:

1. for any \( t > 0 \) and \( x \in H \),

\[
|e^{tA} x|_\sigma \leq C_\sigma t^{-\sigma} e^{-\frac{\lambda_0}{2} t} |x|_H.
\]

2. for any \( 0 < s < t \) and \( x \in H \),

\[
|e^{tA} x - e^{sA} x|_H \leq C_\sigma \left(\frac{(t-s)^\sigma}{s^\sigma} e^{-\frac{\lambda_0}{2} s} \right) |x|_H.
\]

3. for any \( 0 < s < t \) and \( x \in D(-A)\sigma\),

\[
|e^{tA} x - e^{sA} x|_H \leq C_\sigma (t-s)^\sigma e^{-\frac{\lambda_0}{2} s} |x|_\sigma.
\]

2.2.2. The nonlinear operator. The nonlinear operator \( F \) is assumed to satisfy some general assumptions, like in [3]. In Example 2.10 we give the two main kind of operators that can be used in our framework.

**Assumptions 2.7.** The function \( F : H \rightarrow H \) is assumed to be bounded and Lipschitz continuous. We denote by \( L_F \) the Lipschitz constant of \( F \).

We also define for each \( M \geq 0 \) a function \( F_M : H_M \rightarrow H_M \), with \( F_M(x) = P_M F(x) \) for any \( x \in H_M \). We assume that each \( F_M \) is twice differentiable, and that we have the following bounds on the derivatives, uniformly with respect to \( M \):

- There exists a constant \( C_1 \) such that for any \( M \geq 0 \), \( x \in H_M \) and \( h \in H_M \)

\[
|DF_M(x).h|_H \leq C_1 |h|_H.
\]

- There exists \( \eta \in [0,1] \) and a constant \( C_2 \) such that for any \( M \geq 0 \), \( x \in H_M \) and any \( h, k \in H_M \) we have

\[
|(-A)^{-\eta} D^2 F_M(x).(h,k)| \leq C_2 |h|_H |k|_H.
\]

- Moreover, there exists a constant \( C_3 \) such that for any \( M \geq 0 \), \( x \in H_M \) and any \( h, k \in H_M \)

\[
|D^2 F_M(x).(h,k)| \leq C_3 |h|_{(-B)^\eta} |k|_H.
\]

**Remark 2.8.** Multiplicative noise with appropriate assumptions like in [1] can be considered; however proofs of the required estimates become much more technical.
2.3. The cylindrical Wiener process and stochastic integration in $H$. Recall the definition of the cylindrical Wiener process and of stochastic integral on a separable Hilbert space $H$, with constants $c$ and $C$ independent from $M$. We give some fundamental examples of nonlinearities for which the previous assumptions are satisfied:

- A function $F : H \to H$ of class $C^2$, bounded and with bounded derivatives, fits in the framework, with the choice $\eta = 0$.
- The function $F$ can be a Nemytskii operator: let $g : (0,1) \times \mathbb{R} \to \mathbb{R}$ be a measurable, bounded, function such that for almost every $\xi \in (0,1)$ $g(\xi,.)$ is twice continuously differentiable, with uniformly bounded derivatives. Then $F(y)$ is defined for every $y \in H = L^2(0,1)$ by

$$F(x)(\xi) = g(\xi, x(\xi)).$$

In general, such functions are not Fréchet differentiable, but only Gâteaux differentiable, with the following expressions:

$$[DF(x).h](\xi) = \frac{\partial g}{\partial x}(\xi, x(\xi))h(\xi)$$

$$[D^2F(x).(h,k)](\xi) = \frac{\partial^2 g}{\partial x^2}(\xi, x(\xi))h(\xi)k(\xi).$$

If $h$ and $k$ are only $L^2$ functions, $D^2F(x).(h,k)$ may only be $L^1$; however if $h$ or $k$ is $L^\infty$, it is $L^2$. The conditions in Assumption 2.7 are then satisfied as soon as there exists $\eta < 1$ such that $D(-A)^{\eta}$ is continuously embedded into $L^\infty(0,1)$ - it is the case for $A$ given in Example 2.3 with $\eta > 1/4$. Then the finite dimensional spaces $H_N$ are subspaces of $L^\infty$, and differentiability can be shown.

2.3. The cylindrical Wiener process and stochastic integration in $H$. In this section, we recall the definition of the cylindrical Wiener process and of stochastic integral on a separable Hilbert space $H$ with norm $\| \cdot \|_H$. For more details, see [3].

We first fix a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$. A cylindrical Wiener process on $H$ is defined with two elements:

- a complete orthonormal system of $H$, denoted by $(q_i)_{i \in I}$, where $I$ is a subset of $\mathbb{N}$;
- a family $(\beta_i)_{i \in I}$ of independent real Wiener processes with respect to the filtration $((\mathcal{F}_t)_{t \geq 0})$;

then $W$ is defined by

$$W(t) = \sum_{i \in I} \beta_i(t)q_i. \tag{4}$$

When $I$ is a finite set, we recover the usual definition of Wiener processes in the finite dimensional space $\mathbb{R}^{|I|}$. However the subject here is the study of some Stochastic Partial Differential Equations, so that in the sequel the underlying Hilbert space $H$ is infinite dimensional; for instance when $H = L^2(0,1)$, an example of complete orthonormal system is $(q_k) = (\sqrt{2}\sin(k\pi.))_{k \geq 1}$ - see Example 2.3.

A fundamental remark is that the series in (4) does not converge in $H$; but if a linear operator $\Psi : H \to K$ is Hilbert-Schmidt, then $\Psi W(t)$ converges in $L^2(\Omega, H)$ for any $t \geq 0$.

Moreover, the resulting process does not depend on the choice of the complete orthonormal system $(q_i)_{i \in I}$.
We recall that a bounded linear operator \( \Psi : H \to K \) is said to be Hilbert-Schmidt when
\[
|\Psi|^2_{L_2(H,K)} := \sum_{k=0}^{+\infty} |\Psi(q_k)|^2_K < +\infty,
\]
where the definition is independent of the choice of the orthonormal basis \((q_k)\) of \(H\). The space of Hilbert-Schmidt operators from \(H\) to \(K\) is denoted \(L_2(H,K)\); endowed with the norm \(|.|_{L_2(H,K)}\) it is an Hilbert space.

The stochastic integral \(\int_0^t \Psi(s) dW(s)\) is defined in \(K\) for predictable processes \(\Psi\) with values in \(L_2(H,K)\) such that \(\int_0^t |\Psi(s)|_{L_2(H,K)}^2 ds < +\infty\) a.s; moreover when \(\Psi \in L^2(\Omega \times [0,t]; L_2(H,K))\), the following two properties hold:
\[
\mathbb{E} \int_0^t \Psi(s)^2 dW(s) = \mathbb{E} \int_0^t |\Psi(s)|_{L_2(H,K)}^2 ds \quad \text{(Itô isometry)},
\]
\[
\mathbb{E} \int_0^t \Psi(s) dW(s) = 0.
\]
A generalization of Itô formula also holds - see [8].

For instance, if \(v = \sum_{k \in \mathbb{N}} v_k q_k \in H\), we can define
\[
\langle W(t), v \rangle = \int_0^t \langle v, dW(s) \rangle = \sum_{k \in \mathbb{N}} \beta_k(t) v_k;
\]
we then have the following space-time white noise property
\[
\mathbb{E} \langle W(t), v_1 \rangle \langle W(s), v_2 \rangle = t \wedge s \langle v_1, v_2 \rangle.
\]

Therefore to be able to integrate a process with respect to \(W\) requires some strong properties on the integrand; in our SPDE setting, the Hilbert-Schmidt properties follow from the assumptions made on the linear coefficients of the equations.

Thanks to Assumption 2.2, it is easy to show that the following stochastic integral is well-defined in \(H\), for any \(t \geq 0\):
\[
W^A(t) = \int_0^t e^{(t-s)A} dW(s).
\]
It is called a stochastic convolution, and it is the unique mild solution of
\[
dZ(t) = AZ(t) dt + dW(t) \quad \text{with} \quad Z(0) = 0.
\]

Under the second condition of Assumption 2.2 there exists \(\delta > 0\) such that for any \(t > 0\) we have \(\int_0^t \frac{1}{s^\delta} |e^{sA}|^2_{L_2(H)} ds < +\infty\); it can then be proved that \(W^A\) has continuous trajectories - via the factorization method, see [8] - and that for any \(1 \leq p < +\infty\)
\[
\mathbb{E} \sup_{t \geq 0} |W^A(t)|_H^p < +\infty.
\]

We can now define solutions to equation (1), thanks to the assumptions made on the coefficients: the following result is classical - see [8]:

**Proposition 2.11.** For every \(T > 0\), \(x \in H\), the equation (1) admits a unique mild solution \(X \in L^2(\Omega, \mathcal{C}([0,T], H))\):
\[
X(t) = e^{tA} x + \int_0^t e^{(t-s)A} F(X(s)) ds + \int_0^t e^{(t-s)A} dW(s).
\]
We will consider approximations in time and in space of the process $X$. In this Section, we introduce the corresponding schemes: a finite element approximation for discretization in space, and a semi-implicit Euler scheme for discretization in time. We also discuss the discretization in space using the spectral decomposition of the operator $A$.

3. Definition of the discretization schemes

3.1. Discretization in space: finite element approximation. We use the same framework as in [1] and [13]. For precise general references on Finite Element Methods, see for instance [7] and [15].

Let $(V_h)_{h \in (0,1)}$ be a family of spaces of continuous piecewise linear functions corresponding to a finite set of nodes (possibly not uniformly distributed) in $\mathcal{D} = (0,1)$ such that $V_h \subset H^1_0(\mathcal{D}) = D((-A)^{1/2})$ - in other words, 0 and 1 should be included as nodes in the partition of $[0,1]$. The parameter $h$ denotes the mesh size, which is the length of the largest subinterval in the partition.

Let $P_h: H \rightarrow V_h$ denote the orthogonal projection onto the finite dimensional space $V_h$. According to the context, we also consider $P_h$ as a linear operator in $\mathcal{L}(H)$, since $V_h \subset H$.

We finally define the approximation of the operator $A$: it is a linear operator $A_h \in \mathcal{L}(V_h)$.

**Definition 3.1.** The linear operator $A_h: V_h \rightarrow V_h$ is defined such that the following variational equality holds: for any $x_h \in V_h$ and $y_h \in V_h$

$$\langle A_h x_h, y_h \rangle = \langle A x_h, y_h \rangle$$

We recall a few important properties of the operator $V_h$:

**Proposition 3.2.** For any $h \in (0,1)$, $A_h$ is symmetric, such that $-A_h$ is positive definite.

If $N_h$ is the dimension of $V_h$, we denote by $(e^h_i)_{i=0}^{N_h} \subset V_h$ an orthonormal eigenbasis corresponding to $-A_h$ with eigenvalues $0 < \lambda_0^h \leq \lambda_1^h \leq \ldots \leq \lambda_{N_h}^h$.

Then for any $h \in (0,1)$, we have $\lambda_0^h \geq \lambda_0$.

Indeed, we have

$$\lambda_0 = \inf_{v,u \in H} \langle -Au, v \rangle \leq \inf_{u,v \in V_h} \langle -Au, v \rangle = \inf_{u,v \in V_h} \langle -A_h u, v \rangle = \lambda_0^h.$$ 

For any $h \in (0,1)$, $A_h$ generates a semi-group on $V_h$, which is denoted $(e^{tA_h})_{t \in \mathbb{R}^+}$. It is also not difficult to define fractional powers $(-A_h)\alpha$ of $-A_h$, for any $\alpha \in [-1,1]$; for any $x^h = \sum_{i=0}^{N_h-1} x_i^h e_i^h \in V_h$, we have

$$e^{tA_h} x^h = \sum_{i=0}^{N_h-1} e^{-\lambda_i^h t} x_i^h e_i^h; (-A_h)\alpha x^h = \sum_{i=0}^{N_h-1} (\lambda_i^h)\alpha x_i^h e_i^h.$$ 

The regularization estimates of Proposition 2.6 are then easily generalized to these semi-groups; moreover bounds are uniform with respect to the mesh size $h \in (0,1)$.

We focus now on the approximations of PDEs - seen as equations in the Hilbert space $H$ - with equations in finite dimensional spaces $V_h$.

We consider the spatially semi discrete approximation of (1): $(X_h(t))_{t \in \mathbb{R}^+}$, is a process taking values in $V_h$, such that

$$dX^h(t) = A_h X^h(t) dt + F^h(X^h(t)) dt + P_h dW(t), \quad X^h(0) = P_h x = P_h X_0,$$

where the non-linear coefficient $F^h: V_h \rightarrow V_h$ satisfies $F^h(x) = P_h(F(x))$ for any $x \in V_h$.

We remark that the regularity properties of Assumption 2.7 and the dissipativity inequality 3 are satisfied if we replace $A$ (resp. $F$) with $A_h$ (resp. $F^h$).
This equation admits a unique mild solution, such that for any $0 \leq t \leq T$

\begin{equation}
X^h(t) = e^{tA_h} P_h x + \int_0^t e^{(t-s)A_h} F^h(X^h(s)) ds + \int_0^t e^{(t-s)A_h} P_h dW(s). \tag{9}
\end{equation}

Notice that the stochastic integral is always well-defined, since for any $h \in (0, 1)$ the linear operator $P_h$ has finite rank; on $V_h$, the noise process $P_h W$ is a standard $N_h$-dimensional Wiener process - as is easily seen by expanding $W$ in a complete orthonormal system $(q_i)_{i \in \mathbb{N}}$ with $q_i = e_i^h$ for $0 \leq i \leq N_h - 1$.

To be able to state a convergence result of $X^h$ to $X$, and to give an order of convergence, we now express some important results - see [1] for more details:

**Proposition 3.3.** (i) We have an equivalence of norms: there exist two constants $c, C \in (0, +\infty)$, such that for any $h \in (0, 1)$, any $\alpha \in [-1/2, 1/2]$ and any $x^h \in V_h$,

\begin{equation}
c \langle (-A_h)^{\alpha} x^h \rangle \leq \langle (-A)^{\alpha} x \rangle \leq C \langle (-A_h)^{\alpha} x^h \rangle. \tag{10}
\end{equation}

Moreover, we have for any $h \in (0, 1)$, $\alpha \in [-1/2, 1/2]$, and $x \in H$,

\begin{equation}
\langle (-A_h)^{\alpha} P_h x \rangle \leq C \langle (-A)^{\alpha} x \rangle. \tag{11}
\end{equation}

(ii) Let us denote by $R_h$ the so-called Ritz projector, defined as the orthogonal projection onto $V_h$ in $D((-A)^{1/2})$. We have the identity $R_h = (-A_h)^{-1} P_h (-A)$ on $D(A)$, and

\begin{equation}
\langle (-A)^{s/2} (I - R_h) (-A)^{-r/2} \rangle \leq C_{r,s} h^{r-s} \quad \forall 0 \leq s \leq 1 \leq r \leq 2 \tag{12}
\end{equation}

(iii) For $P_h$, we have the following error estimate:

\begin{equation}
\langle (-A)^{s/2} (I - P_h) (-A)^{-r/2} \rangle \leq C_{r,s} h^{r-s} \quad \forall 0 \leq s \leq 1 \quad \text{and} \quad 0 \leq s \leq r \leq 2. \tag{13}
\end{equation}

As a consequence, we get the following important result:

**Proposition 3.4.** For any $\kappa > 0$, the linear operator on $H$ $P_h (-A_h)^{-1/2-\kappa} P_h$ is continuous, self-adjoint and semi-definite positive. Moreover,

\[ \sup_{0 < h < 1} \text{Tr}(P_h (-A_h)^{-1/2-\kappa} P_h) < +\infty. \]

The symmetry and the positivity are very important properties for our purpose: indeed, they allow to use inequalities like

\[ |\text{Tr}(MN)| \leq |M|_{\mathcal{L}(H)} \text{Tr}(N), \]

for $M, N \in \mathcal{L}(H)$ such that $L$ is symmetric and semi-definite positive.

Proof. The operator is well-defined on $H$, and self-adjointness is clear, since $(-A_h)^{-1/2-\kappa} \in \mathcal{L}(V_h)$ is symmetric.

Now from point (i) of Proposition 3.3, the following linear operators are defined and continuous on $H$: $(-A)^{\kappa} (-A_h)^{-\kappa} P_h$, and $(-A)^{1/2} P_h (-A_h)^{-1/2} P_h$; their norm is uniformly bounded with respect to $h$.

By duality, the operator $P_h (-A_h)^{-1/2} P_h (-A)^{1/2}$ is well-defined on $H$ - by unique continuous extension from the dense subspace $D((-A)^{1/2})$ - and it has the same norm as $(-A)^{1/2} P_h (-A_h)^{-1/2} P_h$.

Finally, we write that for any $0 < h < 1$

\[ \text{Tr}(P_h (-A_h)^{-1/2-\kappa} P_h) = \text{Tr}((P_h (-A_h)^{-1/2} P_h (-A)^{1/2}) (-A)^{-1/2-\kappa} ((-A)^{\kappa} (-A_h)^{-\kappa} P_h))) \]

\[ \leq \langle P_h (-A_h)^{-1/2} P_h (-A)^{1/2} \rangle_{\mathcal{L}(H)} \text{Tr}((-A)^{-1/2-\kappa}) \langle (-A)^{\kappa} (-A_h)^{-\kappa} P_h \rangle_{\mathcal{L}(H)} \]

\[ \leq C \text{Tr}((-A)^{-1/2-\kappa}). \]

We now recall a few convergence results, valid on time-intervals of finite length $[0, T]$:
in the deterministic case, the order of convergence is 2;
• in the stochastic case, the strong order of convergence is 1/2 - see for instance [18], [29]:
  \[ \forall 0 < r < 1/2, \exists C_{T,r} \in (0, +\infty), \forall h \in (0, 1), \text{ we have } |E[X^h(T) - X(T)]| \leq C_{T,r} h^{1/2-r}; \]
• in the stochastic case, the weak order of convergence is 1 - see [1]: for any admissible test function \( \phi \),
  \[ \forall 0 < r < 1, \exists C_{T,r} \in (0, +\infty), \forall h \in (0, 1), \text{ we have } |E[\phi(X^h(T)) - \phi(X(T))]| \leq C_{T,r} h^{1-r}. \]

To conclude this part, we introduce a notation which is useful to give some of the results in a compact way.

**Definition 3.5.** For \( h = 0 \), we set \( X^0 = X \), as well as \( V_0 = H, A_0 = A, P_0 = Id_H \).

### 3.2. Another discretization in space: spectral Galerkin projection

A tool in our proof will be an additional finite dimensional projection onto the subspaces \( H_M \). This approximation allows to justify rigorously the required computations; even if the process \( X^h \) takes values in a finite dimensional subspace of \( H \), it is easier to prove some estimates with a process taking values in finite dimensional subspaces which are left invariant by the action of \( A \) and of the noise. We define here the corresponding approximating processes, and give a few important convergence properties.

Let \( M \in \mathbb{N} \). According to Definition 2.4, we can consider an approximate equation in the finite-dimensional subspace \( H_M \):

\[
\begin{align*}
dX^{(M)}(t) &= AX^{(M)}(t)dt + F_M(X^{(M)}(t))dt + P_MdW(t), \quad X^{(M)}(0) = P_Mx, \\
\text{where } F_M &= P_M \circ F - \text{ see also Assumption 2.7. The process } W^{(M)} := P_MW \text{ takes values in } H_M, \\
\text{it is a standard Wiener process.}
\end{align*}
\]

For any final time \( T \in (0, +\infty) \), it admits a unique mild solution, taking values in \( H_M \subset H \) - we recall that \( H_M \) is stable by \( A \):

\[
X^{(M)}(t) = e^{tA}P_M x + \int_0^t e^{(t-s)A} F_M(X^{(M)}(s))ds + \int_0^t e^{(t-s)A} P_M dW(s).
\]

To study the convergence of \( X^{(M)} \) to \( X \), the following inequality is useful:

\[
(I - P_M)A^{-r} \in L(H) \leq C_r \lambda_{M+1}^{-r}, \quad 0 \leq r \leq 1.
\]

We then have the following convergence results, for any \( T \in (0, +\infty) \), in the stochastic case:

- the strong order of convergence is 1/4:
  \[ \forall 0 < r < 1/2, \exists C_{T,r} \in (0, +\infty), \forall M \in \mathbb{N}, \text{ we have } |E[X^{(M)}(T) - X(T)]| \leq \frac{C_{T,r}}{\lambda_{M+1}^{1/4}}; \]
- the weak order of convergence is 1/2: for any admissible test function \( \phi \),
  \[ \forall 0 < r < 1, \exists C_{T,r} \in (0, +\infty), \forall M \in \mathbb{N}, \text{ we have } |E[\phi(X^{(M)}(T)) - \phi(X(T))]| \leq \frac{C_{T,r}}{\lambda_{M+1}^{1/2-r}}. \]

Those estimates can be proved with direct computations and the appropriate techniques from [1] and [11]. Another possibility is to check that the projectors \( P_N \) satisfy the estimates of Proposition 3.3 with \( h = \lambda_{N+1}^{-1/2} \), see Example 3.4 in [18]. Once again, we define a value for \( M = \infty \):

**Definition 3.6.** For \( M = \infty \), we set \( X^{(\infty)} = X \), as well as \( H_\infty = H \) and \( P_\infty = Id_H \).

### 3.3. Discretization in time

For each fixed mesh size \( h \in (0, 1) \), and for \( h = 0 \), we now define a time approximation of the process \( X_h \): denoting by \( \tau > 0 \) a time step, we use a semi-implicit Euler scheme to define, for \( k \in \mathbb{N} \),

\[
X^{h}_{k+1}(\tau, x) = X^{h}_k(\tau, x) + \tau A_h X^{h}_{k+1}(\tau, x) + \tau P_h F(X^{h}_k(\tau, x)) + \sqrt{\tau} P_h \chi_{k+1} X^h(\tau, x) = x,
\]

where \( \chi_{k+1} = \frac{1}{\sqrt{\tau}}(W((k+1)\tau) - W(k\tau)) \).
To simplify the equations, most of the time we omit the dependence of $X^h_k$ on the time-step $\tau$ and on the initial condition $x$.

The previous equation can be replaced by

\begin{equation}
X^h_{k+1} = S_{\tau,h}X^h_k + \tau S_{\tau,h}P_h F(X^h_k) + \sqrt{\tau} S_{\tau,h}P_h \chi_{k+1},
\end{equation}

where $S_{\tau,h}$ is defined by

\begin{equation}
S_{\tau,h} = (I - \tau A_h)^{-1}.
\end{equation}

When $h = 0$, the process is well-defined in $H$, since it is easily checked that $S_{\tau,0}$ is a Hilbert-Schmidt operator on $H$. When $h > 0$, it is well-defined in the finite-dimensional space $V_h$.

For the analysis of the convergence of the scheme, we need the following technical estimates on the discrete-time semi-group $(S^j_{\tau,h})_{j \in \mathbb{N}}$ for $\tau > 0$ and $h \geq 0$:

**Lemma 3.7.** For any $0 \leq \kappa \leq 1$, $h \in [0, 1)$ and $j \geq 1$

$$
\left|(-A_h)^{1-\kappa}S^j_{\tau,h}P_h|\mathcal{L}(H)\right| \leq \frac{1}{(j\tau)^{1-\kappa}(1 + \lambda_0\tau)^j}\kappa.
$$

Moreover, for any $\beta \geq 1$ and $j \geq \beta$

$$
\left|(-A_h)^{\beta}S^j_{\tau,h}P_h|\mathcal{L}(H)\right| \leq \frac{\beta^\beta}{(j\tau)^{\beta}},
$$

and for any $0 \leq \beta \leq 1$

$$
\left|(-A_h)^{-\beta}(S_{\tau,h} - I)P_h|\mathcal{L}(H)\right| \leq 2\tau^\beta.
$$

**Proof** Using the notations of Proposition 3.2 we have, for any $z \in H$,

\begin{align*}
\left|(-A_h)^{1-\kappa}S^j_{\tau,h}P_h z\right|^2_H &= \sum_{i=0}^{N_h} (\lambda_i^h)^{2(1-\kappa)} \frac{1}{(1 + \lambda_i^h\tau)^{2j}} \langle z, f_i^h \rangle^2 \\
&= \frac{1}{(j\tau)^{2(1-\kappa)}} \sum_{i=0}^{N_h} \langle z, f_i^h \rangle^2 (\lambda_i^h)^{2(1-\kappa)} \frac{1}{(1 + \lambda_i^h\tau)^{2j}} \langle z, f_i^h \rangle^2 \\
&\leq \frac{1}{(j\tau)^{2(1-\kappa)}} \sum_{i=0}^{N_h} \left( \frac{\lambda_i^h j\tau}{1 + \lambda_i^h j\tau} \right)^{2(1-\kappa)} \frac{1}{(1 + \lambda_0^h\tau)^{2j}} \langle z, f_i^h \rangle^2 \\
&\leq c|P_h z|^2_H \frac{1}{(j\tau)^{2(1-\kappa)}} \frac{1}{(1 + \lambda_0^h\tau)^{2j}} \langle z, f_i^h \rangle^2 \\
&\leq c\frac{|z|^2_H}{(j\tau)^{2(1-\kappa)}} \frac{1}{(1 + \lambda_0^h\tau)^{2j}}.
\end{align*}

Above we have used the notation $N_0 = +\infty$. To conclude, we use that for any $h \in [0, 1)$, $\lambda_0 \leq \lambda_0^h$. The proofs of the two other inequalities are similar - see [3] for the second one.

**Remark 3.8.** Later, we often use the following expression for $X^h_k$:

\begin{equation}
X^h_k = S^k_{\tau,h}P_h x + \tau \sum_{l=0}^{k-1} S^{k-l}_{\tau,h}P_h F(X^h_l) + \sqrt{\tau} \sum_{l=0}^{k-1} S^{k-l}_{\tau,h}P_h \chi_{l+1}.
\end{equation}

The following expression is also useful:

\begin{equation}
\sqrt{\tau} \sum_{l=0}^{k-1} S^{k-l}_{\tau,h}P_h \chi_{l+1} = \int_0^{t_k} S^{k-l}_{\tau,h}P_h dW(s),
\end{equation}

where $l_s = \lfloor \frac{s}{\tau} \rfloor$ - with the notation $\lfloor . \rfloor$ for the integer part.
For $h \in (0,1)$, we finally introduce the following processes: for $0 \leq k \leq m-1$ and $t_k \leq t \leq t_{k+1}$

\begin{equation}
\hat{X}^h(t) = X^h_k + \int_{t_k}^t [A^h S^h_{\tau,h} X^h_k + S^h_{\tau,h} P^h F(X^h_k)] \, ds + \int_{t_k}^t S^h_{\tau,h} P^h dW(s).
\end{equation}

The process $(\hat{X}^h(t))_{t \in \mathbb{R}^+}$ is a natural interpolation in time of the numerical solution $(X^h_k)_{k \in \mathbb{N}}$ defined by (16): $\hat{X}^h(t_k) = X^h_k$.

3.4. A priori bounds on moments. We give a few results on the processes $(X(t))_{t \geq 0}$, $(X^h(t))_{t \in \mathbb{R}^+}$ and $(X^h_k)_{k \in \mathbb{N}}$.

All the appearing constants are uniform with respect to $h \in (0,1)$.

**Lemma 3.9.** For any $p \geq 1$, there exists a constant $C_p > 0$ such that for every $h \in (0,1)$, $t \geq 0$ and $x \in H$

$$
\mathbb{E}|X^h(t,x)|^p \leq C_p(1 + |x|^p).
$$

**Lemma 3.10.** For any $p \geq 1$, $\tau_0 > 0$, there exists a constant $C > 0$ such that for every $h \in (0,1)$, $0 < \tau \leq \tau_0$, $k \in \mathbb{N}$, $t \geq 0$ and $x \in H$

$$
\mathbb{E}|X^h_k|^p \leq C(1 + |x|^p) \quad \text{and for } h \in (0,1) \text{ we have } \mathbb{E}|\hat{X}^h(t)|^p \leq C(1 + |x|^p).
$$

**Proof of Lemmas 3.9 and 3.10** The case $h = 0$ is treated in [3]. We thus only treat the case $h \in (0,1)$, with similar methods.

Using the mild formulation, in the continuous-time situation we need to control three terms:

$$
|e^{tA^h} P^h x| \leq e^{-\lambda_0^h t} |P^h x| \leq e^{-\lambda_0^h t} |x|,
$$

since $\lambda_0^h \geq \lambda_0$ thanks to Proposition 3.2

$$
\int_0^t e^{(t-s)A^h} P^h F(X^h(s)) \, ds \leq C \int_0^t e^{-\lambda_0^h(t-s)} \, ds \leq \frac{C}{\lambda_0^h} \leq \frac{C}{\lambda_0},
$$

thanks to the boundedness of $F$;

$$
\mathbb{E}\left[\int_0^t e^{(t-s)A^h} P^h dW(s)\right]^p \leq C_p \mathbb{E}\left[\int_0^t e^{(t-s)A^h} P^h dW(s)\right]^{p/2}
\leq C_p \left(\int_0^t \text{Tr}(e^{(t-s)A^h} P^h e^{(t-s)A^h}) \, ds\right)^{p/2}
\leq C_p \left(\int_0^t \text{Tr}(P^h A^{1/2-\kappa^h} P^h) |A^{1/2+\kappa} e^{2(t-s)A^h} P^h|_{L(H)} \, ds\right)^{p/2}
\leq C_p \left(\int_0^t \frac{1}{(t-s)^{1/2+\kappa}} e^{-\lambda_0^h(t-s)} \, ds\right)^{p/2} \leq C_p,
$$

where we have reduced the estimate to the case $p = 2$ since the stochastic integral is a Gaussian random variable, and then we have used Itô’s isometry formula, Proposition 2.6 and Proposition 3.4, with any $\kappa > 0$.

The proof of the first estimate of Lemma 3.10 goes along the same way, using the discrete-time mild formulation (18), with also three quantities to control:

$$
|S^h_{\tau,h} P^h x| \leq \frac{1}{(1 + \lambda_0^h)^k} |x|,
$$
thanks to the first estimate of Lemma 3.7 and the boundedness of $F$;

$$|\tau \sum_{l=0}^{k-1} S_{\tau,h}^{k-l} P_h F(X_t^h)| \leq C \tau \sum_{l=0}^{k-1} \frac{1}{(1 + \lambda_{0,\tau})^{k-l}} \leq C \frac{\tau}{(1/(1 + \lambda_{0,\tau})) - 1} \leq C;$$

finally as before we only need to study the case $p = 2$, and we use (19) to get

$$\mathbb{E}[\sqrt{\tau} \sum_{l=0}^{k-1} S_{\tau,h}^{k-l} P_h \chi_{t+1}]^2 = \sum_{l=0}^{k-1} \tau \text{Tr}(S_{\tau,h}^{k-l} P_h S_{\tau,h}^{k-l}) \leq \text{Tr}(P_h A_h^{-1/2 - \kappa}) \tau \sum_{l=0}^{k-1} |S_{\tau,h}^{2(k-l)} A_h^{1/2 + \kappa}|_{\mathcal{L}(H)} \leq C \int_0^{+\infty} \frac{1}{t^{1/2 + \kappa}} \exp(-ct) dt,$$

for some $c > 0$.

The proof of the second estimate of Lemma 3.10 using (20) is then straightforward. \qed

4. ASYNTHETIC BEHAVIOR OF THE PROCESSES AND INVARIANT LAWS

First, we focus on the existence of invariant measures for the continuous and discrete time processes. We use the well-known Krylov-Bogoliubov criterion - see [9]. Tightness comes from two facts: $D(-A)\gamma$ is compactly embedded in $H$ when $\gamma > 0$, and when $\gamma < 1/4$ we can control moments with the same techniques as for proving the Lemmas 3.9 and 3.10.

**Lemma 4.1.** For any $0 < \gamma < 1/4$, $\tau > 0$ and any $x \in H$, there exists $C(\gamma, \tau, x), C(\gamma, x) > 0$ such that for every $h \in (0, 1), m \geq 1$ and $t \geq 1$

$$\mathbb{E}|X^h_m(\tau, x)|^2 \leq C(\gamma, \tau, x) \quad \text{and} \quad \mathbb{E}|X^h(t, x)|^2 \leq C(\gamma, x).$$

For $h \in [0, 1)$, uniqueness of the invariant probability measure for the continuous time process $(X^h(t))_{t \in \mathbb{R}^+}$ can be deduced from the well-known Doob Theorem - see [9]. Indeed, since in equation (1) noise is additive and non-degenerate, the Strong Feller property and irreducibility can be easily proved. In the proof of the main Theorem 5.1 we also need speed of convergence, and thanks to a coupling argument we get the following exponential convergence result:

**Proposition 4.2.** There exist $c > 0$, $C > 0$ such that for any bounded test function $\phi : H \rightarrow \mathbb{R}$, any $t \geq 0$, any $h \in [0, 1)$ and any $x_1, x_2 \in V_h$

$$|\mathbb{E}\phi(X^h(t, x_1)) - \mathbb{E}\phi(X^h(t, x_2))| \leq C||\phi||_{\infty}(1 + |x_1|^2 + |x_2|^2)e^{-ct}.$$  

**Remark 4.3.** A proof of this result can be found in Section 6.1 in [12]. In this proof it is obvious that $c$ and $C$ are independent of $h$.

The idea of coupling relies on the following formula: if $\nu_1$ and $\nu_2$ are two probability measures on a state space $S$, their total variation distance satisfies

$$d_{TV}(\nu_1, \nu_2) = \inf \{\mathbb{P}(X_1 \neq X_2)\},$$

which is an infimum over random variables $(X_1, X_2)$ defined on a same probability space, and such that $X_1 \sim \nu_1$ and $X_2 \sim \nu_2$. 
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Roughly speaking, the principle is to define a coupling \((Z_1(t,x_1,x_2), Z_2(t,x_1,x_2))_{t\geq 0}\) for the processes \((X(t,x_1))_{t\geq 0}\) and \((((t,x_2))_{t\geq 0}\) such that the coupling time \(T\) of \(Z_1\) and \(Z_2\) - i.e. the first time the processes are equal - has an exponentially decreasing tail.

This technique was first used in the study of the asymptotic behavior of Markov chains - see \([4, 14, 19, 22]\) - and was later adapted for SDEs and more recently for SPDEs - see for instance \([17, 20, 23]\).

**Corollary 4.4.** For any \(h \in [0,1)\), the process \(X^h\) admits a unique invariant probability measure \(\mu^h\), such that for any bounded test function \(\phi : H \to \mathbb{R}, t \geq 0\) and \(x \in V_h\) we have

\[
|\mathbb{E}\phi(X^h(t,x)) - \int_{V_h} \phi d\mu^h| \leq C \|\phi\|_{\infty} (1 + |x|^2)e^{-ct}.
\]

We use the notation \(\mu = \mu^0\), when \(h = 0\): it is the invariant law of the non-discretized process, for which we show an approximation result.

However, the situation is more complex for the discrete time approximations: given a time-step \(\tau > 0\), we do not know whether uniqueness also holds for the numerical approximation \((X^h_k)_{k \in \mathbb{N}}\). In the following Remark 4.5 below, we describe a strict dissipativity assumption on the non-linear coefficient which ensures ergodicity by a straightforward argument. Without this assumption, it is not clear whether ergodicity holds for small time-steps \(0 < \tau \leq \tau_{\text{ergo}}\), where \(\tau_{\text{ergo}}\) can be chosen independently of \(h \in [0,1)\); the answer to this question will be the subject of future works.

**Remark 4.5.** Let \(h \in [0,1)\) be fixed. A sufficient condition for the uniqueness of the invariant probability measure of the discrete time process \((X^h_k)_{k \in \mathbb{N}}\) is the strict dissipativity assumption

\[L_F < \lambda_0,\]

where we recall that \(L_F\) denotes the Lipschitz constant of \(F\).

Then trajectories of the processes \((X^h_t)_{t \in \mathbb{R}^+}\) and \((X^h_k)_{k \in \mathbb{N}}\) issued from different initial conditions \(x_1\) and \(x_2\) and driven by the same noise process are exponentially close when time increases: for any \(\tau_0 > 0\), there exists \(c > 0\) such that for any \(0 < \tau \leq \tau_0, h \in [0,1), k \geq 0\) and \(t \geq 0\) we have almost surely

\[
|X^h(t,x_1) - X^h(t,x_2)| \leq e^{-(\lambda_0 - L_F)t}|x_1 - x_2|,
\]

\[
|X^h_k(\tau,x_1) - X^h_k(\tau,x_2)| \leq e^{-ck\tau}|x_1 - x_2|.
\]

The proof of the uniqueness of the invariant law is now easy, and in particular we do not use Proposition 4.2.

Results are the same when we consider the spectral Galerkin discretization:

**Proposition 4.6.** There exist \(c > 0, C > 0\) such that for any bounded test function \(\phi : H \to \mathbb{R}\), any \(t \geq 0\), any \(M \in \mathbb{N} \cup \{\infty\}\) and any \(x_1, x_2 \in H_M\)

\[
|\mathbb{E}\phi(X^{(M)}(t,x_1)) - \mathbb{E}\phi(X^{(M)}(t,x_2))| \leq C \|\phi\|_{\infty} (1 + |x_1|^2 + |x_2|^2)e^{-ct}.
\]

Moreover, for any \(M \in \mathbb{N} \cup \{\infty\}\), the process \(X^{(M)}\) admits a unique invariant probability measure \(\mu^{(M)}\), such that for any bounded test function \(\phi : H \to \mathbb{R}, t \geq 0\) and \(x \in H_M\) we have

\[
|\mathbb{E}\phi(X^{(M)}(t,x)) - \int_{H_M} \phi d\mu^{(M)}| \leq C \|\phi\|_{\infty} (1 + |x|^2)e^{-ct}.
\]

With the notations of Definitions 3.5 and 3.6 we have \(\mu^{(\infty)} = \mu = \mu^0\).

As consequence of Proposition 4.6 we obtain the following Lemma:
Lemma 4.7. For any bounded test function $\phi \in C(H)$, we have

$$\bar{\phi}_M := \int_{H_M} \phi(z)d\mu^{(M)}(z) \xrightarrow{M \to \infty} \int_H \phi d\mu =: \bar{\phi}.$$  

Proof of Lemma 4.7. For any $t \geq 0$ and any fixed initial condition $x \in H$, we have

$$\int_{H_M} \phi(z)d\mu^{(M)}(z) - \int_H \phi(z)d\mu(z) = \int_{H_M} \phi(z)d\mu^{(M)}(z) - \mathbb{E}\phi(X^{(M)}(t))) + \mathbb{E}\phi(X^{(M)}(t)) - \mathbb{E}\phi(X(t)) + \mathbb{E}\phi(X(t)) - \int_H \phi(z)d\mu(z).$$

We thus get that for any $t > 0$

$$\limsup_{M \to +\infty} \left| \int_{H_M} \phi(z)d\mu^{(M)}(z) - \int_H \phi(z)d\mu(z) \right| \leq C \exp(-ct),$$

and it remains to take $t \to +\infty$. Notice that the constant $c$ does not depend on dimension $M$. □

The speed of convergence in Lemma 4.7 will be given below in Remark 5.3.

5. The convergence results

We now state our main result, as well as a few important consequences.

For an admissible test function $\phi$ we define $\| \phi \|_{2,\infty} = \sup_{0 \leq j \leq 2}(\| D^j \phi \|_{\infty})$.

Theorem 5.1. For any $0 < \kappa < 1/2$, $\tau_0$, there exists a constant $C > 0$ such that for any $C_b^2(H)$ function $\phi$, $h \in (0, 1)$, $N \geq 1$, $x \in H$ and $0 < \tau \leq \tau_0$

$$\left| \frac{1}{N} \sum_{m=0}^{N-1} \left( \mathbb{E}\phi(X^h_m) - \bar{\phi} \right) \right| \leq C \| \phi \|_{2,\infty} (1 + |x|^3) \left( 1 + (N\tau)^{-1+\kappa} + (N\tau)^{-1} \right) \left( \tau^{1/2-\kappa} + h^{1-\kappa} + \frac{1}{N\tau} \right),$$

where $\bar{\phi} = \int_H \phi(z)\mu(dz)$.

This result can be interpreted with a statistical point of view: $\frac{1}{N} \sum_{m=0}^{N-1} \mathbb{E}\phi(X^h_m)$ is an estimator of the average $\bar{\phi} = \int_H \phi(z)\mu(dz)$ of the admissible test function $\phi$ with respect to the invariant law $\mu$ of the SPDE. The Theorem 5.1 gives an error bound on its bias.

Of the two factors in parenthesis in the Theorem, only the second one is important - the presence of the first one is for technical estimates which degenerate at time 0 whereas we are interested at the asymptotic behavior of the quantity. The main observation is that the orders of convergence with respect to $\tau$ and $h$ are given by the corresponding weak orders $1/2$ and 1 in the approximation of $X(T)$ for a fixed value of the final time $T < +\infty$ - given in [11] and [1]. The aim of this paper is to show how the corresponding error bounds are preserved asymptotically - under appropriate conditions.

An interesting supplementary result would concern the study of the statistical error. In [21], two more error bounds are proved: first in the mean-square sense, and then in an almost sure statement - thanks to an argument of Borel-Cantelli type. We have not been able to treat our problem in a similar way. We claim that it is for the following reason. The right order of convergence with respect to $\tau$ in Theorem 5.1 is obtained thanks to an appropriate integration by parts formula - as explained in the Introduction; the study of the mean-square error - now in a stronger sense - implies that the use of such a technique seems impossible. To generalize the results of [21] in the infinite dimensional setting, new arguments should be found.

The additional term $\frac{1}{N\tau}$ corresponds to the bias introduced between the average in time and its limit when time increases.
From Theorem 5.1, it is easy to obtain approximation results when only one type of discretization is applied.

Results on distance between invariant laws of the various processes can now be given. As explained in Section 4 without the time-discretization ergodicity holds for the spatially discretized, time-continuous process $X_h$ for any $h \in (0, 1)$, while as soon as discretization in time is applied it is not clear whether it holds for small enough time-steps, uniformly with respect to $h$.

However, as a consequence of Theorem 5.1 we obtain error bounds controlling the distance between the average of admissible test functions with respect to the possibly non unique ergodic invariant laws of the discretized process and the invariant law of the SPDE.

**Proposition 5.2.** For any $0 < \kappa < 1/2, \tau_0 > 0$, there exists a constant $C > 0$ such that the following holds:

for any $0 < \tau < \tau_0$ and $h \in (0, 1)$, assume that $\mu_{\tau,h}$ is an ergodic invariant law of $(Y^h_k)_{k \in \mathbb{N}}$; then for any admissible test function $\phi$, we have

$$| \int_H \phi(z) d\mu(z) - \int_{Y_h} \phi(z) d\mu_{\tau,h}(z) | \leq C \| \phi \|_{2,\infty} \left( \tau^{1/2-\kappa} + h^{1-\kappa} \right).$$

The proof of this result is easy - we let go $N$ to $\infty$ in the estimate of Theorem 5.1 and the convergence of the time-average for $\mu_{\tau,h}$ a.e. initial condition, see also [3].

The above result also holds for invariant laws having a finite third order moment.

**Remark 5.3.** It is also possible to derive the error estimates as in Theorem 5.1 and Proposition 5.2 when discretization in space is done with the spectral approximation in dimension $M$ instead of using a finite element method with mesh-size $h$. For instance, we precise the speed of convergence in : for any $0 < \kappa < 1/2$ and $\phi \in C^2_c(H)$, there exists a constant $C_\kappa$ such that

$$| \int_H \phi d\mu - \int_{H_M} \phi_M d\mu(M) | \leq C_\kappa \frac{1}{\lambda_M^{1/2-\kappa}}.$$

The strategy - developed in Section 6 - remains the same, where we use an auxiliary dimension variable, say $L$, going to $\infty$ for the ambient space where the Poisson equation is used, while $M$ is fixed.

6. DESCRIPTION OF THE PROOF

We fix the time step $\tau$, as well as $N \in \mathbb{N}$; we then introduce the notation $T = N \tau$. We also define, for $k \in \mathbb{N}$, $t_k = k\tau$. $\kappa > 0$ is a parameter, which is be supposed to be small enough. We also control $\tau$: for some $\tau_0 > 0, \tau \leq \tau_0$.

6.1. **Strategy.** The three key ingredients to prove Theorem 5.1 are the use of an additional finite dimensional projection onto the subspaces $H_M$, the use of the solution of the Poisson equation as in [21] (see Sub-section 6.2) and an integration by parts formula issued from Malliavin calculus as in [3, 11] (see Sub-Section 6.3).

We will use the Poisson equation in finite dimension, then we will use the following decomposition:

$$\frac{1}{N} \sum_{m=0}^{N-1} \mathbb{E}\phi(X^h_m) - \overline{\phi} = \frac{1}{N} \sum_{m=0}^{N-1} \mathbb{E}\phi(P_M X^h_m) - \overline{\phi}_M$$

$$+ \overline{\phi}_M - \overline{\phi} + \frac{1}{N} \sum_{m=0}^{N-1} \left( \mathbb{E}\phi(X^h_m) - \mathbb{E}\phi(P_M X^h_m) \right),$$

where we recall that $P_M$ is the orthogonal projection of $H$ into $H_M$ and $\overline{\phi}_M$ is define at the end of Section 4.
It is obvious the last term converge to 0 when $M \to +\infty$. The convergence to 0 of the second term is not difficult, it has been proved in Section \[4\]. The proof of the estimate of the first term is very technical, so for pedagogy, in Sub-Section \[6.4\] we introduce the decomposition of the error and identify the three terms which we control later in Sub-Section \[7.1\], Sub-Section \[7.2\] and Sub-Section \[7.3\].

6.2. Some results on the Poisson equation in finite dimension. Let $M \in \{1, 2, \ldots\}$. Let $\phi \in \mathcal{C}_b^2(H)$. We define $\Psi^{(M)} : H_M \to \mathbb{R}$ by the unique solution of the Poisson equation

$$
L^{(M)}\Psi^{(M)} = \phi P_M - \overline{\phi}_M \quad \text{and} \quad \int_{H_M} \Psi^{(M)} d\mu^{(M)} = 0,
$$

(25)

where $L^{(M)}$ is the infinitesimal generator of the SPDE \[\{14\}\] defined for functions of class $\mathcal{C}^2 : H \to \mathbb{R}$ and for any $x \in H$ by

$$
L^{(M)}\psi(x) = \langle AP_M x + P_M F(x), D\psi(x) \rangle + \frac{1}{2} \mathrm{Tr}(P_M D^2\psi(x)).
$$

In the following, we will need to control the first and the second derivatives of $\Psi$. The Proposition below is the essential result that we need. It is the same kind of estimation used in \[3, 11\] to obtain weak order of convergence $1/2$.

**Proposition 6.1.** Let $M \in \{1, 2, \ldots\}$. Let $\phi \in \mathcal{C}_b^2(H)$. The function $\Psi^{(M)}$ defined for any $x \in H_M$ by

$$
\Psi^{(M)}(x) = \int_0^{+\infty} \mathbb{E} \left( \phi(X^{(M)}(t, x)) - \overline{\phi}_M \right) dt
$$

is of class $\mathcal{C}^2$ and the unique solution of \[\{25\}\]. Moreover, we have the estimates below: for $0 \leq \beta, \gamma < 1/2$ and $x \in H_M$

$$
|\Psi^{(M)}(x)| \leq C(1 + |x|^2) \| \phi \|_{\infty},
$$

(26)

$$
|D\Psi^{(M)}(x)|_{\beta} \leq C_\beta(1 + |x|^2) \| \phi \|_{1, \infty}
$$

and

$$
|(-A)^\beta D^2\Psi^{(M)}(x)(-A)^\gamma|_{L(H_M)} \leq C_{\beta, \gamma}(1 + |x|^2) \| \phi \|_{2, \infty},
$$

(27)

where $\| \phi \|_{i, \infty} = \sup_{0 \leq i \leq 1} \| D^i \phi \|_{\infty}$.

**Remark 6.2.** In fact, the result on $D\Psi$ is also true for $\beta < 1$ and the result on $D^2\Psi$ is also true for $\beta < 1, \gamma < 1$ and $\beta + \gamma < 1$. Moreover, all the constants are uniform with respect to $M \in \{1, 2, \ldots\}$.

A proof of this result can be found in the Appendix.

6.3. A Malliavin integration by parts formula. Let $h \in (0, 1)$ be fixed - the case $h = 0$ is not required in the calculations.

As explained in the Introduction, one of the key tools to obtain the right weak order is a transformation of some spatially irregular terms involving the stochastic integral with respect to the cylindrical Wiener process, into more suitable, deterministic ones, thanks to an integration by parts formula, issued from Malliavin calculus - see \[24], \[26\].

The notations here are the same as in \[11\], where the following useful integration by parts formula is given - see Lemma 2.1 therein:

**Lemma 6.3.** For any $F \in \mathbb{D}^{1,2}(V_h)$, $u \in \mathcal{C}_b^2(V_h)$ and $\Psi \in L^2(\Omega \times [0, T], \mathcal{L}_2(V_h))$ an adapted process,

$$
\mathbb{E}[Du(F)]. \int_0^T \Psi(s)dW^{(h)}(s) = \mathbb{E}[\int_0^T \mathrm{Tr}(\Psi(s)^* D^2u(F)D_sF)ds],
$$

(28)
where \( \mathcal{D} \) : \( \ell \in H \rightarrow \mathcal{D}_\ell F \in V_h \) stands for the Malliavin derivative of \( F \), and \( \mathcal{D}^{1,2}(V_h) \) is the set of \( H \)-valued random variables \( F = \sum_{i \in \mathbb{N}, j \leq N_i} F_i f_i \), with \( F_i \in \mathcal{D}^{1,2} \) the domain of the Malliavin derivative for \( \mathbb{R} \)-valued random variables for any \( i \).

**Remark 6.4.** This Lemma remains valid if \( u \) is not assumed to be bounded but only \( u \in C^2(V_h) \) provided the expectations and the integral above are well defined. This is easily seen by approximation of \( u \) by bounded functions.

Some care must be taken when controlling the Malliavin derivative of \( \tilde{X}^h \): in general it is not possible to obtain uniform estimates with respect to time - unless for instance a strict dissipativity condition is satisfied, as in Remark 4.5.

In the proof of technical estimates below, we circumvent this problem by using these derivatives only at times \( t_k = k\tau \) and \( s \) such that \( t_{k-1} \leq s \leq t_k \). The Lemma 6.5 gives though the most general estimate.

**Lemma 6.5.** For any \( 0 \leq \beta < 1 \) and \( \tau_0 > 0 \), there exists a constant \( C > 0 \) such that for every \( h \in (0,1), k \geq 1, 0 < \tau \leq \tau_0 \) and \( s \in [0,t_k] \)

\[
|(-A_h)D^\beta_s X^h_k|_{\mathcal{H}(V_h)} \leq C(1 + L\tau)^{k-s} \frac{1}{(1 + \lambda_0\tau)^{1-\beta}(k-s)\ell_s^{\beta}}.
\]

Moreover, if \( t_k \leq t < t_{k+1} \), we have

\[
|(-A_h)D^\beta_s \tilde{X}^h(t)|_{\mathcal{H}(V_h)} \leq C|(-A_h)D^\beta_s X^h |_{\mathcal{H}(V_h)}.
\]

We want to emphasize that the constant in Lemma 6.5 is uniform with respect to \( h \in (0,1) \).

Proof According to the definition of \( \mathcal{D} \) as a linear operator in \( V_h \), we need to control \(|(-A_h)D^\beta_s \tilde{X}^h(t)|_{\mathcal{H}(V_h)}\) and \(|(-A_h)D^\beta_s X^h |_{\mathcal{H}(V_h)}\), uniformly with respect to \( x \in V_h \) with \(|\ell| \leq 1 \).

The second inequality is a consequence of the following equality for \( h \in (0,1) \).

\[
D^\beta_s \tilde{X}^h(t) = D^\beta_s X^h_k + (t - t_m)\tau A_h S_{\tau,h}D^\beta_s X^h_k + R_{\tau,h} P_h F(X^h_k)D^\beta_s X^h_k,
\]

and the conclusion follows since

\[
\sup_{h \in (0,1)} |\tau A_h S_{\tau,h}|_{\mathcal{H}(V_h)} < +\infty.
\]

Now we prove the first estimate, and we fix \( h \in (0,1) \). For any \( k \geq 1, \ell \in V_h \) and \( s \in [0,t_k] \), using the chain rule for Malliavin calculus and expressions (18) and (19), we have

\[
D^\beta_s X^h_k = \mathcal{S}^{k-s}_\ell \tau + \sum_{i=l_s+1}^{k-1} S^{k-i}_{\tau,h} D(P_h F)(X^h_k)D^\beta_s X^h.
\]

We recall that \( l_s \) denotes the integer part of \( \frac{\tau}{\tau_0} \), so that when \( i \leq l_s \) we have \( D^\beta_s X^h_i = 0 \).

As a consequence, the discrete Gronwall Lemma ensures that for \( k \geq l_s + 1 \)

\[
|D^\beta_s X^h_k| \leq (1 + L\tau)^{k-l_s} |\ell|,
\]

Now using Lemma 3.7 we have

\[
|(-A_h)D^\beta_s X^h_k| \leq \frac{1}{(1 + \lambda_0\tau)^{1-\beta}(k-l_s)\ell_s^{\beta}} |\ell| + L\tau \sum_{i=l_s+1}^{k-1} \frac{(1 + L\tau)^{k-i}}{(1 + \lambda_0\tau)^{1-\beta}(k-i)\ell_s^{\beta}} |\ell|.
\]

To conclude, we see that when \( 0 < \tau \leq \tau_0 \)

\[
\tau \sum_{i=l_s+1}^{k-1} \frac{1}{(1 + \lambda_0\tau)^{1-\beta}(k-i)\ell_s^{\beta}} \leq C \int_0^{+\infty} t^{-\beta} \frac{1}{(1 + \lambda_0\tau)^{1-\beta} t^\frac{k}{2}} dt \leq C < +\infty.
\]

□
6.4. **Strategy for the estimate of** \( \lim_{M \to \infty} \frac{1}{N} \sum_{m=0}^{N-1} \mathbb{E}\phi(P_M X_m^h) - \bar{\phi}_M \). Let \( M \in \{1, 2, \ldots\} \), we define the function \( \tilde{\Psi}^{(M)} \) for \( x \in H \) by

\[
\tilde{\Psi}^{(M)}(x) = \Psi^{(M)}(P_M x),
\]

where \( \Psi^{(M)} \) is the solution of the Poisson equation (25). Using the identifications introduced in Remark 2.1 we have for any \( x \in H \)

\[
D\tilde{\Psi}^{(M)}(x) = P_M D\Psi^{(M)}(P_M x),
\]

\[
D^2\tilde{\Psi}^{(M)}(x) = P_M D^2\Psi^{(M)}(P_M x)P_M,
\]

then it is easy to show that \( \tilde{\Psi}^{(M)} \) and \( \Psi^{(M)} \) verify the same estimates (see Proposition 6.1).

The main idea is to give an expansion of \( \mathbb{E}\tilde{\Psi}^{(M)}(X_{m+1}^h) - \mathbb{E}\tilde{\Psi}^{(M)}(X_m^h) \) to sum it for \( m = 1, \ldots, N-1 \) and divide by \( N\tau \). The function \( \tilde{\Psi}^{(M)} \) is defined for \( x \in H \) by

\[
\tilde{\Psi}^{(M)}(x) = \Psi^{(M)}(P_M x),
\]

where \( \Psi^{(M)} \) is the solution of the Poisson equation (25). It is easy to show that \( \tilde{\Psi}^{(M)} \) and \( \Psi^{(M)} \) verify the same estimates (see Proposition 6.1).

We need the continuous time interpolation of the numerical process \( \tilde{X}^h \) defined by (20). For all \( m \in \mathbb{N} \), we can associate to \( \tilde{X}^h \) on \([t_m, t_{m+1}]\) the generator \( \mathcal{L}^{\tau,m,h} \) defined for \( x \in V_h \) and \( \phi \in \mathcal{L}(H) \) by

\[
\mathcal{L}^{\tau,m,h} \phi(x) = \langle S_{\tau,h} A_h X_m^h + S_{\tau,h} P_h F(X_m^h), D\phi(x) \rangle + \frac{1}{2} \text{Tr}(S_{\tau,h} S_{\tau,h}^* P_h D^2 \phi(x)).
\]

Thanks to the Itô formula and Proposition 6.1, we have for any integer \( m \)

\[
\mathbb{E}\tilde{\Psi}^{(M)}(X_{m+1}^h) - \mathbb{E}\tilde{\Psi}^{(M)}(X_m^h) = \int_{t_m}^{t_{m+1}} \mathbb{E}\mathcal{L}^{\tau,m,h} \tilde{\Psi}^{(M)}(\tilde{X}^h(s)) ds.
\]

We also need the markov generator \( \mathcal{L}^h \) of the finite element solution \( X^h \) to decompose this term. The generator \( \mathcal{L}^h \) is given for \( x \in V_h \) by

\[
\mathcal{L}^h \phi(x) = \langle A_h x + P_h F(x), D_x \phi(x) \rangle + \frac{1}{2} \text{Tr}(P_h D^2_{xx} \phi(x)).
\]

We have the following decomposition:

\[
\mathbb{E}\tilde{\Psi}^{(M)}(X_{m+1}^h) - \mathbb{E}\tilde{\Psi}^{(M)}(X_m^h) = \int_{t_m}^{t_{m+1}} \mathbb{E}\left( \mathcal{L}^{\tau,m,h} - \mathcal{L}^h \right) \tilde{\Psi}^{(M)}(\tilde{X}^h(s)) ds
\]

\[
+ \int_{t_m}^{t_{m+1}} \mathbb{E}\left( \mathcal{L}^h - \mathcal{L}^{(M)} \right) \tilde{\Psi}^{(M)}(\tilde{X}^h(s)) ds
\]

\[
+ \int_{t_m}^{t_{m+1}} \mathbb{E}\mathcal{L}^{(M)} \tilde{\Psi}^{(M)}(\tilde{X}^h(s)) ds.
\]

Using the following equality for \( x \in H \)

\[
\mathcal{L}^{(M)} \tilde{\Psi}^{(M)}(x) = \mathcal{L}^{(M)} \tilde{\Psi}^{(M)}(P_M x) + (P_M F(x) - P_M F(P_M x), D\tilde{\Psi}^{(M)}(P_M x))
\]
and the definition of $\Psi^{(M)}$, we get

$$
\mathbb{E}\hat{\Psi}^{(M)}(X^h_{m+1}) - \mathbb{E}\hat{\Psi}^{(M)}(X^h_m) = \int_{t_m}^{t_{m+1}} \mathbb{E}\left(\mathcal{L}^{\tau,m,h,h} - \mathcal{L}^h\right)\hat{\Psi}^{(M)}(\bar{X}^h(s))ds
+ \int_{t_m}^{t_{m+1}} \mathbb{E}\left(\mathcal{L}^h - \mathcal{L}^{(M)}\right)\hat{\Psi}^{(M)}(\bar{X}^h(s))ds
+ \int_{t_m}^{t_{m+1}} \mathbb{E}(\phi(P_M\bar{X}^h(s)) - \overline{\phi}_M)ds
+ \int_{t_m}^{t_{m+1}} \mathbb{E}(P_M\left(F(\bar{X}^h(s)) - F(P_M\bar{X}^h(s))\right),D\Psi^{(M)}(P_M\bar{X}^h(s)))ds
= \int_{t_m}^{t_{m+1}} \mathbb{E}\left(\mathcal{L}^{\tau,m,h,h} - \mathcal{L}^h\right)\hat{\Psi}^{(M)}(\bar{X}^h(s))ds
+ \int_{t_m}^{t_{m+1}} \mathbb{E}\left(\mathcal{L}^h - \mathcal{L}^{(M)}\right)\hat{\Psi}^{(M)}(\bar{X}^h(s))ds
+ \tau(\mathbb{E}\phi(P_MX^h_m) - \overline{\phi}_M)
+ \int_{t_m}^{t_{m+1}} \mathbb{E}(\phi(P_M\bar{X}^h(s))) - \mathbb{E}(\phi(P_MX^h_m))ds
+ \int_{t_m}^{t_{m+1}} \mathbb{E}(P_M\left(F(\bar{X}^h(s)) - F(P_M\bar{X}^h(s))\right),D\Psi^{(M)}(P_M\bar{X}^h(s)))ds
$$

Then if we sum for $m = 1, \ldots, N - 1$ and divide by $N\tau$, we obtain

\[ (30) \]

\[
\frac{1}{N} \sum_{m=0}^{N-1} \left( \mathbb{E}\phi(P_MX^h_m) - \overline{\phi}_M \right) = \frac{1}{N\tau} \left( \mathbb{E}\Psi^{(M)}(P_MX^h_N) - \mathbb{E}\Psi^{(M)}(P_MX^h_1) \right)
+ \frac{1}{N}(\phi(P_Mx) - \overline{\phi}_M)
+ \frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E}\left(\mathcal{L}^{(M)} - \mathcal{L}^h\right)\hat{\Psi}^{(M)}(\bar{X}^h(s))ds
+ \frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E}\left(\mathcal{L}^h - \mathcal{L}^{\tau,m,h}\right)\hat{\Psi}^{(M)}(\bar{X}^h(s))ds
- \frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E}\phi(P_M\bar{X}^h(s)) - \mathbb{E}\phi(P_MX^h_m)ds
- \frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E}(P_M\left(F(\bar{X}^h(s)) - F(P_M\bar{X}^h(s))\right),D\Psi^{(M)}(P_M\bar{X}^h(s)))ds
:= I_1 + I_2 + I_3 + I_4 + I_5 + I_6.
\]

The two first terms and the last term are easy to control. Indeed, using Proposition 6.1 and Lemma 3.10 we get for $0 < \tau < \tau_0$,

\[ |I_1 + I_2| \leq C(1 + |x|^2) \frac{1}{N\tau}, \]
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Lemma 6.6 (Space-discretization error). For any $0 < \kappa < 1/2$ and $\tau_0$, there exists a constant $C > 0$ such that for any $\phi \in C^2_b(H)$, $x \in H$ and $0 < \tau \leq \tau_0$

$$\limsup_{M \to \infty} \frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E} \left( \mathcal{L}^M - \mathcal{L}^h \right) \Psi^M(\hat{X}^h(s)) ds \leq C(1 + |x|^3) \| \phi \|_{2,\infty} h^{1-\kappa} (1 + (N\tau)^{-1}).$$

In Subsection 7.3, we will show the following estimate of $I_4$:

Lemma 6.7 (Time-discretization error). For any $0 < \kappa < 1/2$ and $\tau_0$, there exists a constant $C > 0$ such that for any $\phi \in C^2_b(H)$, $M \in \{1, 2, \ldots\}$, $y \in H$ and $0 < \tau \leq \tau_0$

$$\left| \frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E} \left( \mathcal{L}^h - \mathcal{L}^{\tau, m, h} \right) \Psi^M(\hat{X}^h(t)) dt \right| \leq C \| \phi \|_{2,\infty} (1 + |x|^3) \tau^{1/2-\kappa} (1 + (N\tau)^{-1} + \kappa + (N\tau)^{-1}).$$

Finally, the proof of the following estimate of $I_5$ is detailed in Subsection 7.2

Lemma 6.8 (Additional time-discretization error). For any $0 < \kappa < 1/4$ and $\tau_0$, there exists a constant $C > 0$ such that for any $\phi \in C^2_b(H)$, $M \in \{1, 2, \ldots\}$, $y \in H$ and $0 < \tau \leq \tau_0$

$$\left| \frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \left( \mathbb{E} \phi(P_M \hat{X}^h(t)) - \mathbb{E} \phi(P_M X^h_m) \right) dt \right| \leq C \| \phi \|_{2,\infty} \tau^{1/2-2\kappa} (1 + \frac{|x|}{(N\tau)^{1-\kappa}}).$$

The order of the respective proofs may not seem natural. We have made the choice to put the proof of the Lemma 6.7 on the time-discretization error at the end since it essentially uses the same arguments as in [3], while the others require new estimates, appearing for the first time in this context of approximations of invariant laws. We thus begin with the proof of Lemma 6.6 on the space discretization error, and go on with the proof of Lemma 6.8 concerning the additional time-discretization error induced by the use of the Poisson equation - instead of the the generators, we have the process alone.

7. Detailed proof of the estimates

We warn the reader that constants may vary from line to line during the proofs, and that in order to use lighter notations we usually forget to mention dependence on the parameters. We use the generic notation $C$ for such constants. All constants will depend on a parameter $\kappa > 0$, which can be chosen as small as necessary.

To simplify the expressions, we have not mentioned the dependence of the error with respect to the test function $\phi$. However, thanks to Proposition 6.1, it is straightforward to give this precision.

7.1. Control of the space discretization error

$$\frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E} \left( \mathcal{L}^M - \mathcal{L}^h \right) \Psi^M(\hat{X}^h(t)) dt.$$

In this Subsection, we prove the estimate of the Lemma 6.6
7.1.1. **Strategy.** To control this term, we will mix ideas described in [1] and in [3]. In [1], to prove weak convergence, the authors use estimation on \( u \) the solution of the Kolmogorov equation associated to the SPDE. We can use the same ideas because, for each \( M \in \{1, 2, \ldots \} \), \( \Psi^M \), the solution of the Poisson equation, and its derivatives verify the same kind of estimations than \( u \).

Let \( M \in \{1, 2, \ldots \} \) be fixed. First, we will decompose \( L^M - L^h \) in three terms. We have for any \( x \in H \)

\[
\left( L^M - L^h \right) \tilde{\Psi}^M(x) = \langle (A_M - A_h)x, D\tilde{\Psi}^M(x) \rangle \\
+ \langle (P_M - P_h)F(x), D\tilde{\Psi}^M(x) \rangle \\
+ \frac{1}{2}Tr \left( (P_M - P_h)D^2\tilde{\Psi}^M(x) \right)
\]

and we obtain

\[
\frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E} \left( L^M - L^h \right) \tilde{\Psi}^M(\tilde{X}^h(t))dt = \frac{1}{N\tau} \sum_{m=1}^{N-1} (a^m + b^m + c^m),
\]

where for \( 1 \leq m \leq N - 1 \)

\[
a^m = \mathbb{E} \int_{t_m}^{t_{m+1}} \langle (A_M - A_h)\tilde{X}^h(t), D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle dt \\
b^m = \mathbb{E} \int_{t_m}^{t_{m+1}} \langle (P_M - P_h)F(\tilde{X}^h(t)), D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle dt \\
c^m = \frac{1}{2} \mathbb{E} \int_{t_m}^{t_{m+1}} Tr \left( (P_M - P_h)D^2\tilde{\Psi}^M(\tilde{X}^h(t)) \right) dt.
\]

7.1.2. **Estimate of \( a^m \).** The Ritz projection \( R_h \) can be expressed in the form \( R_h = A_h^{-1} P_h A \). Using this we can write

\[
\langle (A_M - A_h)\tilde{X}^h(t), D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle = \langle (A_M P_h - A_h P_h)\tilde{X}^h(t), D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle \\
= \langle \tilde{X}^h(t), (P_h A_M - A_h P_h)D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle \\
= \langle \tilde{X}^h(t), A_h P_h (R_h - I) P_M D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle + \langle \tilde{X}^h(t), A_h P_h (P_M - I) D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle.
\]

The idea of this decomposition is to apply the error estimates (12) and (15) for \( R_h \) and \( P_M \) respectively. We now use formula (20) on \( \tilde{X}^h(t) \). We then need to estimate the following five terms.

\[
a^m = \mathbb{E} \int_{t_m}^{t_{m+1}} \langle X^h_{m}, A_h P_h (R_h - I) P_M D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle dt \\
+ \mathbb{E} \int_{t_m}^{t_{m+1}} (t - t_m) \langle A_h S_{T_h} X^h_{m}, A_h P_h (R_h - I) P_M D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle dt \\
+ \mathbb{E} \int_{t_m}^{t_{m+1}} (t - t_m) \langle S_{T_h} P_h F(X^h_{m}), A_h P_h (R_h - I) P_M D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle dt \\
+ \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \langle S_{T_h} P_h dW(s), A_h P_h (R_h - I) P_M D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle dt \\
+ \mathbb{E} \int_{t_m}^{t_{m+1}} \langle A_h X^h_{m}, (P_M - I) D\tilde{\Psi}^M(\tilde{X}^h(t)) \rangle dt
\]

\[= a^m + a^m_1 + a^m_2 + a^m_3 + a^m_4 + a^m_M \]
(1) **Estimate of** $a_{1}^{m,h}$: **We use expressions** [18] of $X^{h}_{m}$ and [19] to decompose $a_{1}^{m,h}$:

$$a_{1}^{m,h} = \mathbb{E} \int_{t_{m}}^{t_{m+1}} \left< S^{m}_{\tau,h} P_{h} x, A_{h} P_{h} (R_{h} - I) P_{M} D \tilde{\Psi}^{(M)}(\tilde{X}^{h}(t)) \right> dt$$

$$+ \mathbb{E} \int_{t_{m}}^{t_{m+1}} \tau \sum_{\ell=0}^{k-1} \left< S^{m-\ell}_{\tau,h} P_{h} F(X_{\ell}^{h}), A_{h} P_{h} (R_{h} - I) P_{M} D \tilde{\Psi}^{(M)}(\tilde{X}^{h}(t)) \right> dt$$

$$+ \mathbb{E} \int_{t_{m}}^{t_{m+1}} \left< \int_{0}^{t} S^{m-l}_{\tau,h} P_{h} dW(s), A_{h} P_{h} (R_{h} - I) P_{M} D \tilde{\Psi}^{(M)}(\tilde{X}^{h}(t)) \right> dt$$

$$= : a_{1,1}^{m,h} + a_{1,2}^{m,h} + a_{1,3}^{m,h}. $$

- **Estimate of** $a_{1,1}^{m,h}$: The ideas are to "share" $(-A_{h})$ between different factors and to use regularization properties of the semi-group $(S^{k}_{\tau,h})_{k \in \mathbb{N}}$. Thanks to Proposition 6.1 for $\beta = \frac{1}{2}$, Lemma 3.10 and Lemma 3.7, we get, for any small enough parameter $0 < \kappa < 1/2$,

$$|a_{1,1}^{m,h}| = \mathbb{E} \int_{t_{m}}^{t_{m+1}} |(-A_{h})^{1-\kappa} S_{\tau,h} P_{h} x, (-A_{h})^{\kappa} P_{h} (R_{h} - I)(-A)^{-1/2} P_{M} (-A)^{1/2} D \tilde{\Psi}^{(M)}(\tilde{X}^{h}(t))| dt$$

$$\leq \mathbb{E} \int_{t_{m}}^{t_{m+1}} |(-A_{h})^{1-\kappa} S_{\tau,h} P_{h} |_{L(H)} |x| |(-A_{h})^{\kappa} P_{h} (R_{h} - I)(-A)^{-1/2} |_{L(H)} |D \tilde{\Psi}^{(M)}(\tilde{X}^{h}(t))| dt$$

$$\leq C \frac{1}{(m\tau)^{1-\kappa}} \frac{1}{(1 + \lambda_{0}\tau)^{m\kappa}} \mathbb{E}(1 + |\tilde{X}^{h}(t)|^{2}) dt$$

$$\leq C \tau \frac{1}{(m\tau)^{1-\kappa}} \frac{1}{(1 + \lambda_{0}\tau)^{m\kappa}} (1 + |x|^{3}) h^{1-2\kappa}.$$  

We will now use the following useful inequality: for $\tau \leq \tau_{0}$ and any $N \geq 1$

$$\tau \sum_{l=1}^{N} \frac{1}{(l\tau)^{1-\kappa}} \frac{1}{(1 + \lambda_{0}\tau)^{\kappa}} \leq C_{\kappa}.$$  

Indeed,

$$\tau \sum_{l=1}^{N} \frac{1}{(l\tau)^{1-\kappa}} \frac{1}{(1 + \lambda_{0}\tau)^{\kappa}} \leq C \int_{0}^{\tau \frac{N}{N-1}} \frac{1}{(l \tau)^{1-\kappa}} \frac{1}{(1 + \lambda_{0}\tau)^{\kappa}} l^{\frac{\kappa}{\kappa - 1}} dt$$

$$\leq \int_{0}^{\tau^{-1}} \frac{1}{l^{1-\kappa}} e^{-l \frac{\log(1 + \lambda_{0}\tau)}{\kappa}} l^{\frac{1}{\kappa}} dt$$

$$\leq \int_{0}^{\infty} \frac{1}{s^{1-\kappa}} e^{-s} ds \left( \frac{\tau}{\kappa \log(1 + \lambda_{0}\tau)} \right)^{\kappa}$$

$$\leq C_{\kappa}.$$  

Then, using (31), we get

$$\frac{1}{N\tau} \sum_{m=1}^{N-1} |a_{1,1}^{m,h}| \leq C \frac{1}{T} h^{1-2\kappa} (1 + |x|^{3}).$$
• **Estimate of** $a_{1,2}^{m,h}$: Using the same ideas than to estimate $a_{1,1}^{m,h}$, we have

$$|a_{1,2}^{m,h}| \leq C \tau \mathbb{E} \int_{t_m}^{t_{m+1}} \sum_{l=0}^{m-1} \left| (-A_h)^{1-\kappa} S_{r,h}^{m-l} P_h F(X^h_t) \right| \left| (-A_h)^\kappa P_h (R_h - I)(-A)^{-1/2}_x \right|_{L(H)} \times \left| (-A)^{1/2} D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \right| dt.$$

Since $F$ is supposed to be bounded, the estimate (31) yields

$$|\tau (-A_h)^{1-\kappa} \sum_{l=0}^{m-1} S_{r,h}^{m-l} F(X^h_t)| \leq C \|F\|_{\infty} \tau \sum_{l=1}^{m} \frac{1}{(l\tau)^{1-\kappa}} \frac{1}{(1 + \lambda_0 \tau)^{l\kappa}} \leq C\kappa.$$

With Lemma 3.3, Lemma 3.10 and Proposition 6.1 for $\beta = \frac{1}{2}$, we can now write

$$|a_{1,2}^{m,h}| \leq C (1 + |x|^2) h^{1-2\kappa},$$

and we get

$$\frac{1}{N\tau} \sum_{m=0}^{N-1} |a_{1,2}^{m,h}| \leq C (1 + |x|^2) h^{1-2\kappa}. \quad (33)$$

• **Estimate of** $a_{1,3}^{m,h}$: The analysis of this term is more complicated. We refer the reader to 3 for a discussion on the problem, and for detailed explications on the strategy of the proof - following the original idea of [11].

We recall that the problem lies in the regularity in space of the process, due to whiteness in space of the driving noise. The strategy used to control $a_{1,1}^{m,h}$ and $a_{2,1}^{m,h}$ above would only give an order of convergence 1/4, while we expect 1/2 - our constants need to be uniform with respect to the mesh size $h$!

We decompose $a_{1,3}^{m,h}$ into two parts, corresponding to different intervals for the stochastic integration. On one of these parts, we can work directly. On the other, a Malliavin integration by parts is performed: it allows to use appropriate regularization properties, and to obtain the correct order of convergence 1/2. We emphasize on the length of the interval where this integration by parts is applied: its maximal size is independent of $\tau$ and $h$, so that the possible exponential divergence when time increases of the Malliavin derivatives implies no trouble.

By using [19], we make the decomposition

$$a_{1,3}^{m,h} = \mathbb{E} \int_{t_m}^{t_{m+1}} \left( \int_{0}^{t_m} S_{r,h}^{m-l} P_h dW(s), (-A_h) P_h (R_h - I) P_M D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \right) dt$$

$$= \mathbb{E} \int_{t_m}^{t_{m+1}} \left( \int_{0}^{(t_m - 3\tau_0) \vee 0} (-A_h)^{1-\kappa} S_{r,h}^{m-l} P_h dW(s), (-A_h)^\kappa P_h (R_h - I) P_M D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \right) dt$$

$$+ \mathbb{E} \int_{t_m}^{t_{m+1}} \left( \int_{(t_m - 3\tau_0) \vee 0}^{t_m} P_M (R_h - I) P_h (-A_h) S_{r,h}^{m-l} P_h dW(s), D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \right) dt.$$
For the first term - which is equal to 0 when \( t_m < 3\tau_0 \) - we use the Cauchy-Schwarz inequality and we directly get

\[
|\mathbb{E}\left[ \int_0^{(t_m-3\tau_0)\vee 0} (-A_h)^{1-\kappa} S_{r,h}^{m-l_\beta} P_h dW(s), (-A_h)^\kappa P_h (R_h - I) P_M D\tilde{\Psi}^{(M)}(\hat{X}^h(t))) \right]| \\
\leq (\mathbb{E}(-A_h)^\kappa P_h (R_h - I)(-A)^{-1/2} P_M (-A)^{1/2} D\tilde{\Psi}^{(M)}(\hat{X}^h(t)))^2)^{1/2} \\
\times (\mathbb{E}|\int_0^{(t_m-3\tau_0)\vee 0} (-A_h)^{1-\kappa} S_{r,h}^{m-l_\beta} P_h dW(s)|^2)^{1/2}.
\]

We have the following inequality - we remark that in the integral below \( t_m-l_\beta \geq 1 \):

\[
\mathbb{E}\left| \int_0^{(t_m-3\tau_0)\vee 0} (-A_h)^{1-\kappa} S_{r,h}^{m-l_\beta} P_h dW(s) \right|^2 = \int_0^{(t_m-3\tau_0)\vee 0} \left| (-A_h)^{1-\kappa} S_{r,h}^{m-l_\beta} P_h \right|_{\mathcal{L}(H)}^2 ds \\
= \int_0^{(t_m-3\tau_0)\vee 0} \text{Tr}((-A_h)^{2-2\kappa} S_{r,h}^{2(m-l_\beta)} P_h) ds \\
\leq \int_0^{(t_m-3\tau_0)\vee 0} |S_{r,h}^{(m-l_\beta)} P_h|_{\mathcal{L}(H)} |(-A_h)^{2+1/2+\kappa} S_{r,h}^{(m-l_\beta)} P_h|_{\mathcal{L}(H)} ds \\
\times \text{Tr}(P_h(-A_h)^{-1/2-\kappa} P_h) \\
\leq C \int_0^{(t_m-3\tau_0)\vee 0} \frac{1}{(1+\lambda_0\tau)^{m-l_\beta} t_m-l_\beta^2} ds \\
\leq C \int_0^{(t_m-3\tau_0)\vee 0} \frac{1}{(1+\lambda_0\tau)^{m-l_\beta}} ds \\
\leq C \int_0^{+\infty} \frac{1}{(1+\lambda_0\tau)^{\sigma/\tau}} ds \\
\leq C,
\]

when \( \tau \leq \tau_0 \) and thanks to Proposition \ref{proposition:3.4} and Lemma \ref{lemma:3.7}. Then, thanks to Proposition \ref{proposition:3.3}, Proposition \ref{proposition:6.1} for \( \beta = \frac{1}{2} \) and Lemma \ref{lemma:3.10} we get

\[
\mathbb{E}\left| \int_{t_m}^{t_m+1} \left( \int_0^{(t_m-3\tau_0)\vee 0} (-A_h)^{1-\kappa} S_{r,h}^{m-l_\beta} P_h dW(s), (-A_h)^\kappa P_h (R_h - I) P_M D\tilde{\Psi}^{(M)}(\hat{X}^h(t))) dt \right| \\
\leq C(1+|x|^2)\tau h^{1-2\kappa}.
\]

For the second term, we use the Malliavin integration by parts formula (Lemma \ref{lemma:6.3}) to get

\[
\mathbb{E}\int_{t_m}^{t_{m+1}} \left( \int_{(t_m-3\tau_0)\vee 0}^{t_m} P_M (R_h - I) P_h (-A_h) S_{r,h}^{m-l_\beta} P_h dW(s), D\tilde{\Psi}^{(M)}(\hat{X}^h(t))) dt \right) \\
= \mathbb{E}\int_{t_m}^{t_{m+1}} \int_{(t_m-3\tau_0)\vee 0}^{t_m} \text{Tr} \left( S_{r,h}^{m-l_\beta} (-A_h) P_h (R_h - I) P_M D^2 \tilde{\Psi}^{(M)}(\hat{X}^h(t)) D_s \hat{X}^h(t) \right) ds dt.
\]

Thanks to both estimates of Lemma \ref{lemma:6.5} we have for \( (t_m-3\tau_0)\vee 0 \leq s \leq t_m \leq t < t_{m+1} \)

\[
|(-A)^\alpha D_s^\alpha \hat{X}^h(t)| \leq C(1+L_F\tau)^{m-l_\beta}(1+\frac{1}{(1+\lambda_0\tau)\alpha/(m-l_\beta)} t_m^{\alpha/m-l_\beta} ),
\]

and we see that \((1+L_F\tau)^{m-l_\beta}\) is bounded by a constant.
We can then control the second term of $a_{3,1}^{m,h}$ with
\[
\mathbb{E} \int_{t_m}^{t_{m+1}} \int_{(t_m-3\tau_0)\vee 0}^{t_m} |(-A_h)^{1-3\nu_m} S_{t,h}^{m-l_s} |_{\mathcal{L}(H)} |(-A_h)^{3\nu_m} P_h (R_h - I) (-A)^{-1/2} |_{\mathcal{L}(H)} \times |(-A)^{1/2} D^2 \tilde{\Psi}^{(M)} (\tilde{X}^h(t)) \left((-A)^{1/2-\nu_m/2} |_{\mathcal{L}(H)} \right) \right| \left((-A)^{1/2-\nu_m} D_{\tau} \tilde{X}^h(t) \right) |_{\mathcal{L}(H)} \right) d\tau d\gamma dt \\
\leq C \int_{(t_m-3\tau_0)\vee 0}^{t_m} \frac{\int_{t_m-l_s}^{t_m-l_s + 1} 1} {1 + \lambda_0 \tau} \frac{1} {s^{\frac{3}{2}} \left(1 + \frac{1}{s} \right)} ds \leq C < +\infty, \\
\text{for } \tau \leq \tau_0, \text{ thanks to } (31).
\]
Therefore
\[
\left(34\right) \frac{1}{N_\tau} \sum_{m=1}^{N-1} |a_{1,3}^{m,h}| \leq C (1 + |x|^2) h^{1-3\kappa}.
\]

Using (32), (33) and (34), we have
\[
\left(35\right) \frac{1}{N_\tau} \sum_{m=1}^{N-1} |a_{1,3}^{m,h}| \leq C (1 + \frac{1}{T}) h^{1-3\kappa} (1 + |x|^3).
\]

(2) **Estimate of $a_{2,h}^{m}$**: Since $(t - t_m)(-A_h) S_{t,h} |_{\mathcal{L}(H)} \leq C$, $a_{2,h}^{m}$ is bounded by the same expression as $a_{1,3}^{m,h}$; by (35), we have
\[
\left(36\right) \frac{1}{N_\tau} \sum_{m=1}^{N-1} |a_{2}^{m,h}| \leq C (1 + \frac{1}{T}) h^{1-3\kappa} (1 + |x|^3).
\]

(3) **Estimate of $a_{3,h}^{m}$**: We have
\[
|a_{3,h}^{m}| \leq \mathbb{E} \int_{t_m}^{t_{m+1}} (t - t_m)(-A_h)^{-\nu_m} S_{t,h} P_h |_{\mathcal{L}(H)} |F \left(X^h_m \right) | \left((-A_h)^{\nu_m} P_h (R_h - I) (-A)^{-1/2} P_{\tau} (-A)^{1/2} D^2 \tilde{\Psi}^{(M)} (\tilde{X}^h(t)) \right) d\tau
\]
\[
\text{Since } F \text{ and } (t-t_m)(-A_h)^{-\nu_m} S_{t,h} P_h |_{\mathcal{L}(H)} \text{ are bounded, using the same idea than to estimate } a_{1,1}^{m,h}, \text{ we get}
\]
\[
\left(37\right) \frac{1}{N_\tau} \sum_{m=1}^{N-1} |a_{3}^{m,h}| \leq C \frac{1}{T} h^{1-2\kappa} (1 + |x|^3).
\]

(4) **Estimate of $a_{4,h}^{m}$**: We again use the integration by parts formula to rewrite $a_{4,h}^{m}$:
\[
a_{4,h}^{m} = -\mathbb{E} \int_{t_m}^{t_{m+1}} (t - t_m) S_{t,h} P_h dW (s), (t-t_m)(-A_h) P_h (R_h - I) D^2 \tilde{\Psi}^{(M)} (\tilde{X}^h(t)) d\tau dt
\]
\[
\leq \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \left((-A_h) P_h (R_h - I) \tilde{\Psi}^{(M)} (\tilde{X}^h(t)) D_{\tau} \tilde{X}^h(t) \right) d\tau dt.
\]
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From (20), for \( t_m \leq s \leq t \leq t_{m+1} \) we have \( \mathcal{D}_s^x \tilde{X}^h(t) = S_{\tau,h} P_h \ell \); as a consequence, the situation is much simpler and we do not need to use the same trick as in the control of \( a_{1,3}^{m,h} \).

Then, as previously, we have

\[
|a_4^{m,h}| \leq E \int_{t_m}^{t_{m+1}} (t - t_m) \text{Tr}((-(A_h)^{1-\kappa} S_{\tau,h} h (R_h - I)(-A)^{-1/2} P_M \\
\times (-A)^{1/2} D^2 \tilde{\Psi}(M)(\tilde{X}^h(t))(-A)^{1/2-\kappa/2}(-A)^{-1/2-\kappa/2}(-A)^{\kappa} S_{\tau,h})dt \\
\leq c|(-A_h)^{1-\kappa} S_{\tau,h} h (R_h - I)(-A)^{-1/2} P_M | \text{Tr}((-(A_h)^{1-\kappa} S_{\tau,h} h (R_h - I)(-A)^{-1/2} P_M )|L(H)| \\
\times E \int_{t_m}^{t_{m+1}} |(-A)^{1/2} D^2 \tilde{\Psi}(M)(\tilde{X}^h(t))(-A)^{1/2-\kappa/2}|L(H)(-A)^{\kappa} S_{\tau,h} h (R_h - I)(-A)^{-1/2} P_M \text{Tr}L(H))dt \\
\leq c(1 + |x|^2) \tau h^{1-2\kappa}.
\]

Therefore

\[
(38) \quad \frac{1}{N_T} \sum_{m=1}^{N-1} |a_4^{m,h}| \leq C(1 + |x|^2) h^{1-2\kappa}.
\]

(5) **Estimate of** \( a_{m,M}^{m,h} \): Using Proposition 6.1, Lemma 3.10 and estimate (15), we have

\[
|a_{m,M}^{m,h}| \leq E \int_{t_m}^{t_{m+1}} \left| \text{Tr}((P_M - I)(-A)^{-1/2} P_M )|\tilde{X}^h(t)(P_M - I)(-A)^{-1/2} P_M |\tilde{X}^h(t)) \right| dt \\
\leq C_h \| \phi \|_{1,\infty} \lambda_M^{-1/2+\kappa} \int_{t_m}^{t_{m+1}} E\left| \tilde{X}^h(t)(1 + |\tilde{X}^h(t)|^2) \right| dt \\
\leq C_h \| \phi \|_{1,\infty} \lambda_M^{-1/2+\kappa} \tau(1 + |x|^3)
\]

Then, we get

\[
\lim_{M \to \infty} \frac{1}{N_T} \sum_{m=1}^{N-1} |a_{m,M}^{m,h}| = 0
\]

With the previous estimates, we get

\[
(39) \quad \lim_{M \to \infty} \frac{1}{N_T} \sum_{m=1}^{N-1} |a^m| \leq C \| \phi \|_{1,\infty} (1 + |x|^3)(1 + T^{-1}) h^{1-3\kappa}.
\]

7.1.3. **Estimate of** \( b^m \). Writing \( P_M - P_h = (P_M - I) + (I - P_h) \), we get the natural decomposition

\[
b^m = E \int_{t_m}^{t_{m+1}} \langle (P_M - I) F P_M \tilde{X}^h(t), D\tilde{\Psi}(M)(\tilde{X}^h(t)) \rangle dt \\
+ E \int_{t_m}^{t_{m+1}} \langle (I - P_h) F P_M \tilde{X}^h(t), D\tilde{\Psi}(M)(\tilde{X}^h(t)) \rangle dt \\
= :b^{m,M} + b^{m,h}.
\]

Using the fact that \( F \) is bounded, Proposition 6.1 and Lemma 3.9, we have

\[
|b^{m,i}| \leq E \int_{t_m}^{t_{m+1}} |F(P_M \tilde{X}^h(t))| \text{Tr}((P_i - I)(-A)^{-1/2+\kappa}(-A)^{1/2-\kappa} D\tilde{\Psi}(M)(\tilde{X}^h(t)))dt | |L(H)| \\
\leq \int_{t_m}^{t_{m+1}} \| F \|_{\infty} |(P_i - I)(-A)^{-1/2+\kappa}|L(H)|E|(-A)^{1/2-\kappa} D\tilde{\Psi}(M)(\tilde{X}^h(t))|L(H)|dt \\
\leq C \tau(1 + |x|^2) \| P_i - I \|_{\infty} (-A)^{-1/2+\kappa}|L(H)|,
\]


Using (13) and (15), we get
\[ |b^{m,h}| \leq C \tau (1 + |x|)^2 h^{1-2\kappa} \]
and
\[ |b^{m,M}| \leq C \tau (1 + |x|)^2 \lambda_M^{-1/2+\kappa}. \]
Finally, we have
\[ \frac{1}{N\tau} \sum_{m=1}^{N-1} |b^{m}| \leq C(1 + |x|^2)(h^{1-2\kappa} + \lambda_M^{-1/2+\kappa}) \]
and
\[ \limsup_{M \to +\infty} \frac{1}{N\tau} \sum_{m=1}^{N-1} |b^{m}| \leq C(1 + |x|^2)h^{1-2\kappa}. \]

7.1.5. Conclusion. With the above estimation, we get
\[ \limsup_{M \to +\infty} \frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E} \left( L(M) - L^h \right) (\tilde{X}^h(s)) ds \leq C(1 + |x|^3)h^{1-\kappa}(1 + T^{-1}). \]

7.2. Control of the additional time-discretization error \( \mathbb{E} \phi(P_M \tilde{X}(t)) - \mathbb{E} \phi(P_M X^h_m) \), if \( t_m \leq t < t_{m+1} \).

In this Subsection, we prove the estimate of Lemma 6.8. This part of the error is due to the replacement of the continuous-time process \( \tilde{X} \) with the discrete-time process from which it is built by interpolation.

If we compare with the other parts of the error, we observe that instead of \( \Psi \) the expression involves the test function \( \phi \). Since \( \phi \) is only assumed to be of class \( C^2_b \), its derivatives do not satisfy estimates with a regularization in space like for \( \Psi \). However, we are still able to distribute appropriately the powers of the operator \( -A_h \), thus obtaining the good rate of convergence.
We define an auxiliary function $\tilde{\phi}_M : H \to \mathbb{R}$ with $\tilde{\phi}_M = \phi \circ P_M$. It is of class $\mathcal{C}^2_b$ and using the identifications introduced in Remark 2.1 we have for any $x \in H$

$$D\tilde{\phi}_M(x) = P_M D\phi(P_M x),$$

$$D^2\tilde{\phi}_M(x) = P_M D^2\phi(P_M x) P_M.$$

Thanks to the Itô’s formula, from (20) we get for $t_m \leq t < t_{m+1}$

$$\mathbb{E}\phi(P_M \tilde{X}^h(t)) - \mathbb{E}\phi(P_M X^h_m) = \mathbb{E}\tilde{\phi}_M(\tilde{X}^h(t)) - \mathbb{E}\tilde{\phi}_M(\tilde{X}(t_m))$$

$$= \mathbb{E}\int_{t_m}^t \mathbb{E}\langle S_{\tau,h} A_h X_m^h, D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle ds$$

$$+ \mathbb{E}\int_{t_m}^t \mathbb{E}\langle S_{\tau,h} P_h F(X_m^h), D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle ds$$

$$+ \mathbb{E}\int_{t_m}^t \frac{1}{2} \text{Tr}((S_{\tau,h} P_h)(S_{\tau,h} P_h)^*) D^2\tilde{\phi}_M(\tilde{X}^h(s)) ds.$$

$$=: E_1(t) + E_2(t) + E_3(t).$$

The error is naturally divided into three terms. We first treat the easiest ones: $E_2$ and $E_3$.

Using boundedness of the linear operator $S_{\tau,h}$, of the nonlinear coefficient $F$, of the orthogonal projectors $P_M$ and $P_h$ and of the first-order derivative of $\phi$, we easily obtain that for $t_m \leq t < t_{m+1}$

$$|E_2(t)| = \mathbb{E}\int_{t_m}^t \langle S_{\tau,h} P_h F(X_m^h), D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle ds \leq C\tau.$$

We now control $E_3(t)$. Using the boundedness of the second-order derivative of $\tilde{\phi}_M$, uniformly with respect to $M$, we have

$$|E_3(t)| \leq C(t - t_m) \text{Tr}((S_{\tau,h} P_h)(S_{\tau,h} P_h)^*)$$

$$\leq C\tau \text{Tr}((-A_h)^{1/2+\kappa} S_{\tau,h} P_h (-A_h)^{-1/2-\kappa} P_h)$$

$$\leq C\tau |(-A_h)^{1/2+\kappa} S_{\tau,h} P_h|_{\mathcal{C}(H)} \text{Tr}(P_h (-A_h)^{-1/2-\kappa} P_h)$$

$$\leq C\tau^{1-2\kappa},$$

where $\kappa \in (0, 1/2)$ is a small parameter, thanks to the first inequality of Lemma 3.7 and to Proposition 3.4.

The treatment of the $E_1$ is the most complicated amongst the three terms, due to the presence of the unbounded operator $A_h$. We recall that $X_m^h$ is controlled in the norm of $(-A_h)^\alpha$, uniformly in $h$, only for $\alpha < 1/4$; to obtain the correct weak order of convergence $1/2$ with respect to $\tau$, we need a careful control. One of the ingredients is the Malliavin integration by parts.

Thanks to [18] and [19], $E_1(t)$ is divided into three parts: $E_1(t) = E_{1,1}(t) + E_{1,2}(t) + E_{1,3}(t)$, with for $t_m \leq t < t_{m+1}$

$$E_{1,1}(t) = \mathbb{E}\int_{t_m}^t \langle S_{\tau,h}^{n+1} A_h P_h x, D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle ds$$

$$E_{1,2}(t) = \mathbb{E}\int_{t_m}^t \langle \tau A_h S_{\tau,h} \sum_{k=0}^{m-1} S_{\tau,h}^{m-k} P_h F(X_m^h), D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle ds$$

$$E_{1,3}(t) = \mathbb{E}\int_{t_m}^t \langle A_h S_{\tau,h} \int_0^t S_{\tau,h}^{m-lr} P_h dW(r), D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle ds.$$

We have isolated the stochastic part in $X_m^h$; then only the treatment of $E_{1,3}(t)$ is difficult.
First, using Lemma 3.7, we have if $m \geq 1$

$$|A_h S_{\tau,h}^{m+1} P_h x| \leq \left| (-A_h)^\kappa S_{\tau,h} P_h |\mathcal{L}(H)| (-A_h)^{-\kappa} S_{\tau,h}^{m-\kappa} P_h |\mathcal{L}(H)| x \right|_H$$

$$\leq C|x|_H \tau^{-\kappa} t^{-1+\kappa}.$$  

As a consequence, for $t_m \leq t < t_{m+1}$

$$|E_{1,1}(t)| \leq C|x| \frac{\tau^{1-\kappa}}{t_m^{1-\kappa}}.$$  

The treatment of $E_{1,2}$ is similar: we have when $m \geq 1$

$$|\tau A_h S_{\tau,h} \sum_{k=0}^{m-1} S_{\tau,h}^{m-k} P_h F(X_k^h)| \leq C_T |(-A_h)^\kappa S_{\tau,h} P_h |\mathcal{L}(H)| \sum_{k=0}^{m-1} |(-A_h)^{-\kappa} S_{\tau,h}^{m-k} P_h |\mathcal{L}(H)| F(X_k)|_H$$

$$\leq C \tau^{-\kappa} \sum_{k=0}^{m-1} |(-A_h)^{-\kappa} S_{\tau,h}^{m-k} P_h |\mathcal{L}(H)|,$$

$F$ being bounded. Now using Lemma 3.7 and inequality (31) we obtain for $m \geq 1$ and $t_m \leq t < t_{m+1}$

$$|E_{1,2}(t)| \leq C_T^{-\kappa} (t - t_m) \leq C_T^{1-\kappa}.$$  

It remains to control $E_{1,3}(t)$, which contains the stochastic term, with low regularity properties. We need to use a Malliavin integration by parts formula; however due to the weak dissipativity condition the behavior of the Malliavin derivatives is bad with respect to time. The solution is to split the stochastic integral factor into two parts: for any $t_m \leq s \leq t < t_{m+1}$

$$\mathbb{E}\langle A_h S_{\tau,h} \int_0^{t_m} S_{\tau,h}^{m-l_r} P_h dW(r), D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle = \mathbb{E}\langle A_h S_{\tau,h} \int_0^{(t_m-3\tau_0)^0} S_{\tau,h}^{m-l_r} P_h dW(r), D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle$$

$$+ \mathbb{E}\langle A_h S_{\tau,h} \int_{(t_m-3\tau_0)^0}^{t_m} S_{\tau,h}^{m-l_r} P_h dW(r), D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle$$

$$=: E_{1,3,1}(s,t) + E_{1,3,2}(s,t).$$  

For the first error term, we directly use the Cauchy-Schwarz inequality and we have (see term $a_{1,3}^{m,h}$ of Sub-Section 7.1 for more details)

$$|E_{1,3,1}(s,t)|^2 \leq C (\mathbb{E}\int_0^{(t_m-3\tau_0)^0} |S_{\tau,h} A_h S_{\tau,h}^{m-l_r} P_h dW(r)|^2) (\mathbb{E}|D\tilde{\phi}_M(\tilde{X}^h(s))|^2)$$

$$\leq C \int_0^{(t_m-3\tau_0)^0} \text{Tr}(P_h A_h S_{\tau,h}^{m-l_r} + S_{\tau,h}^{m-l_r} + 1 A_h P_h) dr$$

$$\leq C \int_0^{(t_m-3\tau_0)^0} \text{Tr}(P_h (-A_h)^{-1/2-\kappa} P_h) (-A_h)^{5/2+\kappa} S_{\tau,h}^{m-l_r} + 1 P_h |\mathcal{L}(H)| dr$$

$$\leq C.$$  

For the second error term, using the Malliavin integration by parts formula, we get for any $t_m \leq s \leq t < t_{m+1}$

$$\mathbb{E}\langle A_h S_{\tau,h} \int_{(t_m-3\tau_0)^0}^{t_m} S_{\tau,h}^{m-l_r} P_h dW(r), D\tilde{\phi}_M(\tilde{X}^h(s)) \rangle$$

$$= \mathbb{E}\int_{(t_m-3\tau_0)^0}^{t_m} \text{Tr}(S_{\tau,h}^{m-l_r} A_h S_{\tau,h} P_h D^2 \tilde{\phi}_M(\tilde{X}^h(s)) D_r \tilde{X}^h(s)) dr.$$
We then write that
\[
\left| \mathbb{E} \int_{(t_m-3\tau)^{\nu_0}}^{t_m} \text{Tr}(S_{\tau,h}^{m-l} A_h S_{\tau,h} P_h D^2 \tilde{\phi}_M(\tilde{X}^h(s))) D_t \tilde{X}^h(s) \, dr \right| \\
\leq \int_{(t_m-3\tau)^{\nu_0}}^{t_m} \text{Tr}((-A_h)^{m-l} S_{\tau,h} P_h) \mathbb{E}|(-A_h)^{1-\kappa} D_t \tilde{X}^h(s)| \mathcal{L}(H)|D^2 \tilde{\phi}_M(\tilde{X}^h(s))| \, dr.
\]

Since
\[
\text{Tr}((-A_h)^{m-l} S_{\tau,h} P_h) \leq \text{Tr}(P_h (-A_h)^{-l} P_h) |S_{\tau,h}^{m-l} (-A_h)^{1/2 + \kappa} S_{\tau,h} P_h)| \mathcal{L}(H),
\]
we have (see term $a_{1,3}^{m,h}$ of Sub-Section 7.1 for more details)
\[
\left| \mathbb{E} \int_{(t_m-3\tau)^{\nu_0}}^{t_m} \text{Tr}(S_{\tau,h}^{m-l} A_h S_{\tau,h} P_h D_t \tilde{X}^h(s) D^2 \tilde{\phi}_M(\tilde{X}^h(s))) \, dr \right| \\
\leq C \tau^{-1/2 - 2\kappa} \int_{(t_m-3\tau)^{\nu_0}}^{t_m} \frac{1}{(1 + \lambda \tau)^{m-l} (1 + L_{F,T})^{m-l} (1 + \frac{1}{(1 + \lambda \tau)^{m-l} t_m^{1-\kappa}})} \, dr.
\]

Using that $(1 + L_{F,T})^{m-l} \leq C$ for the range of $r$ used to compute the integral, we see that
\[
|E_{1,3,2}(s,t)| \leq C \tau^{-1/2 - 2\kappa}.
\]

After integration with respect to $s$, we obtain
\[
|E_{1,3}(t)| \leq \int_{t_m}^{t} (|E_{1,3,1}(s,t)| + |E_{1,3,2}(s,t)|) \, ds \leq C (\tau + \tau^{1/2 - 2\kappa}),
\]
and
\[
|E_{1}(t)| \leq C (\tau^{1/2 - 2\kappa} + |x| \frac{\tau^{1-\kappa}}{t_m^{1-\kappa}} + \tau^{1-\kappa}).
\]

Using the bounds on $E_2$ and $E_3$, we therefore obtain that when $m \geq 1$ and $t_m \leq t \leq t_{m+1}$
\[
|\mathbb{E}(P_M \tilde{X}^h(t)) - \mathbb{E}(P_M X^h_m)| \leq C \tau^{1/2 - 2\kappa}(1 + \frac{|x|}{(m\tau)^{1-\kappa}}).
\]

As a consequence, we obtain
\[
\left| \frac{1}{N_T} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \left[ \mathbb{E}(P_M \tilde{X}^h(t)) - \mathbb{E}(P_M X^h_m) \right] dt \right| \\
\leq C \tau^{1/2 - 2\kappa}(1 + |x| \frac{1}{N_T} \int_{t_1}^{t_{N_T}} \frac{1}{t^{1-\kappa}} dt) \\
\leq C \tau^{1/2 - 2\kappa}(1 + \frac{|x|}{(N_T)^{1-\kappa}}).
\]

(41)

7.3. Control of the time-discretization error $\frac{1}{N_T} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E}(\mathcal{L}^h - \mathcal{L}^{r,m,h}) \tilde{\psi}^{(M)}(\tilde{X}^h(t)) \, dt$.

To control this term, we will use ideas described in [3, 11] and in Sub-Section 7.1. We decompose the error into five terms:
\[
\frac{1}{N_T} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E}(\mathcal{L}^h - \mathcal{L}^{r,m,h}) \tilde{\psi}^{(M)}(\tilde{X}^h(s)) \, ds = \frac{1}{N_T} \sum_{m=1}^{N-1} (a_m + b_m + c_m + d_m + e_m),
\]
Lemma 7.1.

\[
\begin{align*}
    a_m &= \mathbb{E} \int_{t_m}^{t_{m+1}} \langle (I - S_{\tau,h}) A_h X^h_{m}, D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle \ dt, \\
    b_m &= \mathbb{E} \int_{t_m}^{t_{m+1}} \langle A_h (\tilde{X}^h(t) - X^h_{m}), D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle \ dt, \\
    c_m &= \mathbb{E} \int_{t_m}^{t_{m+1}} \langle (I - S_{\tau,h}) P_h F(X^h_{m}), D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle \ dt, \\
    d_m &= \mathbb{E} \int_{t_m}^{t_{m+1}} \langle F^h(\tilde{X}^h(t)) - F^h(X^h_{m}), D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle \ dt, \\
    e_m &= \frac{1}{2} \mathbb{E} \int_{t_m}^{t_{m+1}} \text{Tr} \left( (P_h P_h^* - (S_{\tau,h} P_h)(S_{\tau,h} P_h)^*) D^2\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \right) \ dt.
\end{align*}
\]

The estimates are:

\[
\begin{align*}
    \frac{1}{\tau N} \sum_{m=1}^{N-1} |a_m| &\leq C(1 + |x|^3)(1 + (N\tau)^{-1}) \tau^{1/2-2\kappa}, \\
    \frac{1}{N\tau} \sum_{m=1}^{N-1} |b_m| &\leq C(1 + |x|^3)(1 + T^{-1}) \tau^{1/2-2\kappa}, \\
    \frac{1}{N\tau} \sum_{m=1}^{N-1} |c_m| &\leq C(1 + |x|^2) \tau^{1/2-\kappa}, \\
    \frac{1}{N\tau} \sum_{m=1}^{N-1} |d_m| &\leq C \tau^{1/2-2\kappa}(1 + |x|^3)(1 + T^{-1+\kappa}), \\
    \frac{1}{\tau N} \sum_{m=1}^{N-1} |e_m| &\leq C(1 + |x|^2) \tau^{1/2-3\kappa}.
\end{align*}
\]

7.3.1. Estimate of \(a_m\). We have the equality of linear operators in \(L(V_h)\): \((I - S_{\tau,h}) A_h = -\tau S_{\tau,h} A_h^2\). Then, using [18], we decompose the error into three terms: \(a_m = a_m^1 + a_m^2 + a_m^3\), with

\[
\begin{align*}
    a_m^1 &= -\tau \mathbb{E} \int_{t_m}^{t_{m+1}} \langle S_{\tau,h} A_h^2 \tau S_{\tau,h}^m P_h x, P_h D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle \ dt \\
    a_m^2 &= -\tau \mathbb{E} \int_{t_m}^{t_{m+1}} \langle S_{\tau,h} A_h^2 \tau \sum_{l=0}^{m-1} S_{\tau,h}^{m-l} F^h(X^h_l), P_h D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle \ dt \\
    a_m^3 &= -\tau \mathbb{E} \int_{t_m}^{t_{m+1}} \langle S_{\tau,h} A_h^2 \sqrt{\tau} \sum_{l=0}^{m-1} S_{\tau,h}^{m-l} P_h \chi_{l+1}, P_h D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle \ dt;
\end{align*}
\]

The replacement of \(D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \in H\) with its orthogonal projection \(P_h D\tilde{\Psi}^{(M)}(\tilde{X}^h(t))\) is valid since the other factor in the scalar product belongs to \(V_h\).

The main task is to control the operator \(A_h^2\), using the benefits of the regularization properties of the semi-group \((S_{\tau,h}^k)_{k \in \mathbb{N}}\) and of the derivatives of \(\tilde{\Psi}^{(M)}\). The main difficulties appear in the control of \(a_m^3\), where a Malliavin integration by parts is required in order to obtain the correct weak order of convergence. The control of the other terms \(a_m^1\) and \(a_m^2\) is technical but much easier.
(1) Estimate of $a^1_m$

We write, for any small enough parameter $0 < \kappa < 1/2$, 

$$ a^1_m \leq \tau \mathbb{E} \int_{t_m}^{t_{m+1}} |S_{t,h}(-A_h)^{1/2+2\kappa} P_h \mathcal{L}(H)|(-A_h)^{-\kappa} S_{t,h}^m P_h \mathcal{L}(H) |P_h x|^\kappa \rangle_{V_h} (-A_h)^{-1/2-\kappa} P_h \hat{\Psi}^{(M)}(\tilde{X}^h(t)) \langle V_h dt 

\leq C|x|H \tau^{-1/2-2\kappa} t_m^{-1+\kappa} (1 + \lambda_0 \tau)^{-m\kappa} \int_{t_m}^{t_{m+1}} \mathbb{E} \|(-A)^{1/2-\kappa} \hat{\Psi}^{(M)}(\tilde{X}^h(t))\|_H dt 

\leq C(1 + |x|^3) \tau^{-1/2-2\kappa} t_m^{-1+\kappa} (1 + \lambda_0 \tau)^{-m\kappa},$$

thanks to Lemma 3.7, Lemma 3.10, Proposition 3.3 and Proposition 6.1.

Thanks to estimate (31), we get

$$ \frac{1}{N\tau} \sum_{m=1}^{N-1} |a^1_m| \leq C(1 + |x|^3) \tau^{1/2-2\kappa}(N\tau)^{-1}. \tag{43} $$

(2) Estimate of $a^2_m$

First we write

$$ a^2_m \leq C \tau \mathbb{E} \int_{t_m}^{t_{m+1}} |S_{t,h}(-A_h)^{1/2+2\kappa} \mathcal{L}(V_h)\|\tau(-A_h)^{-\kappa} \sum_{l=0}^{m-1} S_{t,h}^{m-l} P_h F^h(X^h_l)(-A_h)^{-1/2-\kappa} P_h \hat{\Psi}^{(M)}(\tilde{X}^h(t)) \langle V_h dt. $$

Since $F$ is supposed to be bounded by $\|F\|_{\infty}$, the estimate (31) yields

$$ |\tau(-A_h)^{-\kappa} \sum_{l=0}^{m-1} S_{t,h}^{m-l} P_h F^h(X^h_l)| \leq C \|F\|_{\infty} \tau \sum_{l=1}^{m} \frac{1}{(l\tau)^{1-\kappa}} \frac{1}{(1 + \lambda_0 \tau)^{\kappa}} \leq C. $$

With Lemma 3.10 and Proposition 6.1 we easily obtain

$$ \frac{1}{N\tau} \sum_{m=0}^{N-1} |a^2_m| \leq C(1 + |x|^2) \tau^{1/2-2\kappa}. \tag{44} $$

(3) Estimate of $a^3_m$

This is where things become harder. The problem is the same than for estimate $a_{1,3}^{m,h}$ in Sub-Section 7.1. As for $a_{1,3}^{m,h}$, using (19), we decompose $a^3_m = a_{3,1}^m + a_{3,2}^m$, with

$$ a_{3,1}^m = -\tau \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{(t_m-\tau_0)^0}^{(t_m-5\tau_0)^0} S_{t,h} A^2_{h} S_{t,h}^{m-l_1} P_h dW(s), P_h \hat{\Psi}^{(M)}(\tilde{X}^h(t)))dt, $$

$$ a_{3,2}^m = -\tau \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{(t_m-\tau_0)^0}^{(t_m-5\tau_0)^0} S_{t,h} A^2_{h} S_{t,h}^{m-l_2} P_h dW(s), P_h \hat{\Psi}^{(M)}(\tilde{X}^h(t)))dt. $$

We remark that $a_{3,1}^m = 0$ if $t_m < 5\tau_0$. Thanks to the Cauchy-Schwarz inequality, to Proposition 6.1 (for $\beta = 0$) and Lemma 3.10 we get

$$ |\mathbb{E} \int_{0}^{(t_m-5\tau_0)^0} S_{t,h} A^2_{h} S_{t,h}^{m-l_1} P_h dW(s), P_h \hat{\Psi}^{(M)}(\tilde{X}^h(t)))| $$

$$ \leq (\mathbb{E} \int_{0}^{(t_m-5\tau_0)^0} S_{t,h} A^2_{h} S_{t,h}^{m-l_1} P_h dW(s))^2 \|P_h \hat{\Psi}^{(M)}(\tilde{X}^h(t))\|^2_H)^{1/2} \leq C(1 + |x|^2); $$

indeed we have the following inequality for $0 < \tau \leq \tau_0$:

$$ \mathbb{E} \int_{0}^{(t_m-5\tau_0)^0} R_{\tau} A^2_{h} S_{t,h}^{m-l_2+1} P_h dW(s) \leq C. $$
The proof is easily adapted from the corresponding one in the estimate of $a_{1,3}^{m,h}$ in Sub-Section \textbf{6.1}.

Then

$$\frac{1}{N\tau} \sum_{m=0}^{N-1} |a_{m}^{3,1}| \leq C(1 + |x|^2)\tau.$$ 

For $a_{m}^{3,2}$, we use the integration by parts formula of Lemma \textbf{6.3} to get

$$a_{m}^{3,2} = -\tau E \int_{t_m}^{t_{m+1}} \int_{(t_m-5\tau)_0}^{t_m} S_{\tau,h} A_{1,3}^{2} S_{\tau,h}^{m-l_s} P_{h} dW(s) , P_{h} D \tilde{\phi}(M)(\tilde{X}^{h}(t)) dt$$

$$= -\tau E \int_{t_m}^{t_{m+1}} \int_{(t_m-5\tau)_0}^{t_m} \text{Tr} \left( S_{\tau,h}^{m-l_s} A_{1,3}^{2} S_{\tau,h} P_{h} D^2 \tilde{\phi}(M)(\tilde{X}^{h}(t)) D_s \tilde{X}^{h}(t) \right) ds dt.$$ 

Thanks to both estimates of Lemma \textbf{6.5} we have for $(t_m - 5\tau)_0 \leq s \leq t_m \leq t \leq t_{m+1}$

$$|(A_{h})^{\beta} D_s \tilde{X}^{h}(t)| \leq C(1 + L_{F,\tau})^{m-l_s} (1 + \frac{1}{(1 + \lambda_0 \tau)(1-\beta)(m-l_s)\tau^{\beta,m-l_s}}),$$

and we see that $(1 + L_{F,\tau})^{m-l_s}$ is bounded by a constant.

Seen in $L(H)$, we have $A_{h}^{1/\kappa} P_{h} = A_{h}^{1/\kappa} P_{h} (-A)^{1/\kappa} (-A)^{1/\kappa} (-A)^{\kappa} (-A)^{-\kappa} P_{h}$; then we use the fact that $\text{Tr}((-A)^{-1/\kappa}) < +\infty$, and the equivalence of norms of Proposition \textbf{3.3} so that $\sup_{0<h<1} \text{Tr}((-A_{h})^{1/\kappa} P_{h}) < +\infty$; then

$$|a_{m}^{3,2}| \leq \tau E \int_{t_m}^{t_{m+1}} \int_{(t_m-5\tau)_0}^{t_m} \left| S_{\tau,h} (-A_{h})^{1+2\beta} |L(V_{h})| \left((A_{h})^{1-3\beta} S_{\tau,h}^{m-l_s} \right) \left( \text{Tr}((-A)^{-1/\kappa}) \right) dt \right| ds dt$$

$$\leq C \tau^{1/2 - 2}\kappa \int_{t_m}^{t_{m+1}} \int_{(t_m-5\tau)_0}^{t_m} \frac{1}{(1 + \lambda_0 \tau)(m-l_s)\tau^{\beta,m-l_s}} \left( 1 + \frac{1}{1 + \lambda_0 \tau}(1 - \kappa) \right) ds dt (1 + |x|^2)$$

using estimate \textbf{(31)}, Assumption \textbf{2.2} Proposition \textbf{6.1} Lemmas \textbf{6.5} and \textbf{3.7}.

We obtain

$$\frac{1}{N\tau} \sum_{m=1}^{N-1} |a_{m}^{3,2}| \leq C(1 + |x|^2)\tau^{1/2 - 2}\kappa.$$ 

Therefore

$$\frac{1}{N\tau} \sum_{m=1}^{N-1} |a_{m}^{3}| \leq C(1 + |x|^2)\tau^{1/2 - 2}\kappa.$$ 

With the previous estimates on $a_{1}^{1}$, $a_{2}^{2}$ and $a_{3}^{3}$, we get

$$\frac{1}{N\tau} \sum_{m=1}^{N-1} |a_{m}| \leq C(1 + |x|^3)(1 + T^{-1})\tau^{1/2 - 2}\kappa.$$
7.3.2. Estimate of \( b_m \). We decompose the corresponding term into three parts: \( b_m = b_m^1 + b_m^2 + b_m^3 \), with

\[
\begin{align*}
    b_m^1 &= \mathbb{E} \int_{t_m}^{t_{m+1}} (t - t_m) \langle A_h (I - S_{\tau, h}) X_m, P_h D \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle dt \\
    b_m^2 &= \mathbb{E} \int_{t_m}^{t_{m+1}} (t - t_m) \langle A_h S_{\tau, h} F(X_m), P_h D \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle dt \\
    b_m^3 &= \mathbb{E} \int_{t_m}^{t_{m+1}} \left( \int_{t_m}^{t} A_h S_{\tau, h} P_h dW(s), P_h D \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \right) dt.
\end{align*}
\]

(1) **Estimate of \( b_m^1 \)**

\( b_m^1 \) is bounded by the same expression as \( a_m \); by (46) we have

\[
\frac{1}{N \tau} \sum_{m=1}^{N-1} |b_m^1| \leq C(1 + |y|^3)(1 + T^{-1})^{1/2-2\kappa}.
\]

(2) **Estimate of \( b_m^2 \)**

We have

\[
|b_m^2| \leq \tau \mathbb{E} \int_{t_m}^{t_{m+1}} \left| (-A_h)^{1/2+\kappa} S_{\tau, h} P_h \right|_{L(H)} |P_h F(X_m)| \left| (-A_h)^{1/2-\kappa} P_h D \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \right| dt
\]

\[
\leq \|F\|_\infty \tau^{1/2-\kappa}(1 + |x|^2).
\]

We then have

\[
\frac{1}{N \tau} \sum_{m=1}^{N-1} |b_m^2| \leq C \tau^{1/2-\kappa}(1 + |x|^2).
\]

(3) **Estimate of \( b_m^3 \)**

We again use the integration by parts formula to rewrite \( b_m^3 \):

\[
\begin{align*}
    b_m^3 &= \mathbb{E} \int_{t_m}^{t_{m+1}} \left( \int_{t_m}^{t} A_h S_{\tau, h} P_h dW(s), P_h D \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \right) dt \\
    &= \mathbb{E} \int_{t_m}^{t_{m+1}} \left( \int_{t_m}^{t} \text{Tr}(S_{\tau, h} A_h P_h D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \mathcal{D}_s \tilde{X}^h(t)) ds \right) dt.
\end{align*}
\]

From (20), for \( t_m \leq s \leq t \leq t_{m+1} \) we have \( \mathcal{D}_s \tilde{X}^h(t) = S_{\tau, h} P_h \ell \); as a consequence, the situation is much simpler and we do not need to use the same trick as in the control of \( a_m^3 \).

Then we have

\[
|b_m^3| \leq \mathbb{E} \int_{t_m}^{t_{m+1}} (t - t_m) \left| \text{Tr}(S_{\tau, h} A_h P_h D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t))) S_{\tau, h} P_h \right| dt
\]

\[
\leq C \tau \int_{t_m}^{t_{m+1}} |S_{\tau, h}(-A_h)^{1/2+\kappa/2} P_h|_{L(H)}|\text{Tr}((-A)^{-1/2-\kappa/2})|(-A)^{\kappa} S_{\tau, h} P_h|_{L(H)}
\]

\[
\|(-A_h)^{1/2-\kappa/2} P_h D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t))(-A)^{1/2-\kappa/2} P_h|_{L(H)} dt
\]

\[
\leq C(1 + |x|^2)\tau^{1/2-3\kappa/2}.
\]

Therefore

\[
\frac{1}{N \tau} \sum_{m=1}^{N-1} |b_m^3| \leq C(1 + |x|^2)\tau^{1/2-3\kappa/2}.
\]
With the previous estimates, we get
\begin{equation}
\frac{1}{N\tau} \sum_{m=1}^{N-1} |b_m| \leq C(1 + |x|^3)(1 + T^{-1})\tau^{-1/2-2\kappa}.
\end{equation}

7.3.3. Estimate of $c_m$. This term is easy to treat: we have
\begin{align*}
|c_m| & \leq \mathbb{E} \int_{t_m}^{t_{m+1}} |(-A_h)^{-1/2+\kappa}(I - S_{r,h})| P_h F(X^h_{m})||(-A_h)^{1/2-\kappa} P_h D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)))|dt \\
& \leq C\tau^{-1/2-\kappa}(1 + |x|^2),
\end{align*}
where we have used Proposition 6.1, Assumption 2.7 and Lemma 3.7. Then we see that
\begin{equation}
\frac{1}{N\tau} \sum_{m=1}^{N-1} |c_m| \leq C\tau^{1/2-\kappa}(1 + |x|^2).
\end{equation}

7.3.4. Estimate of $d_m$. The term $d_m$ contains the error between $F^h(\tilde{X}^h(t))$ and $F^h(X^h_{m})$; we recall that $F^h = P_h \circ F$. We perform an expansion with respect to an orthonormal basis $(e_i^h)_{i \in \mathbb{N}}$ of $H$, such that $(e_i^h)_{i=0}^{N_h-1}$ is the orthonormal basis of $V_h$ introduced in Proposition 3.2 - the vectors $e_i^h$ for $i \geq N_h$ do not matter.

In this orthonormal system, the cylindrical Wiener process is expanded as
\begin{equation}
W(t) = \sum_{i \in \mathbb{N}} \beta_i^h(t)e_i^h,
\end{equation}
with a family $(\beta_i^h)_{i \in \mathbb{N}}$ of independent standard one-dimensional Wiener processes.

Let $F_i^h : H \to \mathbb{R}$ denote the function such that $F_i^h(x) = \langle F^h(x), e_i^h \rangle$. We also denote, for any $i \in \mathbb{N}$, by $\partial_i^h$ the operator such that $\partial_i^h \phi(x) = \langle D\phi(x), e_i^h \rangle \in \mathbb{R}$, for any $x \in H$, where $\phi : H \to \mathbb{R}$ is of class $C^1$. Then
\begin{equation}
\langle F^h(\tilde{X}^h(t)) - F^h(X^h_{m}), D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle = \sum_{i=0}^{N_h-1} (F_i^h(\tilde{X}^h(t)) - F_i^h(X^h_{m}))\partial_i^h \tilde{\Psi}^{(M)}(\tilde{X}^h(t)).
\end{equation}

The Itô formula gives for $t_m \leq t < t_{m+1}$ and $0 \leq i \leq N_h - 1$
\begin{align*}
F_i^h(\tilde{X}^h(t)) - F_i^h(X^h_{m}) &= \frac{1}{2} \int_{t_m}^{t} \text{Tr}(S_{r,h}S_{r,h}^* P_h D^2 F_i^h(\tilde{X}^h(s)))ds \\
& \quad + \int_{t_m}^{t} \langle A_h S_{r,h} X^h_{m}, DF_i^h(\tilde{X}^h(s)) \rangle ds \\
& \quad + \int_{t_m}^{t} \langle S_{r,h} F^h(X^h_{m}), DF_i^h(\tilde{X}^h(s)) \rangle ds \\
& \quad + \int_{t_m}^{t} \langle DF_i^h(\tilde{X}^h(s)), S_{r,h} P_h dW(s) \rangle.
\end{align*}

Thanks to this, $d_j^i$ for $j \in \{1,2,3,4\}$ are naturally defined, and we now control each term.

1. **Estimate of $d_1^m$**

   By definition, we have
   \begin{equation}
d_m = \int_{t_m}^{t_{m+1}} \frac{1}{2} \int_{t_m}^{t} \sum_{i=0}^{N_h-1} \text{Tr}(S_{r,h}S_{r,h}^* P_h D^2 F_i^h(\tilde{X}^h(s)))ds \partial_i^h \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) dt.
   \end{equation}
Expanding the trace thanks to the complete orthonormal system \((e^h_i)_{i \in \mathbb{N}}\),
\[
\sum_{i=0}^{N_h-1} \text{Tr}(P_h S^* \tau, h P_h D^2 F^h_i (\bar{X}^h(s)) S \tau, h P_h) \partial_i \ddot{\Psi}^M(\bar{X}^h(t))
\]
\[
= \sum_{i=0}^{N_h-1} \sum_{j=0}^{N_h-1} \langle D^2 F^h_i (\bar{X}^h(s)) \frac{1}{(1 + \lambda^h_j)^2} e^h_j, e^h_j \rangle \partial_i \ddot{\Psi}^M(\bar{X}^h(t))
\]
\[
= \sum_{i=0}^{N_h-1} \sum_{j=0}^{N_h-1} \frac{1}{(1 + \lambda^h_j)^2} D^2 F^h_i (\bar{X}^h(s)).(e^h_j, e^h_j) \partial_i \ddot{\Psi}^M(\bar{X}^h(t)).
\]

For any fixed \(0 \leq j \leq N_h - 1\), the Cauchy-Schwarz inequality yields
\[
| \sum_{i=0}^{N_h-1} D^2 F^h_i (\bar{X}^h(s)).(e^h_j, e^h_j) \partial_i \ddot{\Psi}^M(\bar{X}^h(t)) |
\]
\[
\leq \left( \sum_{i=0}^{N_h-1} \left| D^2 F^h_i (\bar{X}^h(s)).(e^h_j, e^h_j) \right|^2 \right)^{1/2} \left( \sum_{i=0}^{N_h-1} (\lambda^h_j)^{2n} \partial_i \ddot{\Psi}^M(\bar{X}^h(t))^2 \right)^{1/2},
\]
where \(\eta \leq 1/2\) is defined in Assumption 2.7.

The second factor is bounded from above by \(\left| (-A^h)^n P_h D^2 \ddot{\Psi}^M(\bar{X}^h(t)) \right| \leq C\left| (-A)^n D^2 \ddot{\Psi}^M(\bar{X}^h(t)) \right|\), thanks to Proposition 3.3.

To control the first factor, thanks to Assumption 2.7, we get
\[
\left( \sum_{i=0}^{N_h-1} \frac{\left| D^2 F^h_i (\bar{X}^h(s)).(e^h_j, e^h_j) \right|^2}{(\lambda^h_j)^{2n}} \right)^{1/2} = \left| (-A^h)^{-n} P_h D^2 F(\bar{X}^h(s)).(e^h_j, e^h_j) \right| \leq C\left| (-A)^{-n} D^2 F(\bar{X}^h(s)).(e^h_j, e^h_j) \right| \leq C|e^h_j| \tau|e^h_j| \leq C,
\]

since \((e^h_j)_j\) is an orthonormal system, and using Proposition 3.3.

Therefore we obtain
\[
| \sum_{i=0}^{N_h-1} \text{Tr}(S \tau, h, S^* \tau, h P_h D^2 F^h_i (\bar{X}^h(s))) \partial_i \ddot{\Psi}^M(\bar{X}^h(t)) |
\]
\[
\leq C(1 + |x|^2) \sum_{j=0}^{N_h-1} \frac{1}{(1 + \lambda^h_j)^{2n}} \leq C(1 + |x|^2) \tau^{-1/2 - \kappa} \sum_{j=0}^{N_h-1} \frac{(\lambda^h_j)^{1/2+\kappa}}{(1 + \lambda^h_j)^{2}} \left( \lambda^h_j \right)^{1/2+\kappa} \leq C(1 + |x|^2) \tau^{-1/2 - \kappa} \text{Tr}(P_h (-A^h)^{-1/2 - \kappa} P_h).
\]

Then thanks to Proposition 3.4, we have
\[
|d^1_m| \leq C(1 + |x|^2) \tau^{1/2 - \kappa},
\]
and
\[
\frac{1}{N^\tau} \sum_{m=1}^{N^\tau} |d^1_m| \leq C(1 + |x|^2) \tau^{1/2 - \kappa}.
\]
(2) **Estimate of** $d_m^2$

Thanks to (18) and (19), we have

\[
d_m^2 = \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \sum_{i=0}^{N_t-1} \langle A_h S_{\tau,h} X_m^h, D F_i^h (\tilde{X}^h(s)) \rangle \partial_i^h \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) ds dt
\]

\[
= \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \sum_{i=0}^{N_t-1} \langle A_h S_{\tau,h}^{m+1} P_h x + \tau \sum_{l=0}^{m-1} A_h S_{\tau,h}^{m-l+1} F^h (X_l^h), D F_i^h (\tilde{X}^h(s)) \rangle \partial_i^h \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) ds dt
\]

\[
+ \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \sum_{i=0}^{N_t-1} \langle A_h \int_0^{t_m} S_{\tau,h}^{m-l,1} P_h dW(r), D F_i^h (\tilde{X}^h(s)) \rangle \partial_i^h \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) ds dt
\]

\[
:= d_m^{2,1} + d_m^{2,2}.
\]

(i) For the first term, since $F$ and $D F$ are bounded on $H$ and $\tau \leq \tau_0$, we have, using (31),

\[
|d_m^{2,1}| = |\mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \langle D F^h (\tilde{X}^h(s)), (A_h S_{\tau,h}^{m+1} P_h x + A_h \tau \sum_{l=0}^{m-1} S_{\tau,h}^{m-l+1} F^h (X_l^h), D \Psi^{(M)}(\tilde{X}^h(t)) \rangle ds dt|
\]

\[
\leq \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} |(-A_h)^{\kappa} S_{\tau,h} P_h|_{\mathcal{L}(H)} \left( |(-A_h)^{1-\kappa} S_{\tau,h}^{m+1} P_h x| + \tau \sum_{l=0}^{m-1} |(-A_h)^{1-\kappa} S_{\tau,h}^{m-l} P_h x|_{\mathcal{L}(H)} |P_h F (X_l^h)| \right)
\]

\[
\times |D \Psi^{(M)}(\tilde{X}^h(t))| ds dt
\]

\[
\leq C \tau^{1-\kappa} (1 + |x|^2) \left( t_m^{1+\kappa} |x| + \tau \sum_{l=0}^{m} t_m^{-1-\kappa} \frac{1}{(1 + \lambda_0 \tau)(m-l)^\kappa} \right)
\]

\[
\leq C \tau^{1-\kappa} (1 + |x|^3) \tau \left( \frac{1}{t_m^{1-\kappa}} + 1 \right).
\]

Therefore

\[
\frac{1}{N_T} \sum_{m=1}^{N-1} |d_m^{2,1}| \leq C \tau^{1-\kappa} (1 + |x|^3) \tau \sum_{m=1}^{N-1} \frac{1}{t_m^{1-\kappa}} + 1
\]

\[
\leq C \tau^{1-\kappa} (1 + |x|^3) \left( \frac{1}{T} \int_0^T \frac{1}{t^{1-\kappa}} dt + 1 \right)
\]

\[
\leq C \tau^{1-\kappa} (1 + |x|^3) (1 + T^{-1+\kappa}) \int_0^1 \frac{1}{s^{1-\kappa}} ds
\]

\[
\leq C \tau^{1-\kappa} (1 + |x|^3) (1 + T^{-1+\kappa}).
\]

(54)
(ii) For the second term, we again use an integration by parts, after a decomposition of the time interval - as in the estimates for \( a_m^3 \). First,

\[
d_m^{2,2} = \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \sum_{i=0}^{N_h-1} \langle A_h \int_0^{t_{m-5\tau_0}} S_{\tau,h}^{m-l_r+1} P_h dW(t), DF_i^h(\tilde{X}^h(s)) \partial_i^h \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle d\beta_m(t) dtdt
\]

\[
= \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \sum_{i=0}^{N_h-1} \langle A_h \int_0^{t_{m-5\tau_0}} S_{\tau,h}^{m-l_r+1} P_h dW(t), DF_i^h(\tilde{X}^h(s)) \partial_i^h \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle d\beta_m(t) dtdt
\]

\[
+ \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \sum_{i,j,m=0}^{N_h-1} \langle A_h \int_0^{t_{m-5\tau_0}} S_{\tau,h}^{m-l_r+1} e_m^h, e_j^h \rangle d\beta_m(t) d\beta_m(t) d\beta_m(t) dtdt
\]

\[
= d_m^{2,2} + d_m^{2,2}.
\]

Recall that \((e_m^h)_{0 \leq i \leq N_h-1}\) is the orthonormal basis of \( V_h \) introduced in Proposition 3.2. See also \([52]\). For \( d_m^{2,2} \), we can work directly as for the similar part in \( a_m^3 \) and we see that

\[
|d_m^{2,2}| \leq \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \sum_{i=0}^{N_h-1} \langle A_h \int_0^{t_{m-5\tau_0}} S_{\tau,h}^{m-l_r+1} P_h dW(t), DF_i^h(\tilde{X}^h(s)) \partial_i^h \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle d\beta_m(t) dtdt
\]

\[
\leq \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \mathbb{E} |DF_i^h(\tilde{X}^h(s)), A_h S_{\tau,h} | \int_0^{t_{m-5\tau_0}} S_{\tau,h}^{m-l_r} P_h dW(t), D\tilde{\Psi}^{(M)}(\tilde{X}^h(t)) | d\beta_m(t) dtdt
\]

\[
\leq \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} (\mathbb{E} |A_h S_{\tau,h} | \int_0^{t_{m-5\tau_0}} S_{\tau,h}^{m-l_r} P_h dW(t))^2)^{1/2} \mathbb{E} |D\tilde{\Psi}^{(M)}(\tilde{X}^h(t))|^2)^{1/2} d\beta_m(t) dtdt
\]

\[
\leq C \tau^2 (1 + |x|^2),
\]

thanks to Lemmas 3.10 Proposition 6.1 and to the estimate proved in the control of \( a_m^3 \):

\[
\mathbb{E} |A_h S_{\tau,h} | \int_0^{t_{m-5\tau_0}} S_{\tau,h}^{m-l_r} P_h dW(t) |^2 \leq \mathbb{E} |A_h S_{\tau,h} | \int_0^{t_{m-5\tau_0}} S_{\tau,h}^{m-l_r} P_h dW(t) |^2 \leq C.
\]
For \( d_m^{2.2.2} \), we can write thanks to the Malliavin integration by parts (28) and with the chain rule

\[
d_m^{2.2.2} = \mathbb{E} \int_{t_m}^{t_m+1} \int_{t_m}^{t_m} \sum_{i,j,m=0}^{N_h-1} \langle A_h \int_{t_m}^{t_m} S^{m-l_r+1} e^{m}, e^{n} \rangle d\partial^{h} (r) \partial^{h} F_i (S) \partial^{h} \tilde{\Psi}^M (\tilde{X}^h(t)) ds dt \]

\[
= \mathbb{E} \int_{t_m}^{t_m+1} \int_{t_m}^{t_m} \sum_{i,j,m=0}^{N_h-1} \langle A_h S^{m-l_r+1} e^{m}, e^{n} \rangle d\partial^{h} (r) \partial^{h} F_i (\tilde{X}^h(t)) \langle D_{r}^{h} \tilde{X}^h(t), e^{n} \rangle ds dt
\]

\[
+ \mathbb{E} \int_{t_m}^{t_m+1} \int_{t_m}^{t_m} \sum_{i,j,m=0}^{N_h-1} \langle A_h S^{m-l_r+1} e^{m}, e^{n} \rangle d\partial^{h} (r) \partial^{h} F_i (\tilde{X}^h(t)) \langle D_{r}^{h} \tilde{X}^h(t), e^{n} \rangle ds dt
\]

\[
= \mathbb{E} \int_{t_m}^{t_m+1} \int_{t_m}^{t_m} \sum_{i,m=0}^{N_h-1} D^2 F_i^h (\tilde{X}^h(t)) \langle A_h S^{m-l_r+1} e^{m}, D_{r}^{h} \tilde{X}^h(t) \rangle \langle D_{r}^{h} \tilde{X}^h(t), e^{n} \rangle ds dt
\]

\[
+ \mathbb{E} \int_{t_m}^{t_m+1} \int_{t_m}^{t_m} \sum_{i,m=0}^{N_h-1} \langle B_i (s,t) A_h S^{m-l_r+1} e^{m}, D_{r}^{h} \tilde{X}^h(t) \rangle ds dt
\]

\[
+ \mathbb{E} \int_{t_m}^{t_m+1} \int_{t_m}^{t_m} \sum_{i,m=0}^{N_h-1} \text{Tr} \left( P_h (D_{r} \tilde{X}^h(s)) D^2 F_i^h (\tilde{X}^h(s)) A_h S^{m-l_r+1} P_h \right) \langle D_{r}^{h} \tilde{X}^h(t), e^{n} \rangle ds dt
\]

\[
+ \mathbb{E} \int_{t_m}^{t_m+1} \int_{t_m}^{t_m} \sum_{i,m=0}^{N_h-1} \text{Tr} \left( P_h (D_{r} \tilde{X}^h(t)) B_i (s,t) A_h S^{m-l_r+1} P_h \right) ds dt,
\]

where we define, for each \( 0 \leq i \leq N_h-1 \), a linear operator on \( V_h \) by

\[
\langle B_i (s,t) x_h, y_h \rangle = \langle D F_i^h (\tilde{X}^h(s)), x_h \rangle \sum_{n=0}^{N_h-1} \partial^{h} \langle D^{h} \tilde{\Psi}^M (\tilde{X}^h(t)), y_h \rangle
\]

\[
= \langle D F_i^h (\tilde{X}^h(s)), x_h \rangle \langle D^2 \tilde{\Psi}^M (\tilde{X}^h(t)), e^{n} \rangle, y_h \rangle.
\]

We have, for any \( x_h, y_h \in V_h \), \( \sum_{i=0}^{N_h-1} \langle B_i (s,t) x_h, y_h \rangle = D^2 \tilde{\Psi}^M (\tilde{X}^h(t)) (DF^h (\tilde{X}^h(s)), x_h, y_h) \)

and, using Proposition 6.1 and Assumption 2.7

\[
| \sum_{i=0}^{N_h-1} B_i (s,t) | \leq | D F (\tilde{X}^h(s)) | | D^2 \tilde{\Psi}^M (\tilde{X}^h(t)) | \in L^2 (H);
\]

so we can write, for \( (t_m - 5\tau_0) \lor 0 \leq r \leq t_m \)

\[
\sum_{i=0}^{N_h-1} \text{Tr} \left( P_h (D_{r} \tilde{X}^h(t)) B_i (s,t) A_h S^{m-l_r+1} P_h \right)
\]

\[
\leq | D_{r} \tilde{X}^h(t) | \sum_{i=0}^{N_h-1} B_i (s,t) | \langle D_{r} \tilde{X}^h(t), (-A_h)^{1-3\kappa/2} S^{m-l_r} P_h | L(H) \rangle | S_{r, h} (-A_h)^{1/2+2\kappa} P_h | L(H) \rangle \text{Tr} (P_h (-A_h)^{-1/2-\kappa/2} P_h)
\]

\[
\leq C r^{-1/2-2\kappa/2} t_m^{-1-3\kappa/2} \frac{1}{(1 + \lambda_0 \tau)^{(m-l_r)3\kappa/2}}.
\]

using Lemma 6.5 - since \( (1 + L_F \tau)^{m-l_r} \leq C \) - and Lemma 3.7.

For the other term, we have to deal with the poor regularity of \( F \) at second order. We proceed as in the control of \( d_m^h \), and expand the trace with respect to the orthonormal basis \( \{ e_i \} \in \mathbb{N} \) of \( H \).
\[
\sum_{i=0}^{N_h-1} \text{Tr} \left( P_h (D_r \tilde{X}^h(s))^* D^2 F^h_i (\tilde{X}^h(s)) A_h S_{r,h}^{m-l_r+1} P_h \right) \partial^h_i \hat{\Psi}^{(M)}(\tilde{X}^h(t)) \right| \\
\leq |D_r \tilde{X}^h(s)|_{\mathcal{L}(V_h)} \sum_{i,j=0}^{N_h-1} \frac{|D^2 F^h_i (\tilde{X}^h(s)) . (e^h_j, e^h_j)|}{(\lambda^h_j \eta)^2} (1 + \lambda^h_j \eta)^{1+m-l_r} (\lambda^h_j \eta |\partial^h_i \hat{\Psi}^{(M)}(\tilde{X}^h(t))|) \\
\leq |D_r \tilde{X}^h(s)|_{\mathcal{L}(V_h)} |(-A_h)^{\eta} P_h D \hat{\Psi}^{(M)}(\tilde{X}^h(t))|_H \sum_{j=0}^{N_h-1} |(-A_h)^{-\eta} D^2 F^h (\tilde{X}^h(s)) . (e^h_j, e^h_j)| \frac{\lambda^h_j}{(1 + \lambda^h_j \tau)^{1+m-l_r}},
\]
thanks to the Cauchy-Schwarz inequality.

By using the same analysis as in the estimation of \(d^3_m\), we see that the above expression is bounded by
\[
C |D_r \tilde{X}^h(s)|_{\mathcal{L}(V_h)} |(-A_h)^{\eta} P_h D \hat{\Psi}^{(M)}(\tilde{X}^h(t))|_H \sum_{j=0}^{N_h-1} \frac{\lambda^h_j}{(1 + \lambda^h_j \tau)^{1+m-l_r}};
\]
but the last sum is equal to \(\text{Tr}(P_h A_h S_{r,h}^{m-l_r+1})\), so that we see that indeed the two expressions in \(d^2_m\) are bounded by the same expression.

Therefore
\[
|d^2_{m,2}| \leq C(1 + |x|^2) \tau^{1/2 - 2\kappa},
\]
as already proved - see [31].

Now gathering estimates for \(d^2_{m,1}\) and \(d^2_{m,2}\), we obtain
\[
\frac{1}{N^2} \sum_{m=1}^{N-1} |d^2_m| \leq C(1 + |x|^2) \tau^{1/2 - 2\kappa},
\]
(55)

(3) **Estimate of \(d^3_m\)** We have
\[
d^3_m = \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \sum_{i=0}^{N_h-1} \langle S_{r,h} F^h(X^h_m), D F^h_i (\tilde{X}^h(s)) \partial^h_i \hat{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle ds dt \\
= \mathbb{E} \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \langle P_h D \hat{\Psi}^{(M)}(\tilde{X}^h(t)), D F^h (\tilde{X}^h(s)) . (S_{r,h} F^h(X^h_m)) \rangle ds dt.
\]
We have assumed \(F\) and \(DF\) to be bounded, so we easily get
\[
|d^3_m| \leq C(1 + |x|^2) \tau^2
\]
and
\[
\frac{1}{N^2} \sum_{m=1}^{N-1} |d^3_m| \leq C(1 + |x|^2) \tau.
\]
(56)
(4) **Estimate of \( d_m^4 \)**

Finally, thanks to the integration by parts formula of Proposition [6.3], we have

\[
d_m^4 = E \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \sum_{i=0}^{N-1} \langle D F^{h}_i (\tilde{X}^h(t)), S_{r,h} P_h dW(s) \rangle \partial^{h} \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) \rangle dt
\]

\[
= E \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} Tr \left( (D_{s} \tilde{X}^h(t))^* P_h D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) D F^{h}(\tilde{X}^h(s)) S_{r,h} P_h \right) ds dt
\]

\[
= E \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} Tr \left( S_{r,h} P_h D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t)) D F^{h}(\tilde{X}^h(s)) S_{r,h} \right) ds dt;
\]

indeed, we have \( D_s^\ell \tilde{Y}(t) = S_{r,h} \ell \) for all \( \ell \in V_h \), when \( t_m \leq s \leq t \leq t_{m+1} \) - see also the control of \( b_m^\ell \). Now,

\[
|d_m^4| \leq E \int_{t_m}^{t_{m+1}} \int_{t_m}^{t} \left| (S_{r,h}(-A_h)^{1/2+\kappa})_{L(V_h)} \right| D F(\tilde{X}^h(s))_{L(H)} |S_{r,h}|_{L(V_h)} \times |D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t))_{L(H)} Tr(P_h(-A_h)^{-1/2-\kappa} P_h) ds dt
\]

\[
\leq C(1 + |x|^2)^{\tau^{1/2-\kappa}},
\]

and

\[
\frac{1}{N^\tau} \sum_{m=1}^{N-1} |d_m^4| \leq C(1 + |x|^2)^{\tau^{1/2-\kappa}}.
\]

(5) **Estimate of \( d_m \): conclusion**

With (53), (54), (55), (56) and (57), we get

\[
\frac{1}{N^\tau} \sum_{m=1}^{N-1} |d_m| \leq C \tau^{1/2-2\kappa}(1 + |x|^2)(1 + T^{-1+\kappa}).
\]

7.3.5. **Estimate of \( e_m \).**

Using the symmetry of the operators \( P_h \in L(H) \) and \( S_{r,h} \in L(V_h) \), the commutativity of \( P_h \) and \( S_{r,h} \) and the fact that \( P_h \) is a projector, we have in \( L(H) \)

\[
P_h P_h^* - (S_{r,h} P_h)(S_{r,h} P_h)^* = 2 P_h S_{r,h} P_h (I - S_{r,h}) P_h + P_h (I - S_{r,h}) P_h (I - S_{r,h}) P_h;
\]

we then decompose \( e_m \) into two parts: \( e_m = e_m^1 + e_m^2 \), with

\[
e_m^1 := E \int_{t_m}^{t_{m+1}} Tr(P_h S_{r,h} P_h (I - S_{r,h}) P_h D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t)));
\]

\[
e_m^2 := \frac{1}{2} E \int_{t_m}^{t_{m+1}} Tr(P_h (I - S_{r,h}) P_h (I - S_{r,h}) P_h D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t)));
\]

(1) **Estimate of \( e_m^1 \)**

\[
|e_m^1| \leq E \int_{t_m}^{t_{m+1}} |Tr((-A)^{-1/2-\kappa}(-A)^{2\kappa} P_h S_{r,h} P_h (I - S_{r,h}) P_h D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t))(-A)^{1/2-\kappa})| ds
\]

\[
\leq E \int_{t_m}^{t_{m+1}} Tr((-A)^{-1/2-\kappa})|(A)^{2\kappa} P_h S_{r,h} P_h (I - S_{r,h}) (-A)^{-1/2+\kappa})|_{L(H)}
\]

\[
\times \left|(-A_h)^{1/2-\kappa} P_h D^2 \tilde{\Psi}^{(M)}(\tilde{X}^h(t))(-A)^{1/2-\kappa}\right|_{L(V_h)} ds
\]

\[
\leq C(1 + |x|^2)^{\tau}|(-A_h)^{2\kappa} S_{r,h} P_h (I - S_{r,h}) (-A_h)^{-1/2+\kappa}|_{L(V_h)}
\]

\[
\leq C(1 + |x|^2)^{\tau^{1/2-2\kappa}} = C \tau^{1/2-2\kappa}.
\]
(2) Estimate of $e_m^2$

$$|e_m^2| = \frac{1}{2}\mathbb{E}\int_{t_m}^{t_{m+1}} \left| \text{Tr}(P_h(I - S_{\tau,h})P_h(I - S_{\tau,h})P_h D^2\tilde{\Psi}^{(M)}(\tilde{X}^h(t))) \right|$$

$$\leq \frac{1}{2}\mathbb{E}\int_{t_m}^{t_{m+1}} \left| \text{Tr}\left((-A)^{-1/2-\kappa}(-A)^{2\kappa}P_h(I - S_{\tau,h})P_h(I - S_{\tau,h}) \right. \right.$$ 

$$\left. \times P_h(-A_h)^{-1/2+\kappa}(-A_h)^{1/2-\kappa}D^2\tilde{\Psi}^{(M)}(\tilde{X}^h(t))(-A)^{1/2-\kappa}\right) ds$$

$$\leq C(1 + |x|^2)\tau \text{Tr}\left((-A)^{-1/2-\kappa}\right)|(-A)^{2\kappa}P_h(I - S_{\tau,h})P_h(I - S_{\tau,h})P_h(-A_h)^{-1/2+\kappa}|_{\mathcal{L}(H)}$$

$$\leq C(1 + |x|^2)\tau (-A_h)^{2\kappa}(I - S_{\tau,h})P_h(I - S_{\tau,h})(-A_h)^{-1/2+\kappa}|_{\mathcal{L}(H)}$$

$$\leq C(1 + |x|^2)\tau \tau^{-2\kappa+1/2-\kappa} = C \tau^{1+1/2-3\kappa}.$$  

(3) Estimate of $e_m$: conclusion

We thus have

$$\frac{1}{\tau N} \sum_{m=1}^{N-1} |e_m| \leq C(1 + |x|^2)\tau^{1/2-3\kappa}. (59)$$

7.3.6. Conclusion. With the above estimations, we get

$$\frac{1}{N\tau} \sum_{m=1}^{N-1} \int_{t_m}^{t_{m+1}} \mathbb{E}\left(\mathcal{L}^h - \mathcal{L}^{\tau,m,h}\right)(\tilde{X}^h(t)) dt \leq C(1 + |x|^2)\tau^{1/2-\kappa}(1 + T^{-1+\kappa} + T^{-1}). (60)$$

7.4. Conclusion. With (60), (40) and (41), we get

$$\frac{1}{N} \sum_{m=0}^{N-1} \left( \phi(X^h_m) - \bar{\phi} \right) \leq C(1 + |x|^2)\tau^{1/2-\kappa}(1 + T^{-1+\kappa} + T^{-1})(1 + h^{-\kappa}),$$

where $C$ does not depend of $T$, $h$ and $M$. 
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Appendix A. Study of the (finite-dimensional) Poisson equation

This Section is devoted to the proof of Proposition 6.1.

Let $\phi \in C_2^b$. For lighter notation, we will assume in this appendix that $\bar{\phi} = 0$. We define the function $u$ for any $t > 0$ and $x \in H$ by

$$u(t, x) = \mathbb{E}[\phi(X(t, x))],$$

which is solution of a finite dimensional Kolmogorov equation associated with the Galerkin finite dimensional approximation of (1):

$$\frac{du}{dt}(t, x) = Lu(t, x) = \frac{1}{2} \text{Tr} \left( D^2 u(t, x) \right) + \langle Ax + F(x), Du(t, x) \rangle.$$  

Since $\phi$ is of class $C^2$, bounded and with bounded derivatives, we are able to prove that with respect to $y$ the function $u$ is twice differentiable. Then, using the Itô formula, we can show that $\Psi$ is solution of (25).

To prove Proposition 6.1, we only need to show that $u \in C^2$ and that $u$ and its two first derivatives have estimates which are integrable with respect to $t$. In fact, we will show the result below:

**Proposition A.1.** Let $\phi \in C_2^b$ such that $\bar{\phi} = 0$ and $u$ defined by (61). There exist constants $C, c$ and $\tilde{\mu} > 0$ such that for any $0 \leq \beta, \gamma < 1/2$ there exist constants $C_\beta$ and $C_{\beta, \gamma}$ such that for any $t > 0$ and $y \in H$

$$|u(t, x)| \leq C(1 + |x|^2) \| \phi \|_\infty$$

$$|Du(t, x)|_\beta \leq C_\beta (1 + \frac{1}{t^{\beta}}) e^{-\tilde{\mu} t} (1 + |x|^2) \| \phi \|_{1, \infty}.$$  

and

$$|(-A)^\beta D^2 u(t, x)(-A)^\gamma|_{L(H)} \leq C_{\beta, \gamma} (1 + \frac{1}{t^{\beta+\gamma}}) e^{-\tilde{\mu} t} (1 + |x|^2) \| \phi \|_{2, \infty},$$

where $\eta < 1$ is defined in the Assumption 2.7

**Remark A.2.** In fact the estimation (63), is true for $\beta < 1$.

The proof of this result is similar to the proof done in [3].

**Remark A.3.** Since $\phi$ is of class $C^2$, bounded and with bounded derivatives, we are able to prove that with respect to $y$ the function $u$ is twice differentiable, and that the derivatives can be calculated in the following way:

• For any $h \in H$, we have

$$Du(t, x).h = \mathbb{E}[D\phi(X(t, x)).\eta^{h,x}(t)],$$

where $\eta^{h,x}$ is the solution of

$$\frac{d\eta^{h,x}(t)}{dt} = A\eta^{h,x}(t) + DF(X(t, x)).\eta^{h,x}(t),$$

$$\eta^{h,y}(0) = h.$$  

• For any $h, k \in H$, we have

$$D^2 u(t, x).(h, k) = \mathbb{E}[D^2\phi(X(t, x)).(\eta^{h,x}(t), \eta^{k,x}(t)) + D\phi(X(t, x)).\zeta^{h,k,x}(t)],$$

where $\zeta^{h,k,x}$ is the solution of

$$\frac{d\zeta^{h,k,x}(t)}{dt} = A\zeta^{h,k,x}(t) + DF(X(t, x)).\zeta^{h,k,x}(t),$$

$$\zeta^{h,y}(0) = h.$$
where \( \zeta^{h,k,x} \) is the solution of
\[
\frac{d\zeta^{h,k,x}(t)}{dt} = A\zeta^{h,k,x}(t) + DF(X(t,x)) \cdot \zeta^{h,k,x}(t) + D^2F(X(t,x)) \cdot (\eta^{h,x}(t), \eta^{k,x}(t)),
\]
\( \zeta^{h,k,x}(0) = 0. \)

Moreover, we already have the equation (62) (see (21)).

We will now show the equations (63) and (64). The singularity \( t^{-\eta} \) in (64) is a consequence of the regularity properties satisfied by \( F \). The proofs require several steps. First in Lemma A.4 below we prove estimates for a finite horizon and general \( 0 \leq \beta, \gamma < 1/2 \); then in Lemma A.6 we study the long-time behaviour in the particular case \( \beta = \gamma = 0 \); we finally conclude with the proofs of Proposition A.1.

First, we prove estimates of these quantities for \( 0 < t \leq 1 \) - see Lemmas 4.4 and 4.5 in [11], with a difference coming from the assumptions made on the nonlinear coefficient \( F \):

**Lemma A.4.** For any \( 0 \leq \beta < 1/2, 0 \leq \gamma < 1/2 \), there exist constants \( C_\beta \) and \( C_{\beta,\gamma} \) such that for any \( y \in H \) and any \( 0 < t \leq 1 \)

\[
|Du(t,x)|_\beta \leq \frac{C_\beta}{t^{\beta}} \|D\phi\|_\infty
\]

\[
|(-A)^\beta D^2u(t,x)(-A)^\gamma|_{\mathcal{L}(H)} \leq C_{\beta,\gamma} (\frac{1}{t^{\beta}} + \frac{1}{t^{3\beta+\gamma}})(\|D\phi\|_\infty + \|D^2\phi\|_\infty).
\]

**Remark A.5.** If we take another time interval \([0, T_{\text{max}}]\) instead of \([0, 1]\), the constants \( C_\beta \) and \( C_{\beta,\gamma} \) are a priori exponentially increasing in \( T_{\text{max}} \).

Proof Owing to (65) and (66), we only need to prove the following almost sure estimates, for some constants \( C_\beta \) and \( C_{\beta,\gamma} \) - which may vary from line to line below: for any \( 0 < t \leq 1 \)

\[
|\eta^{h,x}(t)| \leq \frac{C_\beta}{t^{\beta}} |h|_{-\beta}
\]

\[
|\zeta^{h,k,x}(t)| \leq C_{\beta,\gamma} \min\left( \frac{1}{t^{\beta}}, \frac{1}{t^{3\beta+\gamma}} \right) |h|_{-\beta} |k|_{-\gamma},
\]

where the parameter \( \eta \) is defined in Assumption 2.7.

We use mild formulations, and the regularization properties of the semi-group given in Proposition 2.6

\[ |\eta^{h,x}(t)| = |e^{tA} h + \int_0^t e^{(t-s)A} DF(X(s,y)) \cdot \eta^{h,x}(s) ds| \leq \frac{C_\beta}{t^{\beta}} |h|_{-\beta} + C \int_0^t |\eta^{h,x}(s)| ds, \]

and by the Gronwall Lemma we get the result.

For the second-order derivative, we moreover use the properties of \( F \) in Assumption 2.7 to get

\[ |\zeta^{h,k,x}(t)| = |\int_0^t e^{(t-s)A} DF(X(s,x), \zeta^{h,k,x}(s)) ds + \int_0^t e^{(t-s)A} D^2F(X(s,x), (\eta^{h,x}(s), \eta^{k,x}(s))) ds| \]

\[ \leq C \int_0^t |\zeta^{h,k,x}(s)| ds + \int_0^t \frac{C_{\beta,\gamma}}{(t-s)^{\eta}} |\eta^{h,y}(s)||\eta^{k,x}(s)| ds \]

\[ \leq C \int_0^t |\zeta^{h,k,x}(s)| ds + C_{\beta,\gamma} |h|_{-\beta} |k|_{-\gamma} t^{1-\eta-\beta-\gamma} \int_0^t \frac{1}{(1-s)^{\eta}s^{\beta+\gamma}} ds. \]
To conclude, it remains to use the Gronwall Lemma, since for any $0 < t \leq 1$ we get $t^{1-\eta-\beta-\gamma} \leq t^{-\eta}$, thanks to the assumption $\beta + \gamma < 1$.

Thanks to the dissipativity property expressed in Proposition 2.9, we can prove the result in the case $\beta = \gamma = 0$. We notice that the proof would be straightforward under a strict dissipativity assumption - since then $\eta^{h,x}(t)$ and $\zeta^{h,k,x}(t)$ would decrease exponentially in $t$; in the general case $\eta^{h,x}(t)$ and $\zeta^{h,k,x}(t)$ are exponentially increasing in time so that we can not work directly. Here the result comes from the estimate (21) of Proposition 4.2.

**Lemma A.6.** There exist constants $C$ and $c > 0$ such that for any $t \geq 0$ and any $y \in H$

$$|Du(t,x)| \leq Ce^{-ct}(1 + |x|^2) \parallel \phi \parallel_\infty \quad \text{and} \quad |D^2 u(t,x)|_{\mathcal{L}(H)} \leq Ce^{-ct}(1 + \frac{1}{t^\eta})(1 + |x|^2) \parallel \phi \parallel_\infty. \tag{68}$$

Proof The Bismut-Elworthy-Li formula states that if $\Phi : H \to \mathbb{R}$ is a function of class $C^2$ with bounded derivatives and with at most quadratic growth - i.e. there exists $M(\Phi) > 0$ such that for any $y \in H$ we have $|\Phi(y)| \leq M(\Phi)(1 + |x|^2)$ - then we can calculate the first and the second order derivatives of $(t,x) \mapsto v(t,x) := \mathbb{E}\Phi(X(t,x))$ with respect to $y$. First, we have for any $y \in H$ and $t \in H$

$$Dv(t,x).h = \frac{1}{t} \mathbb{E}[\int_0^t \langle \eta^{h,x}(s), dW(s) \rangle \Phi(X(t,x))]$$

$$= \frac{2}{t} \mathbb{E}[\int_0^{t/2} \langle \eta^{h,x}(s), dW(s) \rangle v(t/2, X(t/2, x))]; \tag{69}$$

the second equality is a consequence of the identity $v(t,x) = \mathbb{E}v(t/2, X(t/2, y))$ obtained with the Markov property, and of the first equality applied with the function $v(t/2,.)$.

Using the second formula of (69), we obtain a formula for the second order derivative: for any $y \in H$ and $h, k \in H$,

$$D^2 v(t,x).(h,k) = \frac{2}{t} \mathbb{E} \left[ \int_0^{t/2} \langle \zeta^{h,k,x}(s), dW(s) \rangle v(t/2, X(T/2, x)) \right]$$

$$+ \frac{2}{t} \mathbb{E} \left[ \int_0^{t/2} \langle \eta^{h,x}(s), dW(s) \rangle Dv(t/2, X(t/2, X(t/2), X(t/2)). \eta^{h,k,x}(t/2) \right]. \tag{70}$$

We then see, using Lemmas 3.3 and A.4 - with $\beta = \gamma = 0$ - that there exists $C > 0$ such that for any $0 \langle t \leq 1, x \in H, h, k \in H$

$$|Dv(t,x).h| \leq \frac{C}{\sqrt{t}} M(\Phi)(1 + |x|^2)|h|,$$

$$|D^2 v(t,x).(h,k)| \leq \frac{C}{t} M(\Phi)(1 + |x|^2)|h||k|. \tag{71}$$

Now when $t \geq 1$ the Markov property implies that $u(t,x) = \mathbb{E}u(t-1, X(1,x))$, and by (22) we have

$$|u(t-1, x) - \int_H \phi d\mathbb{P}| \leq Ce^{-c(t-1)}(1 + |x|^2) \parallel \phi \parallel_\infty.$$

If we choose $\Phi_t(x) = u(t-1, x) - \int_H \phi d\mathbb{P}$, we have $u(t,x) = \mathbb{E}\Phi_t(X(1,x)) + \int_H \phi d\mathbb{P}$, with $M(\Phi_t) \leq C e^{-c(t-1)} \parallel \phi \parallel_\infty$. With (71) at time 1, we obtain for $t \geq 1$

$$|Du(t,x).h| \leq C \parallel \phi \parallel_\infty e^{-c(t-1)}(1 + |x|^2)|h|$$

$$|D^2 u(t,x).(h,k)| \leq C \parallel \phi \parallel_\infty e^{-c(t-1)}(1 + |x|^2)|h||k|.$$
We can finally prove the Proposition A.1. The key tool is the Markov property of the process $X$ which yields the following formula: for any $t \geq 1$

$$u(t, x) = \mathbb{E}[u(t - 1, X_1(x))].$$

(72)

To get the exponential decreasing, we use Lemma A.6 at time $t - 1$ when $t \geq 1$, while $|h|_\beta$ appears from $\eta_{h,y}(1)$, and with estimates coming from Lemma A.4.

Proof of Propositions A.1

Using equation (72) and Lemma A.6, for any $t \geq 1$, we have

$$|Du(t, x).h| \leq C \|\phi\|_\infty e^{-c(t-1)}\mathbb{E}[(1 + |X(1, x)|^2)|\eta_h(x)(1)|] \leq C \|\phi\|_\infty e^{-c(t-1)}(1 + |x|^2)|h|_\beta,$$

where the last estimate comes from Lemmas 3.9 and A.4.

Combining this estimate with the result of Lemma A.4, which gives an estimate for $t \leq 1$, we obtain (63).

For the second order derivatives, Lemma A.4 gives an estimate for $t \leq 1$, and for $t \geq 1$ we use (72) to see that

$$D^2 u(t, x)(h, k) = \mathbb{E}[D^2[u(t - 1, X_1(x))].(h, k)]$$

$$= \mathbb{E} D^2 u(t - 1, X(1, x), (\eta_h(x)(1), \eta^{h,x}(1)) + \mathbb{E} Du(t - 1, X(1, x)) \zeta^{h,k,x}(1).$$

Using Lemma A.6, we get an exponential decreasing; thanks to Lemma 3.9 and to the estimates in the proof of Lemma A.4 at time 1, we obtain

$$|D^2 u(t, x)(h, k)| \leq \|\phi\|_\infty e^{-c(t-1)}(1 + |x|^2)|h|_\beta|k|_{\gamma}.$$ 

Then (64) easily follows.

\[\square\]

APPENDIX B. PROOF OF SOME ESTIMATES

We give the detailed proofs of some estimates on the processes $(X^h(t))_{t \in \mathbb{R}^+}$ and $(X^h_k)_{k \in \mathbb{N}}$, given in Section 3.4.

We omit the reference to the parameter of the spatial discretization $h \in (0, 1)$, but it is clear from the proofs that the constants are uniform with respect to $h$.

Proof of Lemma 3.9 If we define $Z(t) = X(t) - W(t)$, we have $Z(0) = X(0) = x$, and

$$\frac{dZ(t)}{dt} = AZ(t) + F(X(t)),$$

and by Proposition 2.9

$$\frac{1}{2} \frac{d|Z(t)|^2}{dt} = \langle AZ(t) + F(X(t)), Z(t) \rangle$$

$$= \langle AZ(t) + F(Z(t)), Z(t) \rangle + \langle F(X(t)) - F(Z(t)), Z(t) \rangle$$

$$\leq -c|Z(t)|^2 + C + \|F\|_\infty |Z(t)|$$

$$\leq -c'|Z(t)|^2 + C',$$

for some new constants $c', C'$.

Then almost surely we have for any $t \geq 0$

$$|Z(t)| \leq C(1 + |x|).$$

Thanks to (6), the conclusion easily follows. \[\square\]
Proof of Lemma 3.10 As in the proof of Lemma 3.9 above, we introduce $Z_m = X_m - w_m$, where the process $(w_m)$ is the numerical approximation of $W^A$ with the numerical scheme (16) - with $F = 0$; it is defined by

$$w_{m+1} = S_{\tau,h}w_m + \sqrt{\tau}S_{\tau,h}x_{m+1}.$$  

Using Theorem 3.2 of [25], giving the strong order $1/4$ for the numerical scheme - when the initial condition is 0, with no nonlinear coefficient, with a constant diffusion term and under the assumptions made here - we obtain the following estimate: for any $p \geq 1$, $\tau_0 > 0$ and $0 < r < 1/2$ there exists $C > 0$ such that for any $0 < \tau \leq \tau_0$ and $m \geq 0$

$$E|w_m - W^A(m\tau)|^{2p} \leq C\tau^{(1/2-r)p}.$$  

(73)

Thanks to (6) and (73), we get that for any $\tau_0 > 0$, there exists $C > 0$ such that for $0 < \tau \leq \tau_0$ and $m \geq 0$

$$E|w_m|^2 \leq C.$$  

(74)

Now $Z_m$ defined above satisfies $Z_0 = X_0 = x$ and

$$Z_{m+1} = S_{\tau,h}Z_m + \tau S_{\tau,h}F(X_m);$$

since, for $h \in (0,1)$, $|S_{\tau,h}|_{L^2(H)} \leq \frac{1}{1 + \lambda_0 \tau}$, we obtain the almost sure estimates

$$|Z_{m+1}| \leq \frac{1}{1 + \lambda_0 \tau}|Z_m| + C\tau$$

and

$$|Z_m| \leq C(1 + |x|).$$

Thanks to (74), we therefore obtain the result.  \(\Box\)
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