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Abstract

We consider the problem of scheduling \( n \) jobs with different processing times on parallel identical machines with job incompatibility constraints and preemption possibility. Three objectives have to be minimized in lexicographical (or hierarchical) order: makespan, number of job interruptions, and sum of throughput times over all jobs. A linear programming formulation, a greedy heuristic and a tabu search are proposed to solve this problem.

1 Description of the problem

The problem, denoted (P) in the following, consists in scheduling a set of \( n \) jobs on parallel machines. Incompatibilities between jobs are represented by a conflict graph \( G = (V, E) \), where \( V \) is the vertex set representing the jobs and \( E \) is the edge set. If \( (i, j) \in E \), the jobs \( i \) and \( j \) cannot be scheduled simultaneously (i.e., their processing periods cannot overlap). With each job \( i \) is associated an integer processing time \( p_i \), and preemption can only take place at integer time points. The problem is to assign \( p_i \) time slots to each job \( i \), so that no incompatible jobs are assigned to a common time slot. There is no constraint on the number of machines.

Incompatibilities between jobs arise when some scarce resources are required to process jobs (e.g., expensive tools to equip the machines, employees with specific skills). The authors in [1] mention three concrete examples of such scarce resources: the sirup tanks in drinks bottling, the testing heads in semiconductor industries, and some specific employees in car production lines. The tooling constraints are particularly relevant in flexible manufacturing systems [8]. We consider here the special case where each resource exists in a single exemplar: two jobs are incompatible if they require a common scarce resource.

In problem (P), allowing preemption is a way to improve the makespan. It is assumed that a job can be stopped and restarted later without encountering additional costs. However, preemptions are often undesirable, either because of managerial reasons or because of the resulting work in progress. To reduce the negative impacts, the sum of throughput times (defined as the completion time minus the starting time) over all jobs should be minimized.

Problem (P) can be seen as a multicoloring problem (MP), which consists in assigning \( p_i \) different colors to each vertex of \( G \) such that no two adjacent vertices are assigned a common color, while minimizing the number of used colors. A correspondence between (MP) and (P) is straightforward. A vertex \( i \) represents a job \( i \), an edge \((i, j)\) means that jobs \( i \) and \( j \) are incompatible, and a color stands for a time slot. The reader is referred to [4] for pointers on the graph (multi)coloring literature. In this paper, the graph terminology (e.g., vertex, edge, color) and the scheduling terminology (e.g., job, incompatibility constraint, time slot) will be indifferently used.

The paper is organized as follows. Section 2 presents a short literature review. A linear formulation is proposed in Section 3. Then, heuristic methods are described in Section 4, while Section 5 reports the results of numerical experiments. A conclusion and avenues for future work close the paper.

2 Literature review

The reader interested in a general and recent book on scheduling is referred to [11]. The authors in [6] study the problem of minimizing the makespan when scheduling parallel machines with job incompatibilities and give approximation methods for some special cases. An exact algorithm is also reported for two machines and job processing times of one or two
time units. The problem is shown to be NP-hard with processing times in \{1, 2, 3, 4\}. In addition, the authors study dynamic job arrivals. The work in [2] extends these results by showing that the problem with two machines and processing times in \{1, 2, 3\} is NP-hard. They also show that the problem with two machines and processing times in \{1, 2\} becomes NP-hard when release dates are considered. An exact algorithm working in polynomial time is obtained for unit processing times by exploiting a bi-partite agreement graph (complement of the conflict graph). Finally, lower bounds and heuristics are derived for the general case. In [9], an exact method is proposed for scheduling two different sets of jobs on two different machines, with incompatibilities between jobs of each set (bipartite conflict graph). The three last papers do not consider preemption, as opposed to the work in [4] where the problem of scheduling parallel machines with preemption, incompatibility penalties and assignment costs is addressed. Exact methods and meta-heuristics are proposed to solve this problem. In [12], exact methods and meta-heuristics are reported for a parallel machine scheduling problem with preemption, job incompatibilities and job rejection penalties (for jobs that are not performed). The hierarchical objective function consists in minimizing the sum of rejection penalties, the number of interruptions and the sum of throughputs over all jobs. We extend this work here by considering that the makespan has to be minimized as well and that all jobs have to be performed. Since the objective function of problem (P) is very different from those in [4, 12], the existing methods cannot be easily adapted and new dedicated methods have been designed.

3 Linear program

A linear program \(LP\) derived from [12] is given below with the following variables: \(Max_i\) (rep. \(Min_i\)) denotes the largest (resp. smallest) time unit assigned to job \(i\); \(s_{it}\) equals 1 if job \(i\) starts or is resumed (after preemption) at time unit \(t\), 0 otherwise; \(u_t\) equals 1 if time unit \(t\) is used, 0 otherwise; and \(x_{it}\) equals 1 if job \(i\) is processed during time unit \(t\), 0 otherwise. The makespan is denoted \(C_{max}\). For formulation purposes, a straightforward upper bound \(U\) on \(C_{max}\) is used which is equal to \(n \cdot p_{max}\), where \(p_{max}\) denotes the largest processing time over all jobs.

The three objectives to be minimized are the following (and are considered in this order):

\[
f_1 = C_{max}, f_2 = \sum_{i \in V} \sum_{t = 1}^{U} s_{it} - n, f_3 = \sum_{i \in V} (Max_i - Min_i)
\]

In \(f_2\), subtracting \(n\) withdraws the number of job starts, given that \(s_{it} = 1\) for each job interruption and for each job start. The problem is solved once for each objective, starting with \(f_1\), then \(f_2\) and finally \(f_3\). Once the optimal value of objective \(f_1\) has been determined, it is used as a constraint to solve the next objective. The constraints of problem (P) are the following:

\[
\sum_{t = 1}^{U} x_{it} = p_i, \quad i \in V
\]  
\[
t \cdot x_{it} \leq Max_i, \quad 1 \leq t \leq U, \quad i \in V
\]  
\[
t \cdot x_{it} + U \cdot (1 - x_{it}) \geq Min_i, \quad 1 \leq t \leq U, \quad i \in V
\]  
\[
C_{max} \geq u_t, \quad 1 \leq t \leq U
\]  
\[
s_{it} \geq x_{it} - x_{i(t-1)}, \quad 1 \leq t \leq U, \quad i \in V
\]  
\[
\begin{aligned}
&u_t = x_{it} + x_{jt}, \quad 1 \leq t \leq U, \quad (i, j) \in E \\
&s_{it}, x_{it}, u_t \in \{0, 1\}, \quad 1 \leq t \leq U, \quad i \in V
\end{aligned}
\]  
\[
Min_i, \quad Max_i \geq 0, \quad i \in V
\]

Constraint (1) states that each vertex \(i\) is colored with exactly \(p_i\) colors (i.e., each job is fully processed). Constraints (2), (3), (4) and (5) set the values of \(Max_i, Min_i, C_{max}\) and \(s_{it}\), respectively. Constraint (6) sets the value of \(u_t\), and forbids the assignment of a common color to incompatible jobs (such a constraint was also used for the graph coloring problem [10]). Finally, (7) and (8) are domain constraints.

4 Heuristic methods

In this section, a greedy method \(GR\) and a tabu search \(TS\) are proposed to solve (P). Both methods use a strategy where the number of available time slots (colors) is fixed to some value \(k\). The aim is then to find a feasible coloring of the graph using only \(k\) colors (i.e. a \(k\)-coloring) which minimizes \(f_2\) and \(f_3\). \(C_{max}\) is then the smallest \(k\) for which a \(k\)-coloring is found. This strategy is the most efficient to solve graph coloring problems [3].

\(GR\) is an adaptation of DSATUR [5]. The saturation degree \(Dsat(i)\) of a vertex \(i\) is defined as the number of different colors used by vertices adjacent to \(i\), while the degree \(deg(i)\) of \(i\) is the number of edges incident to \(i\). \(GR\) starts from a non colored graph, and colors the vertices one by one. At each step, the
vertex \( i \) which maximizes \( D_{\text{sat}}(i) \) is the next to be colored. If there are ties, the vertex of largest degree is chosen in the subgraph obtained with only non colored vertices (ties are broken randomly, if any). To recolor the vertex \( i \), a set of \( p_i \) different colors must be selected in the set of available colors \( A_i \) (i.e., colors that are not already used by vertices adjacent to \( i \)). If there are not enough available colors (i.e., \( |A_i| < p_i \)), the method stops as it is not able to find a feasible \( k \)-coloring. Otherwise, the colors are selected with the recoloring method proposed in [12] to find an assignment of colors minimizing \( f_2 \) and \( f_3 \) (such a recoloring method is an implicit exhaustive enumeration method of all possible colorings for the considered vertex).

The tabu search \( TS \) is a local search metaheuristic where the neighborhood \( N(s) \) of a solution \( s \) is obtained by performing moves (i.e., slight modifications to the solution structure). Starting from an initial solution, \( TS \) navigates from one neighbor solution to the next. A tabu list is used to forbid the reversal of recently performed moves. Basically, the tabu search performs the best non tabu move at each iteration. For more information on tabu search and metaheuristics in general, the reader is referred to [7, 13].

Based on the problem-solving strategy mentioned above, where the number of colors is gradually reduced until no feasible coloring can be found, the search space of \( TS \) contains \( k \)-colorings of the graph. Each vertex \( i \) is either colored (i.e. \( p_i \) colors are assigned) or uncolored (i.e., no color is given). The first objective is then to minimize the number of uncolored vertices, given that a feasible solution is found when all vertices are colored. Objectives \( f_2 \) and \( f_3 \), however, remain unchanged.

In \( TS \), the initial solution is generated with \( GR \), and a move consists in completely recoloring a vertex. However, the tabu status forbids to recolor a recently recolored vertex during \( t \) iterations (where \( t \) is randomly chosen between 10 and 20 after each move). Any vertex \( i \) (colored or not) can be recolored with a (new) set of \( p_i \) colors. The way to select the colors depends on the number \( |A_i| \) of available colors.

- If \( |A_i| < p_i \), the move is enforced as follows. All colors of \( A_i \) are first selected. Then the \( p_i - |A_i| \) missing colors are selected one by one. When a color \( c \) is assigned to vertex (job) \( i \), the adjacent vertices using color \( c \) are uncolored (rejected). Thus, at each step, the color which minimizes the number of additional rejections is chosen.
- If \( |A_i| \geq p_i \), the colors which minimize the number of interruptions and throughput time are chosen in a greedy fashion. Obviously, if contiguous colors (contiguous time units) are assigned to \( i \), no interruption occurs and the throughput time is minimized. The method is based on this observation: while the vertex is not fully colored, the largest set of contiguous colors still available in \( A_i \) is assigned to job \( i \).

5 Experiments

We implemented the heuristics \( TS \) and \( GR \) in C++. The linear program \( LP \) was solved with CPLEX 12.5. The methods were run on a computer with a processor Intel Quad-core i7 2.93 GHz with 8 GB of DDR3 RAM memory. The time limit for \( LP \) was set to one hour for each objective. The time limit for \( TS \) and \( GR \) was set to \( n/20 \) minutes, where \( n \) is the number of jobs. For each value of \( k \), \( GR \) was restarted as long as the time limit was not reached, and the best solution obtained was returned at the end. \( TS \) and \( GR \) were run ten times for each value of \( k \), starting with the upper bound \( U \) on \( C_{\text{max}} \). The value of \( k \) was decreased until none of the runs could find a feasible solution.

To generate the set of test instances, \( n \) was chosen in \( \{10, 25, 50, 100\} \), and for each value of \( n \), five instances were produced and labeled \( a, b, c, d, e \). The integer processing times were randomly chosen in \( \{1, 10\} \). Incompatibilities between pairs of jobs were randomly generated by setting the probability to have an edge between two vertices to 0.5.

Results are shown in Table 1. For \( LP \), the value obtained for each objective is indicated, and the results proven to be optimal by CPLEX are indicated with a \( * \) sign. For \( TS \) and \( GR \), the values of \( k_{\text{min}} \) and \( k_{\text{max}} \) are given, where \( k_{\text{min}} \) (resp. \( k_{\text{max}} \)) is the smallest value of \( k \) such that at least one (resp. ten) successful run(s) were performed. The average values of \( f_2 \) and \( f_3 \) are given for \( k_{\text{all}} \), which is the smallest value of \( k \) such that \( TS \) and \( GR \) found at least one feasible solution. The minimum values of \( k_{\text{min}} \) and \( k_{\text{max}} \) are indicated in bold face.

\( LP \) can tackle instances with 10 and 25 jobs, but can only guarantee the optimality for instances with 10 jobs. Given that the lower bounds returned by CPLEX for instances with \( n = 50 \) are poor (i.e., far from the results obtained by \( GR \) and \( TS \)), the instances with \( n = 100 \) were not tested. \( GR \) obtains
good results on small instances: for example, optimal results are obtained for the ten runs with \( n = 10 \). Also, for instances with \( n = 25 \), it produces the best \( k_{\text{min}} \) for four instances out of five, and the values of objectives \( f_2 \) and \( f_3 \) are small. But \( TS \) is clearly the best method: it obtains the best \( k_{\text{min}} \) for all instances, and the \( k_{\text{max}} \) value is smaller than the one of \( GR \) for 12 instances out of 20. Also, the results for objectives \( f_2 \) and \( f_3 \) are clearly better than the ones obtained with \( GR \) for instances of size 50 and 100.

### 6 Conclusion

We consider in this work a parallel machine scheduling problem with job incompatibilities and three objectives: makespan, number of job interruptions, and sum of throughput times over all jobs. We propose efficient methods taking advantage of the graph coloring literature, namely, a linear program, a greedy heuristic and a tabu search. Future work includes adaptation of these methods, as well as new methods, for a problem where the number of machines is limited.
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