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Abstract

In this paper we consider the linear stochastic heat equation with additive noise in dimension one. Then, using the representation of its solution \( X \) as a stochastic convolution of the cylindrical Brownian motion with respect to an operator-valued kernel, we derive Itô’s and Tanaka’s type formulae associated to \( X \).
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1 Introduction

The study of stochastic partial differential equations (SPDE in short) has been seen as a challenging topic in the past thirty years for two main reasons. On the one hand, they can be associated to some natural models for a large amount of physical phenomenon in random media (see for instance [4]). On the other hand, from a more analytical point of view, they provide some rich examples of Markov processes in infinite dimension, often associated to a nicely behaved semi-group of operators, for which the study of smoothing and mixing properties give raise to some elegant, and sometimes unexpected results. We refer for instance to [9], [10], [5] for a deep and detailed account on these topics.

It is then a natural idea to try to construct a stochastic calculus with respect to the solution to a SPDE. Indeed, it would certainly give some insight on the properties of such a canonical object, and furthermore, it could give some hints about the relationships between different classes of remarkable equations (this second
motivation is further detailed by L. Zambotti in [21], based on some previous results obtained in [20]). However, strangely enough, this aspect of the theory is still poorly developed, and our paper proposes to make one step in that direction.

Before going into details of the results we have obtained so far and of the methodology we have adopted, let us describe briefly the model we will consider, which is nothing but the stochastic heat equation in dimension one. On a complete probability space \((\Omega, \mathcal{F}, P)\), let \(\{W^n; n \geq 1\}\) be a sequence of independent standard Brownian motions. We denote by \((\mathcal{F}_t)\) the filtration generated by \(\{W^n; n \geq 1\}\). Let also \(H\) be the Hilbert space \(L^2([0,1])\) of square integrable functions on \([0,1]\) with Dirichlet boundary conditions, and \(\{e_n; n \geq 1\}\) the trigonometric basis of \(H\), that is
\[
e_n(x) = \sqrt{2} \sin(\pi nx), \quad x \in [0,1], n \geq 1.
\]
The inner product in \(H\) will be denoted by \(\langle , \rangle_H\).

The stochastic equation will be driven by the cylindrical Brownian motion (see [9] for further details on this object) defined by the formal series
\[
W_t = \sum_{n \geq 1} W^n_t e_n, \quad t \in [0,T], T > 0.
\]
Observe that \(W_t \notin H\), but for any \(y \in H\), \(\sum_{n \geq 1} \langle y, e_n \rangle W^n_t\) is a well defined Gaussian random variable with variance \(|y|_H^2\). It is also worth observing that \(W\) coincides with the space-time white noise (see [9] and also (2.1) below).

Let now \(\Delta = \frac{\partial^2}{\partial x^2}\) be the Laplace operator on \([0,1]\) with Dirichlet boundary conditions. Notice that \(\Delta\) is an unbounded negative operator that can be diagonalized in the orthonormal basis \(\{e_n; n \geq 1\}\), with \(\Delta e_n = -\lambda_n e_n\) and \(\lambda_n = \pi^2 n^2\). The semi-group generated by \(\Delta\) on \(H\) will be denoted by \(\{e^t\Delta; t \geq 0\}\). In this context, we will consider the following stochastic heat equation:
\[
dX_t = \Delta X_t \, dt + dW_t, \quad t \in (0,T], X_0 = 0. \tag{1.1}
\]
Of course, equation (1.1) has to be understood in the so-called mild sense, and in this linear additive case, it can be solved explicitly in the form of a stochastic convolution, which takes a particularly simple form in the present case:
\[
X_t = \int_0^t e^{(t-s)\Delta} dW_s = \sum_{n \geq 1} X^n_t e_n, \quad t \in [0,T], \tag{1.2}
\]
where \(\{X^n; n \geq 1\}\) is a sequence of independent one-dimensional Ornstein-Uhlenbeck processes:
\[
X^n_t = \int_0^t e^{-\lambda_n(t-s)} dW^n_s, \quad n \geq 1, t \in [0,T].
\]

With all those notations in mind, let us go back to the main motivations of this paper: if one wishes to get, for instance, an Itô’s type formula for the process \(X\) defined above, a first natural idea would be to start from a finite-dimensional version (of order \(N \geq 1\)) of the representation given by formula (1.2), and then to take limits as \(N \to \infty\). Namely, if we set
\[
X^{(N)}_t = \sum_{n \leq N} X^n_t e_n, \quad t \in [0,T],
\]
and if $F_N : \mathbb{R}^N \to \mathbb{R}$ is a $C^2_b$-function, then $X^{(N)}$ is just a $N$-dimensional Ornstein-Uhlenbeck process, and the usual semi-martingale representation of this approximation yields, for all $t \in [0, T]$,

$$F_N\left(X_t^{(N)}\right) = F_N(0) + \sum_{n \leq N} \int_0^t \partial_n F_N(X_s^{(N)}) \, dX_s^n + \frac{1}{2} \int_0^t \text{Tr}\left(F_N''(X_s^{(N)})\right) \, ds,$$  \hfill (1.3)

where the stochastic integral has to be interpreted in the Itô sense. However, when one tries to take limits in (1.3) as $N \to \infty$, it seems that a first requirement on $F \equiv \lim_{N \to \infty} F_N$ is that $\text{Tr}(F'')$ is a bounded function. This is certainly not the case in infinite dimension, since the typical functional to which we would like to apply Itô’s formula is of the type $F : H \to \mathbb{R}$ defined by

$$F(\ell) = \int_0^1 \sigma(\ell(x))\phi(x) \, dx, \quad \text{with} \quad \sigma \in C^2_b(\mathbb{R}), \quad \phi \in L^\infty([0, 1]),$$

and it is easily seen in this case that, for non degenerate coefficients $\sigma$ and $\phi$, $F$ is a $C^2_b(H)$-functional, but $F''$ is not trace class. One could imagine another way to make all the terms in (1.3) convergent, but it is also worth mentioning at this point that, even if our process $X$ is the limit of a semi-martingale sequence $X^{(N)}$, it is not a semi-martingale itself. Besides, the mapping $t \in [0, T] \mapsto X_t \in H$ is only Hölder-continuous of order $(1/4)^-$ (see Lemma 2.1 below). This fact also explains why the classical semi-martingale approach fails in the current situation.

In order to get an Itô’s formula for the process $X$, we have then decided to use another natural approach: the representation (1.2) of the solution to (1.1) shows that $X$ is a centered Gaussian process, given by the convolution of $W$ by the operator-valued kernel $e^{(t-s)\Delta}$. Furthermore, this kernel is divergent on the diagonal: in order to define the stochastic integral $\int_0^t e^{(t-s)\Delta} dW_s$, one has to get some bounds on $\|e^{t\Delta}\|_{l_h}$ (see Theorem 5.2 in [9]), which diverges as $t^{-1/2}$. We will see that the important quantity to control for us is $\|\Delta e^{t\Delta}\|_{\text{op}}$, which diverges as $t^{-1}$. In any case, in one dimension, the stochastic calculus with respect to Gaussian processes defined by an integral of the form

$$\int_0^t K(t, s) \, dB_s, \quad t \geq 0,$$

where $B$ is a standard Brownian motion and $K$ is a kernel with a certain divergence on the diagonal, has seen some spectacular advances during the last ten years, mainly motivated by the example of fractional Brownian motion. For this latter process, Itô’s formula (see [2]), as well as Tanaka’s one (see [7]) and the representation of Bessel type processes (see [11], [12]) are now fairly well understood. Our idea is then to adapt this methodology to the infinite dimensional case.

Of course, this leads to some technical and methodological problems, inherent to this infinite dimensional setting. But our aim in this paper is to show that this generalization is possible. Moreover, the Itô type formula which we obtain has a simple form: if $F$ is a smooth function defined on $H$, we get that

$$F(X_t) = F(0) + \int_0^t \langle F'(X_s), \delta X_s \rangle + \frac{1}{2} \int_0^t \text{Tr}(e^{2s\Delta} F''(X_s))ds, \quad t \in [0, T],$$  \hfill (1.4)
where the term $\int_0^t \langle F'(X_s), \delta X_s \rangle$ is a Skorokhod type integral that will be properly defined at Section 2. Notice also that the last term in (1.4) is the one that one could expect, since it corresponds to the Kolmogorov equation associated to (1.1) (see, for instance, [9] p. 257). Let us also mention that we wished to explain our approach by taking the simple example of the linear stochastic equation in dimension 1. But we believe that our method can be applied to some more general situations, and here is a list of possible extensions of our formulae:

1. The case of a general analytical operator $A$ generating a $C_0$-semigroup $S(t)$ on a certain Hilbert space $H$. This would certainly require the use of the generalized Skorokhod integral introduced in [6].

2. The multiparametric setting (see [19] or [8] for a general presentation) of SPDEs, which can be related to the formulae obtained for the fractional Brownian sheet (see [18]).

3. The case of non-linear equations, that would amount to get some Itô’s representations for processes defined informally by $Y = \int u(s, y) X(ds, dy)$, where $u$ is a process satisfying some regularity conditions, and $X$ is still the solution to equation (1.1).

We plan to report on these possible generalizations of our Itô’s formula in some subsequent papers.

Eventually, we would like to observe that a similar result to (1.4) has been obtained in [21], using another natural approach, namely the regularization of the kernel $e^{t\Delta}$ by an additional term $e^{\varepsilon\Delta}$, and then passing to the limit when $\varepsilon \to 0$. This method, that may be related to the one developped in [1] for the fractional Brownian case, leads however to some slightly different formulae, and we hope that our form of Itô’s type formula (1.4) will give another point of view on this problem.

The paper will be organized as follows: in the next section, we will give some basic results about the Malliavin calculus with respect to the process $X$ solution to (1.1). We will then prove the announced formula (1.4). At Section 3, we will state and prove the Tanaka type formula, for which we will use the space-time white noise setting for equation (1.1).

## 2 An Itô’s type formula related to $X$

In this section, we will first recall some basic facts about Malliavin’s calculus that we will use throughout the paper, and then establish our Itô’s type formula.

### 2.1 Malliavin calculus notations and facts

Let us recall first that the process $X$ solution to (1.1) is only $(1/4)^{-}$ Hölder continuous, which motivates the use of Malliavin calculus tools in order to get an Itô’s type formula. This result is fairly standard, but we include it here for sake of completeness, since it is easily proven in our particular case.
Lemma 2.1 We have, for some constants \(0 < c_1 < c_2\), and for all \(s, t \in [0, T]\):
\[
c_1 |t - s|^{1/2} \leq \mathbb{E} \left[ |X_t - X_s|^2_{\mathcal{H}} \right] \leq c_2 |t - s|^{1/2}.
\]

Proof. A direct computation yields (recall that \(\lambda_n = \pi^2 n^2\)):
\[
\mathbb{E} \left[ |X_t - X_s|^2_{\mathcal{H}} \right] = \sum_{n \geq 1} \left( e^{-\pi^2 n^2 (t-u)} - e^{-\pi^2 n^2 (s-u)} \right)^2 du + \sum_{n \geq 1} t e^{-2\pi^2 n^2 (t-u)} du
\]
\[
= \sum_{n \geq 1} \frac{(1 - e^{-\pi^2 n^2 (t-s)^2})(1 - e^{-2\pi^2 n^2 s})}{2\pi^2 n^2} + \sum_{n \geq 1} \frac{1 - e^{-2\pi^2 n^2 (t-s)}}{2\pi^2 n^2}
\]
\[
\leq \int_0^\infty \frac{(1 - e^{-\pi^2 x^2 (t-s)^2})^2}{2\pi^2 x^2} \, dx + \int_0^\infty \frac{1 - e^{-2\pi^2 x^2 (t-s)}}{2\pi^2 x^2} \, dx = \text{cst} (t - s)^{1/2},
\]
which gives the desired upper bound. The lower bound is obtained along the same lines.

\[\square\]

2.1.1 Malliavin calculus with respect to \(W\)

We will now recall some basic facts about the Malliavin calculus with respect to the cylindrical noise \(W\). In fact, if we set \(\mathcal{H}_W := L^2([0, T]; H)\), with inner product \(\langle \cdot \rangle_{\mathcal{H}_W}\), then \(W\) can be seen as a Gaussian family \(\{W(h); h \in \mathcal{H}_W\}\), where
\[
W(h) = \int_0^T \langle h(t), dW_t \rangle_H := \sum_{n \geq 1} \int_0^T \langle h(t), e_n \rangle_H \, dW^n_t,
\]
with covariance function
\[
\mathbb{E} [W(h_1)W(h_2)] = \langle h_1, h_2 \rangle_{\mathcal{H}_W}.
\]  \hspace{1cm} (2.1)

Then, as usual in the Malliavin calculus setting, the smooth functionals of \(W\) will be of the form
\[
F = f (W(h_1), \ldots, W(h_d)), \quad d \geq 1, h_1, \ldots, h_d \in \mathcal{H}_W, f \in C_b^\infty (\mathbb{R}^d),
\]
and for this kind of functional, the Malliavin derivative is defined as an element of \(\mathcal{H}_W\) given by
\[
D^W_t F = \sum_{i=1}^d \partial_i f (W(h_1), \ldots, W(h_d)) h_i(t).
\]

It can be seen that \(D^W\) is a closable operator on \(L^2(\Omega)\), and for \(k \geq 1\), we will call \(\mathbb{D}^{k,2}\) the closure of the set \(\mathcal{S}\) of smooth functionals with respect to the norm
\[
\|F\|_{k,2} = \|F\|_{L^2} + \sum_{j=1}^k \mathbb{E} \left[ |D^{W,j} F|_{\mathcal{H}_W^2} \right].
\]
If \(V\) is a separable Hilbert space, this construction can be generalized to a \(V\)-valued functional, leading to the definition of the spaces \(\mathbb{D}^{k,2}(V)\) (see also [13] for a more
detailed account on this topic). Throughout this paper we will mainly apply these general considerations to $V = \mathcal{H}_w$. A chain rule for the derivative operator is also available: if $F = \{F^m; m \geq 1\} \in \mathbb{D}^{1,2}(\mathcal{H}_w)$ and $\varphi \in C^1_b(\mathcal{H}_w)$, then $\varphi(F) \in \mathbb{D}^{1,2}$, and

$$D_t^W(\varphi(F)) = \langle \nabla \varphi(F), D_t^W F \rangle_{\mathcal{H}_w} = \sum_{m \geq 1} D_t^W F^m \partial_m \varphi(F). \quad (2.2)$$

The adjoint operator of $D^W$ is called the divergence operator, usually denoted by $\delta^W$, and defined by the duality relationship

$$E[F \delta^W(u)] = E[\langle D^W F, u \rangle_{\mathcal{H}_w}], \quad (2.3)$$

for a random variable $u \in \mathcal{H}_w$. The domain of $\delta^W$ is denoted by $\text{Dom}(\delta^W)$, and we have that $\mathbb{D}^{1,2}(\mathcal{H}_w) \subset \text{Dom}(\delta^W)$.

We will also need to consider the multiple integrals with respect to $W$, which can be defined in the following way: set $I_{0,T} = 1$, and if $h \in \mathcal{H}_w$, $I_{t,T}(h) = W(h)$. Next, if $m \geq 2$ and $h_1, \ldots, h_m \in \mathcal{H}_w$, we can define $I_{m,T}(\otimes_{j=1}^m h_j)$ recursively by

$$I_{m,T}(\otimes_{j=1}^m h_j) = I_{1,T}(u^{(m-1)}), \quad \text{where} \quad u^{(m-1)}(t) = [I_{m-1,T}(\otimes_{j=1}^{m-1} h_j)] h_m, \quad t \leq T. \quad (2.4)$$

Let us observe at this point that the set of multiple integrals, that is

$$\mathcal{M} = \{I_{m,T}(\otimes_{j=1}^m h_j); m \geq 0, h_1, \ldots, h_m \in \mathcal{H}_w\},$$

is dense in $L^2(\Omega)$ (see, for instance, Theorem 1.1.2 in [15]). We stress that we use a different normalization for the multiple integrals of order $m$, which is harmless for our purposes. Eventually, an easy application of the basic rules of Malliavin calculus yields that, for a given $m \geq 1$:

$$D_s^W I_{m,T}(h^{\otimes m}) = I_{m-1,T}(h^{\otimes m-1}) h. \quad (2.5)$$

### 2.1.2 Malliavin calculus with respect to $X$

We will now give a brief account on the construction of the Malliavin calculus with respect to the process $X$: let $C(t,s)$ be the covariance operator associated to $X$, defined, for any $y, z \in H$ by

$$E[\langle X_t, y \rangle_H \langle X_s, z \rangle_H] = \langle C(t,s)y, z \rangle_H, \quad t, s > 0.$$  

Notice that, in our case, $C(t,s)$ is a diagonal operator when expressed in the orthonormal basis $\{e_n; n \geq 1\}$, whose $n$th diagonal element is given by

$$[C(t,s)]_{n,n} = \frac{e^{-\lambda_n(t+s)} \sinh(\lambda_n(t+s))}{2\lambda_n}, \quad t, s > 0.$$  

Now, the reproducing kernel Hilbert space $\mathcal{H}_x$ associated to $X$ is defined as the closure of

$$\text{Span}\{1_{[0,t]}y; t \in [0,T], y \in H\},$$

with respect to the inner product

$$\langle 1_{[0,t]}y, 1_{[0,s]}z \rangle_{\mathcal{H}_x} = \langle C(t,s)y, z \rangle_H.$$
The Wiener integral of an element \( h \in \mathcal{H}_X \) is now easily defined: \( X(h) \) is a centered Gaussian random variable, and if \( h_1, h_2 \in \mathcal{H}_X \),
\[
E[X(h_1)X(h_2)] = \langle h_1, h_2 \rangle_{\mathcal{H}_X}.
\]
In particular the previous equality provide a natural isometry between \( \mathcal{H}_X \) and the first chaos associated to \( X \). Once these Wiener integrals are defined, one can proceed like in the case of the cylindrical Brownian motion, and construct a derivation operator \( D^X \), some Sobolev spaces \( \mathbb{D}^{2,2}_X(\mathcal{H}_w) \), and a divergence operator \( \delta^X \).

Following the ideas contained in [2], we will now relate \( \delta^X \) with a Skorokhod integral with respect to the Wiener process \( W \). To this purpose, recall that \( \mathcal{H}_w = L^2([0, T]; H) \), and let us introduce the linear operators \( G : \mathcal{H}_w \rightarrow \mathcal{H}_w \) defined by
\[
Gh(t) = \int_0^t e^{(t-u)\Delta} h(u) du, \quad h \in \mathcal{H}_w, \quad t \in [0, T]
\]
and \( G^* : \text{Dom}(G^*) \rightarrow \mathcal{H}_w \) defined by
\[
G^*h(t) = e^{(t-t)\Delta}h(t) + \int_t^T \Delta e^{(u-t)\Delta}[h(u) - h(t)] du, \quad h \in \text{Dom}(G^*), \quad t \in [0, T].
\]
Observe that
\[
\|\Delta e^{t\Delta}\|_{\text{op}} \leq \sup_{\alpha \geq 0} \alpha e^{-\alpha t} = \frac{1}{e t}, \quad \text{for all } t \in (0, T]
\]
and thus, it is easily seen from (2.7) that, for any \( \varepsilon > 0 \), \( C^\varepsilon([0, T]; H) \subset \text{Dom}(G^*) \), where \( C^\varepsilon([0, T]; H) \) stands for the set of \( \varepsilon \)-Hölder continuous functions from \( [0, T] \) to \( H \). At a heuristic level, notice also that, formally, we have \( X = GW \), and thus, if \( h : [0, T] \rightarrow H \) is regular enough,
\[
\delta^X(h) = \int_0^T \langle h(t), \delta X_t \rangle = \int_0^T \langle h(t), GW(dt) \rangle_H.
\]
Of course, the expression (2.8) is ill-defined, and in order to make it rigorous, we will need the following duality property:

**Lemma 2.2** For every \( \varepsilon > 0 \), \( h, k \in C^\varepsilon([0, T]; H) \) and \( t \in [0, T] \), we have:
\[
\int_0^t \langle G^*h(s), k(s) \rangle_H \, ds = \int_0^t \langle h(s), Gk(ds) \rangle_H.
\]

**Proof.** Without loss of generality, we can assume that \( h \) is given by \( h(s) = 1_{[0, \tau]}(s)y \) with \( \tau \in [0, t] \) and \( y \in H \). Indeed, to obtain the general case, it suffices to use the linearity in (2.9) and the fact that the set of step functions is dense in \( C^\varepsilon([0, T]; H) \).

Then we can write, on one hand:
\[
\int_0^t \langle h(s), Gk(ds) \rangle_H = \int_0^t \langle 1_{[0, \tau]}(s)y, Gk(ds) \rangle_H
\]
\[
= \langle y, \int_0^\tau Gk(ds) \rangle_H = \langle y, Gk(\tau) \rangle_H = \int_0^\tau \langle y, e^{(\tau-s)\Delta}k(s) \rangle_H \, ds.
\]
On the other hand, we have, by (2.7):

\[
\int_0^t \langle G^* h(s), k(s) \rangle_H \, ds \\
= \int_0^t \left\langle e^{(T-s)\Delta} h(s) + \int_s^T \Delta e^{(\sigma-s)\Delta} [h(\sigma) - h(s)] \, d\sigma, k(s) \right\rangle_H \, ds \\
= \int_0^\tau \left\langle e^{(T-s)\Delta} y - \int_s^\tau \Delta e^{(\sigma-s)\Delta} y \, d\sigma, k(s) \right\rangle_H \, ds \\
= \int_0^\tau \langle e^{(\tau-s)\Delta} y, k(s) \rangle_H \, ds = \int_0^\tau \langle y, e^{(\tau-s)\Delta} k(s) \rangle_H \, ds,
\]

where we have used the integration by parts and the fact that, if \( h(t) = e^{t\Delta} y \), then \( h'(t) = \Delta e^{t\Delta} y \) for any \( t > 0 \). The claim follows now easily.

Lemma 2.2 suggests, replacing \( k \) by \( \dot{W} \) in (2.9), that the natural meaning for the quantities involved in (2.8) is, for \( h \in C^\infty([0,T];H) \),

\[
\delta^X(h) = \int_0^T \langle G^* h(t), dW_t \rangle_H.
\]

This transformation holds true for deterministic integrands like \( h \), and we will now see how to extend it to a large class of random processes, thanks to Skorokhod integration.

Notice that \( G^* \) is an isometry between \( \mathcal{H}_X \) and a closed subset of \( \mathcal{H}_W \) (see also [2] p.772), which means that

\[
\mathcal{H}_X = (G^*)^{-1}(\mathcal{H}_W).
\]

We also have \( D^{1,2}_X(\mathcal{H}_X) = (G^*)^{-1}(D^{1,2}_W(\mathcal{H}_W)) \), which gives a nice characterization of this Sobolev space. However, it will be more convenient to check the smoothness conditions of a process \( u \) with respect to \( X \) in the following subset of \( D^{1,2}_X(\mathcal{H}_X) \): let \( \hat{D}^{1,2}_X(\mathcal{H}_X) \) be the set of \( H \)-valued stochastic processes \( u = \{u_t, t \in [0,T]\} \) verifying

\[
E \int_0^T |G^* u_t|^2_H \, dt < \infty \tag{2.10}
\]

and

\[
E \int_0^T d\tau \int_0^T dt \|D^W_{\tau} G^* u_t\|_{op}^2 = E \int_0^T d\tau \int_0^T dt \|G^* D^W_{\tau} u_t\|_{op}^2 < \infty, \tag{2.11}
\]

where \( \|A\|_{op} = \sup_{|y|_H = 1}|Ay|_H \). Then, for \( u \in \hat{D}^{1,2}_X(\mathcal{H}_X) \), we can define the Skorokhod integral of \( u \) with respect to \( X \) by:

\[
\int_0^T \langle u_s, \delta X_s \rangle := \int_0^T \langle G^* u_s, \delta W_s \rangle_H, \tag{2.12}
\]

and it is easily checked that expression (2.12) makes sense. This will be the meaning we will give to a stochastic integral with respect to \( X \). Let us insist again on the
fact that this is a natural definition: if \( g(s) = \sum_{j=1}^{k} 1_{[t_j, t_{j+1})}(s)y_j \) is a step function with values in \( H \), we have:

\[
\int_0^T \langle g(s), \delta X_s \rangle = \sum_{j=1}^{k} \langle y_j, X_{t_{j+1}} - X_{t_j} \rangle_H.
\]

Indeed, if \( y \in H \) and \( t \in [0, T] \), an obvious computation gives \( G^*(1_{[0,t]}y)(s) = 1_{[0,t]}(s)e^{(t-s)\Delta y} \), and hence we can write:

\[
\int_0^T \langle 1_{[0,t]}(s)y, \delta X_s \rangle = \int_0^t \langle e^{(t-s)\Delta}y, dW_s \rangle_H = \langle y, X_t \rangle_H.
\]

2.2 Itô's type formula

We are now in a position to state precisely and prove the main result of this section.

**Theorem 2.3** Let \( F : H \to \mathbb{R} \) be a \( C^\infty \) function with bounded first, second and third derivatives. Then \( F'(X) \in \text{Dom}(\delta^x) \) and:

\[
F(X_t) = F(0) + \int_0^t \langle F'(X_s), \delta X_s \rangle + \frac{1}{2} \int_0^t \text{Tr}(e^{2s\Delta}F''(X_s))ds, \quad t \in [0, T].
\] (2.13)

**Remark 2.4** By a standard approximation argument, we could relax the assumptions on \( F \), and consider a general \( C^2_b \) function \( F : H \to \mathbb{R} \).

**Remark 2.5** As it was already said in the introduction, if \( \text{Tr}(F''(x)) \) is uniformly bounded in \( x \in H \), one can take limits in equation (1.3) as \( N \to \infty \) to obtain:

\[
F(X_t) = F(0) + \int_0^t \langle F'(X_s), dX_s \rangle + \frac{1}{2} \int_0^t \text{Tr}(F''(X_s))ds, \quad t \in [0, T].
\] (2.14)

Here, the stochastic integral is naturally defined by

\[
\int_0^t \langle F'(X_s), dX_s \rangle := L^2 - \lim_{N \to \infty} \sum_{n=1}^{N} \int_0^t \partial_n F(X_s)dX_s^n.
\]

In this case, the stochastic integrals in formulae (2.13) and (2.14) are obviously related by a simple algebraic equality. However, our formula (2.13) remains valid for any \( C^2_b \) function \( F \), without any hypothesis on the trace of \( F'' \).

**Proof of Theorem 2.3.** For simplicity, assume that \( F(0) = 0 \). We will split the proof into several steps.

**Step 1: strategy of the proof.** Recall (see Section 2.1.1) that the set \( \mathcal{M} \) is a total subset of \( L^2(\Omega) \) and \( \mathcal{M} \) itself is generated by the random variables of the form \( \delta^w(h^m), m \in \mathbb{N} \), with \( h \in \mathcal{H}_w \). Then, in order to obtain (2.13), it is sufficient to show:

\[
E[Y_m F(X_t)] = E \left[ Y_m \int_0^t \langle F'(X_s), \delta X_s \rangle \right] + \frac{1}{2} E \left[ Y_m \int_0^t \text{Tr}(e^{2s\Delta}F''(X_s))ds \right],
\] (2.15)
where $Y_0 \equiv 1$ and, for $m \geq 1$, $Y_m = \delta^w(h^\otimes m)$ with $h \in \mathcal{H}_w$. This will be done in Steps 2 and 3. The proof of the fact that $F'(X) \in \hat{D}^{1,2}_X(\mathcal{H}_X)$ is postponed at Step 4.

**Step 2: the case $m = 0$.** Set $\varphi(t, y) = \mathbb{E}[F(e^{t\Delta}y + X_t)]$, with $y \in H$. Then, the Kolmogorov equation given e.g. in [9] p. 257, states that

$$\partial_t \varphi = \frac{1}{2} \text{Tr}(\varphi_{yy}) + \langle \Delta y, \partial_y \varphi \rangle_H. \quad (2.16)$$

Furthermore, in our case, we have:

$$\varphi_{yy}(t, y) = e^{2t\Delta} \mathbb{E}[F''(e^{t\Delta}y + X_t)],$$

and since $F''$ is bounded:

$$|\text{Tr}(\varphi_{yy}(t, y))| \leq \text{cst} \sum_{n \geq 1} e^{-\lambda_n t} \leq \frac{\text{cst}}{t^{1/2}} \text{ for all } t > 0,$$

which means in particular that $\int_0^t \text{Tr}(\varphi_{yy}(s, y)) \, ds$ is a convergent integral. Then, applying (2.16) with $y = 0$, we obtain:

$$\mathbb{E}[F(X_t)] = \varphi(t, 0) = \int_0^t \partial_s \varphi(s, 0) \, ds = \frac{1}{2} \int_0^t \text{Tr}(\varphi_{yy}(s, 0)) \, ds = \frac{1}{2} \int_0^t \mathbb{E}[\text{Tr}(e^{2s\Delta}F''(X_s))] \, ds, \quad (2.17)$$

and thus, (2.15) is verified for $m = 0$.

**Step 3: the general case.** For the sake of readability, we will prove (2.15) only for $m = 2$, the general case $m \geq 1$ being similar, except for some cumbersome notations. Let us recall first that, according to (2.4), we can write, for $t \geq 0$:

$$Y_2 = \delta^w(h^\otimes 2) = \int_0^T \langle u_t, hW_t \rangle_H = \delta^w(u) \quad \text{with} \quad u_t = \left( \int_0^t \langle h(s), W_s \rangle_H \right) h(t). \quad (2.18)$$

On the other hand, thanks to (1.2) and (2.2), it is readily seen that:

$$D^w_{s_1}F(X_t) = \sum_{n \geq 1} e^{-\lambda_n(t-s_1)} \partial_n F(X_t) \mathbf{1}_{[0, t]}(s) \mathbf{e}_n \quad (2.19)$$

and

$$D^w_{s_1}D^w_{s_1}F(X_t) = \sum_{n, r \geq 1} e^{-\lambda_n(t-s_1)} e^{-\lambda_r(t-s_2)} \partial_{nr}^2 F(X_t) \mathbf{1}_{[0, t]}(s_1) \mathbf{1}_{[0, t]}(s_2) \mathbf{e}_n \otimes \mathbf{e}_r, \quad (2.20)$$

where $\partial^2 F(y)$ is interpreted as a quadratic form, for any $y \in H$. Now, set

$$(G_{nr}^w h)(t) := \frac{1}{2} \left( \int_0^t h^n(s_1)e^{-\lambda_n(t-s_1)} \, ds_1 \right) \left( \int_0^t h^r(s_2)e^{-\lambda_r(t-s_2)} \, ds_2 \right). \quad (2.21)$$
Putting together (2.18) and (2.19), we get:

$$E[Y_2 F(X_t)] = E[\delta^W(u) F(X_t)] = \int_0^t ds_1 E[\langle u_{s_1}, D^w_{s_1} F(X_t) \rangle_H]$$

$$= \int_0^t ds_1 E[\langle \delta^W(1_{[0,s_1]} h) h(s_1), D^w_{s_1} F(X_t) \rangle_H]$$

$$= \sum_{n \geq 1} \int_0^t ds_1 E[\delta^W(1_{[0,s_1]} h) h^n(s_1) D^{n,w}_{s_1} F(X_t)]$$

$$= \sum_{n \geq 1} \int_0^t ds_1 E\left[\int_0^t ds_2 \langle 1_{[0,s_1]}(s_2) h(s_2), h^n(s_1) D^{n,w}_{s_2} (D^{n,w}_{s_1} F(X_t)) \rangle_H\right],$$

where we have written $D^{n,w}_{s_1} F(X_t)$ for the $n$th component in $H$ of $D^w_{s_1} F(X_t)$. Thus, invoking (2.20) and (2.21), we obtain

$$E[Y_2 F(X_t)] = \sum_{n,r \geq 1} \int_0^t ds_1 \int_0^{s_1} ds_2 h^r(s_2) h^n(s_1) e^{-\lambda_n(t-s_2)} e^{-\lambda_r(t-s_1)} E[\partial^2_{nr} F(X_t)]$$

$$= \sum_{n,r \geq 1} (G^{\otimes 2}_{nr} h)(t) E[\partial^2_{nr} F(X_t)].$$

Let us differentiate now this expression with respect to $t$: setting $\psi_{nr}(s,y) := E[\partial^2_{nr} F(e^s \Delta y + X_s)]$, we have

$$E[Y_2 F(X_t)] = A_1 + A_2,$$

where

$$A_1 := \sum_{n,r \geq 1} \int_0^t E[\partial^2_{nr} F(X_s)](G^{\otimes 2}_{nr} h)(ds) \quad \text{and} \quad A_2 := \sum_{n,r \geq 1} \int_0^t (G^{\otimes 2}_{nr} h)(s) \partial_s \psi_{nr}(s,0) ds.$$
and according to (2.5), we get
\[
\hat{A}_1 = E \left[ \delta^W(h) \int_0^T \langle h(s), G^* F'(X_s) \mathbf{1}_{[0,t]}(s) \rangle_H ds \right] \\
= \int_0^t \langle Gh(ds), E[\delta^W(h) F'(X_s)] \rangle_H \\
= \sum_{n \geq 1} \int_0^t G^n(ds_1) E \left[ \int_0^T \langle h(s_2), D^W_n(\partial_n F(X_{s_1})) \rangle_H ds_2 \right] \\
= \sum_{n,r \geq 1} \int_0^t E[\partial^2_{nr} F(X_{s_1})] G^n(ds_1) \int_0^{s_1} h^r(s_2) e^{-\lambda_r(s_1-s_2)} ds_2.
\]

Now, symmetrizing this expression in \(n, r\) we get
\[
\hat{A}_1 = \frac{1}{2} \sum_{n,r \geq 1} \int_0^t E[\partial^2_{nr} F(X_{s_1})] \left[ G^n(ds_1) \int_0^{s_1} h^r(s_2) e^{-\lambda_r(s_1-s_2)} ds_2 \\
+ G^r(ds_1) \int_0^{s_1} h^n(s_2) e^{-\lambda_n(s_1-s_2)} ds_2 \right],
\]
and a simple use of (2.21) yields
\[
\hat{A}_1 = \sum_{n,r \geq 1} \int_0^t E[\partial^2_{nr} F(X_{s_1})] (G \otimes^2_{nr} h)(ds_1) = A_1.
\]

Set now
\[
\hat{A}_2 = E \left[ Y_2 \int_0^t \text{Tr}(e^{2\Delta} F''(X_s)) ds \right],
\]
and let us show that \(2A_2 = \hat{A}_2\). Indeed, using the same reasoning which was used to obtain (2.22), we can write:
\[
\hat{A}_2 = \text{Tr} \left( \int_0^t e^{2\Delta} E[Y_2 F''(X_s)] ds \right) \\
= \text{Tr} \left( \int_0^t e^{2\Delta} \sum_{n,r \geq 1} (G \otimes^2_{nr} h)(s) E[\partial^2_{nr} F''(X_s)] \right) = 2A_2, \tag{2.24}
\]
by applying relation (2.17) to \(\partial^2_{nr} F\). Thus, putting together (2.24) and (2.23), our Itô type formula is proved, except for one point whose proof has been omitted up to now, namely the fact that \(F'(X) \in \text{Dom}(\delta^X)\).

Step 4: To end the proof, it suffices to show that \(F'(X) \in \hat{D}^{1,2}_X(\mathcal{H}_X)\). To this purpose, we first verify (2.10), and we start by observing that
\[
E \int_0^T \left| G^* F'(X_s) \right|_H^2 ds \leq \text{cst} \left( \int_0^T E \left[ |e^{(T-s)\Delta} F'(X_s)|_H^2 \right] ds \\
+ \int_0^T E \left( \left( \int_s^T |\Delta e^{(t-s)\Delta} (F'(X_t) - F'(X_s))|_H dt \right)^2 \right] ds. \right)
\]
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Clearly, the hypothesis “$F'$ is bounded” means, in our context, that:

$$\sup_{y \in H} |F'(y)|_H^2 = \sup_{y \in H} \sum_{n \geq 1} (\partial_n F(y))^2 < \infty.$$ 

Then, we easily get

$$E \int_0^T \left[ |e^{(T-s)\Delta} F'(X_s)|_H^2 \right] ds = \int_0^T \sum_{n \geq 1} e^{-2\lambda_n (T-s)} E \left[ (\partial_n F(X_s))^2 \right] ds < \infty.$$ 

On the other hand, we also have that

$$|\Delta e^{(t-s)\Delta} (F'(X_t) - F'(X_s))|_H^2 = \sum_{n \geq 1} \lambda_n^2 e^{-2\lambda_n (t-s)} (\partial_n F(X_t) - \partial_n F(X_s))^2$$

$$\leq \sup_{n \geq 0} \{ \alpha^2 e^{-2\alpha (t-s)} \} |F'(X_t) - F'(X_s)|_H^2$$

$$\leq \text{cst} (t-s)^{-2} |X_t - X_s|_H^2 \sup_{y \in H} ||F''(y)||_{op}^2.$$ 

Thus, we can write:

$$E \int_0^T \left[ \left( \int_s^T |\Delta e^{(t-s)\Delta} (F'(X_t) - F'(X_s))|_H dt \right)^2 \right] ds \leq \text{cst} \int_0^T f_T(s) ds,$$

with $f_T$ given by

$$f_T(s) := E \left\{ \left( \int_s^T (t-s)^{-1} |X_t - X_s|_H dt \right)^2 \right\}. \quad (2.25)$$

Fix now $\varepsilon > 0$ and consider the positive measure $\nu_s(dt) = (t-s)^{-1/2-2\varepsilon} dt$. Invoking Lemma 2.1, we get that

$$f_T(s) = E \left\{ \left( \int_s^T (t-s)^{-1/2+2\varepsilon} |X_t - X_s|_H \nu_s(dt) \right)^2 \right\}$$

$$\leq \text{cst} \nu_s([s, T]) \int_s^T (t-s)^{-1+4\varepsilon} E(|X_t - X_s|_H^2) \nu_s(dt)$$

$$\leq \text{cst} (T-s)^{1/2-2\varepsilon} \int_s^T (t-s)^{-1+2\varepsilon} dt = \text{cst} (T-s)^{1/2}.$$

Hence, $f_T$ is bounded on $[0, T]$ and (2.10) is verified.

We verify now (2.11). Notice first that $F'(X_t) \in H$, and thus $D^w F'(X_t)$ can be interpreted as an operator valued random variable. Furthermore, thanks to (1.2), we can compute, for $\tau \in [0, T]$:

$$D^w_T F'(X_t) = \sum_{n \geq 1} D^w_T \partial_n F(X_t) \epsilon_n = \sum_{n, r \geq 1} e^{-\lambda_r (t-\tau)} \partial^2_{nr} F(X_t) \mathbf{1}_{[0,t]}(\tau) \epsilon_n \otimes \epsilon_r.$$
Hence \( \|D^W\tau F'(X_s)\|_{\text{op}}^2 \leq \|F''(X_s)\|_{\text{op}}^2 \) and

\[
E \int_0^T d\tau \left( \int_0^T ds \|e^{(T-s)\Delta} D^W\tau F'(X_s)\|_{\text{op}} \right)^2 \leq E \int_0^T d\tau \left( \int_0^T ds \|e^{(T-s)\Delta} \|_{\text{op}} \|D^W\tau F'(X_s)\|_{\text{op}} \right)^2 < \infty, \tag{2.26}
\]

according to the fact that \( \|e^{(T-s)\Delta}\|_{\text{op}} \leq 1 \). On the other hand, since \( X_t \) is \( \mathcal{F}_t \)-adapted, we get

\[
E \int_0^T d\tau \int_0^T ds \left( \int_0^T dt \|D^W \tau F'(X_t) - D^W \tau F'(X_s)\|_{\text{op}} \right)^2 = B_1 + B_2, \tag{2.27}
\]

with

\[
B_1 := E \int_0^T d\tau \int_0^\tau ds \left( \int_0^\tau dt \|D^W \tau F'(X_t)\|_{\text{op}} \right)^2
\]

\[
B_2 := E \int_0^T d\tau \int_\tau^T ds \left( \int_s^T dt \|D^W \tau F'(X_t) - D^W \tau F'(X_s)\|_{\text{op}} \right)^2.
\]

Moreover, for \( y \in H \) such that \( |y|_H = 1 \) and \( t > \tau \), we have:

\[
\|\Delta e^{(t-s)\Delta} D^W \tau F'(X_t)\|_{\text{op}}^2 = \sum_{n \geq 1} \lambda_n^2 e^{-2\lambda_n(t-s)} \left( \sum_{r \geq 1} e^{-\lambda_r(t-\tau)} \partial_{nr}^2 F(X_t) y_r \right)^2 \leq \sup_{\alpha \geq 0} \{ \alpha^2 e^{-2\alpha(t-s)} \} \sum_{n,r \geq 1} e^{-2\lambda_r(t-\tau)} \partial_{nr}^2 F(X_t)^2 \sum_{r \geq 1} y_r^2 \leq \frac{\text{cst}}{(t-s)^2},
\]

and thus

\[
\|\Delta e^{(t-s)\Delta} D^W \tau F'(X_t)\|_{\text{op}} \leq \text{cst}(t-s)^{-1},
\]

from which we deduce easily

\[
B_1 = E \int_0^T d\tau \int_0^\tau ds \left( \int_0^\tau dt \|D^W \tau F'(X_t)\|_{\text{op}} \right)^2 < \infty. \tag{2.28}
\]

We also have, for \( y \in H \) such that \( |y|_H = 1 \) and \( t > s > \tau \):

\[
\|\Delta e^{(t-s)\Delta} (D^W \tau F'(X_t) - D^W \tau F'(X_s))y\|_H^2 = \sum_{n \geq 1} \lambda_n^2 e^{-2\lambda_n(t-s)} \left[ \sum_{r \geq 1} (e^{-\lambda_r(t-\tau)} \partial_{nr}^2 F(X_t) - e^{-\lambda_r(s-\tau)} \partial_{nr}^2 F(X_s)) y_r \right]^2 \leq \sup_{\alpha \geq 0} \{ \alpha^2 e^{-2\alpha(t-s)} \} \sum_{n,r \geq 1} (e^{-\lambda_r(t-\tau)} \partial_{nr}^2 F(X_t) - e^{-\lambda_r(s-\tau)} \partial_{nr}^2 F(X_s))^2.
\]
But, \( F'' \) and \( F''' \) being bounded, we can write:
\[
\sum_{n,r \geq 1} \left( e^{-\lambda_n(t-\tau)} \partial_{nn}^2 F(X_t) - e^{-\lambda_n(s-\tau)} \partial_{nn}^2 F(X_s) \right)^2 \\
\leq \text{cst} \sum_{n,r \geq 1} \left( e^{-\lambda_n(t-\tau)} - e^{-\lambda_n(s-\tau)} \right)^2 \left( \partial_{nn}^2 F(X_t) \right)^2 \\
+ \text{cst} \sum_{n,r \geq 1} \left( \partial_{nn}^2 F(X_t) - \partial_{nn}^2 F(X_s) \right)^2 e^{-2\lambda_n(s-\tau)} \\
\leq \text{cst} \sup_{\alpha \geq 0} \left( e^{-\alpha(t-\tau)} - e^{-\alpha(s-\tau)} \right)^2 \| F''(X_t) \|_{\text{op}}^2 + \text{cst} \| F''(X_t) - F''(X_s) \|_{\text{op}}^2 \\
\leq \text{cst} \left\{ (t-s)^2 + |X_t - X_s|^2 \right\} ,
\]
and consequently,
\[
\| \Delta e^{(t-s)} \Delta (D_W F'(X_t) - D_W F'(X_s)) \|_{\text{op}} \leq \text{cst} (t-s)^{-1} |X_t - X_s|_H
\]
and
\[
B_2 = \mathbb{E} \int_0^T d\tau \int_\tau^T ds \left( \int_s^T dt \| \Delta e^{(t-s)} \Delta (D_W F'(X_t) - D_W F'(X_s)) \|_{\text{op}} \right)^2 \\
\leq \text{cst} \int_0^T d\tau \int_\tau^T ds f_T(s) \quad (2.29)
\]
with \( f_T \) given by (2.25). By boundedness of \( f_T \), and putting together (2.26), (2.27), (2.28) and (2.29), we obtain that (2.11) holds true, which ends the proof of our theorem.

\[ \square \]

### 3 A Tanaka’s type formula related to \( X \)

In this section, we will make a step towards a definition of the local time associated to the stochastic heat equation: we will establish a Tanaka’s type formula related to \( X \), for which we will need a little more notation. Let us denote \( C_c([0,1]) \) the set of real functions defined on \([0,1]\), with compact support. Let \( \{G_t(x,y); t \geq 0, x,y \in [0,1]\} \) be the Dirichlet heat kernel on \([0,1]\), that is the fundamental solution to the equation
\[
\partial_t h(t,x) = \partial_{xx}^2 h(t,x), \quad t \in [0,T], x \in [0,1], \quad h(t,0) = h(t,1) = 0, \quad t \in [0,T].
\]

Notice that, following the notations of Section 1, \( G_t(x,y) \) can be decomposed as
\[
G_t(x,y) = \sum_{n \geq 1} e^{-\lambda_n t} e_n(x)e_n(y). \quad (3.1)
\]

Now, we can state:
Theorem 3.1 Let $\varphi \in C_c([0,1])$ and $F_\varphi : H \to \mathbb{R}$ given by $F_\varphi(\ell) = \int_0^1 |\ell(x)|\varphi(x)dx$. Then:

$$F_\varphi(X_t) = \int_0^t \langle F'_\varphi(X_s), \delta X_s \rangle + L_\delta^\ell,$$

(3.2)

where $[F'_\varphi(\ell)](\tilde{\ell}) = \int_0^1 \text{sgn}(\ell(x))\varphi(x)\tilde{\ell}(x)dx$ and $L_\delta^\ell$ is the random variable given by

$$L_\delta^\ell = \frac{1}{2} \int_0^t \int_0^1 \delta_0(X_s(x)) G_2(\ell, x) \varphi(x)dx ds,$$

(3.3)

where $\delta_0$ stands for the Dirac measure at 0, and $\delta_0(X_s(x))$ has to be understood as a distribution on the Wiener space associated to $W$.

3.1 An approximation result

In order to perform the computations leading to Tanaka’s formula (3.2), it will be convenient to change a little our point of view on equation (1.1), which will be done in the next subsection.

3.1.1 The Walsh setting

We have already mentioned that the Brownian sheet $W$ could be interpreted as the space-time white noise on $[0,T] \times [0,1]$, which means that $W$ can be seen as a Gaussian family $\{W(h) ; h \in \mathcal{H}_W\}$, with

$$W(h) = \int_0^T \int_0^1 h(t, x)W(dt, dx), \quad h \in \mathcal{H}_W$$

and

$$E[W(h_1)W(h_2)] = \int_0^T \int_0^1 h_1(t, x)h_2(t, x) dt dx, \quad h_1, h_2 \in \mathcal{H}_W,$$

and where we recall that $\mathcal{H}_W = L^2([0,T] \times [0,1])$. Associated to this Gaussian family, we can construct again a derivative operator, a divergence operator, some Sobolev spaces, that we will simply denote respectively by $D, \tilde{\delta}, \mathbb{D}^{k,2}$. These objects coincide in fact with the ones introduced at Section 2.1.1. Notice for instance that, for a given $m \geq 1$, and for a functional $F \in \mathbb{D}^{m,2}$, $D^m F$ will be considered as a random function on $([0,T] \times [0,1])^m$, denoted by $D^{m}_{(s_1, y_1), \ldots, (s_m, y_m)} F$. We will also deal with the multiple integrals with respect to $W$, that can be defined as follows: for $m \geq 1$ and $f_m : ([0,T] \times [0,1])^m \to \mathbb{R}$ such that $f_m(t_1, x_1, \ldots, t_m, x_m)$ is symmetric with respect to $(t_1, \ldots, t_m)$, we set

$$I_m(f_m) = m! \int_{0 < t_1 < \ldots < t_m < T} \int_{[0,1]^m} f(t_1, x_1, \ldots, t_m, x_m)W(dt_1, dx_1) \ldots W(dt_m, dx_m).$$

Eventually, we will use the negative Sobolev space $\mathbb{D}^{-1,2}$ in the sense of Watanabe, which can be defined as the dual space of $\mathbb{D}^{1,2}$ in $L^2(\Omega)$. We refer to [15] or [14] for a detailed account on the Malliavin calculus with respect to $W$. Notice in particular that the filtration $(\mathcal{F}_t)_{t \in [0,T]}$ considered here is generated by the random variables $\{W(I_{[0,s]} \times 1_A) ; s \leq t, A \text{ Borel set in } [0,1]\}$, which is useful for a correct definition.
of $I_m(f_m)$. Then, the isometry relationship between multiple integrals can be read as:

$$E[I_m(f_m)I_p(g_p)] = \begin{cases} 0 & \text{if } m \neq p, \\ m! \langle f_m, g_m \rangle_{H_w^m} & \text{if } m = p, \end{cases}, \quad m, p \in \mathbb{N}$$

where $H_w^m$ has to be interpreted as $L^2([0,T] \times [0,1]^m)$.

In this context, the stochastic convolution $X$ can also be written according to Walsh’s point of view (see [19]): set

$$G_{t,x}(s,y) := G_{t-s}(x,y)1_{[0,t]}(s), \quad (3.4)$$

then, for $t \in [0,T]$ and $x \in [0,1]$, $X_t(x)$ is given by

$$X_t(x) = \int_0^T \int_0^1 G_{t-x}(s,y)W(ds,dy) = I_1(G_{t,x}). \quad (3.5)$$

### 3.1.2 A regularization procedure

For simplicity, we will only prove (3.2) for $t = T$. Now, we will get formula (3.2) by a natural method: we will first regularize the absolute value function $|\cdot|$ in order to apply the Itô formula (2.13), and then we pass to the limit as the regularization step tends to 0. To complete this program, we will use the following classical bounds (see for instance [3], p. 268) on the Dirichlet heat kernel: for all $\eta > 0$, their exist two constants $0 < c_1 < c_2$ such that, for all $x, y \in [\eta, 1 - \eta]$, we have:

$$c_1 t^{-1/2} \leq G_t(x,y) \leq c_2 t^{-1/2}. \quad (3.6)$$

from which we deduce that uniformly in $(t, x) \in [0,T] \times [\eta, 1 - \eta]$,

$$c_1 t^{1/2} \leq \int_0^t \int_0^1 G_s(x,y)^2 ds dy \leq c_2 t^{1/2}. \quad (3.7)$$

Fix $\varphi \in C_c([0,1])$ and assume that $\varphi$ has support in $[\eta, 1 - \eta]$. For $\varepsilon > 0$, let $F_\varepsilon : H \to \mathbb{R}$ be defined by

$$F_\varepsilon(\ell) = \int_0^1 \sigma_\varepsilon(\ell(x))\varphi(x)dx, \quad \text{with } \sigma_\varepsilon : \mathbb{R} \to \mathbb{R} \text{ given by } \sigma_\varepsilon = |\cdot| * p_\varepsilon,$$

where $p_\varepsilon(x) = (2\pi\varepsilon)^{-1/2}e^{-x^2/(2\varepsilon)}$ is the Gaussian kernel on $\mathbb{R}$ with variance $\varepsilon > 0$. For $t \in [0,T]$, let us also define the random variable

$$Z^\varepsilon_t = \text{Tr}(e^{2t\Delta}F_\varepsilon''(X_t)) = \int_0^1 G_{2t}(x,x)\varphi(x)\sigma_\varepsilon''(X_t(x))dx. \quad (3.8)$$

We prove here the following convergence result:

**Lemma 3.2** If $Z^\varepsilon_t$ is defined by (3.8), $\int_0^T Z^\varepsilon_t dt$ converges in $L^2$, as $\varepsilon \to 0$, towards the random variable $L^\varepsilon_T$ defined by (3.3).
Proof. Following the idea of [7], we will show this convergence result by means of the Wiener chaos decomposition of $\int_0^T Z_t^\varepsilon dt$, which will be computed firstly.

Stroock’s formula ([17]) states that any random variable $F \in \cap_{k \geq 1} D^{k,2}$ can be expanded as

$$ F = \sum_{m=0}^{\infty} \frac{1}{m!} I_m (\mathbb{E} [D^m F]). $$

In our case, a straightforward computation yields, for any $t \in [0, T]$ and $m \geq 0$,

$$ D^m_{(s_1, y_1), \ldots, (s_m, y_m)} Z_t^\varepsilon = \int_0^1 G_{2t}(x, x) \varphi(x) G \otimes^m_{t,x} ((s_1, y_1), \ldots, (s_m, y_m)) \sigma_{\varepsilon}^{(m+2)}(X_t(x)) dx. $$

Moreover, since $\sigma_{\varepsilon}'' = p_{\varepsilon}$, we have

$$ \mathbb{E} [\sigma_{\varepsilon}^{(m+2)}(X_t(x))] = m! (\varepsilon + v(t, x))^{-m/2} p_{\varepsilon + v(t, x)}(0) H_m(0), $$

where $v(t, x)$ denotes the variance of the centered Gaussian random variable $X_t(x)$ and $H_m$ is the $m$th Hermite polynomial:

$$ H_m(x) = (-1)^m e^{\frac{x^2}{2}} \frac{d^m}{dx^m} \left( e^{-\frac{x^2}{2}} \right), $$

verifying $H_m(0) = 0$ if $m$ is odd and $H_m(0) = \frac{(-1)^{m/2}}{2^{m/2}(m/2)!}$ if $m$ is even. Thus, the Wiener chaos decomposition of $\int_0^T Z_t^\varepsilon dt$ is given by

$$ \int_0^T Z_t^\varepsilon dt = \sum_{m \geq 0} \int_0^T dt \int_0^1 dx G_{2t}(x, x) \varphi(x) (\varepsilon + v(t, x))^{-m/2} p_{\varepsilon + v(t, x)}(0) H_m(0) I_m(G \otimes^m_{t,x}) $$

$$ = \sum_{m \geq 0} \int_0^T dt \int_0^1 dx \beta_{m,\varepsilon}(t, x) I_m(G \otimes^m_{t,x}), $$

(3.9)

with

$$ \beta_{m,\varepsilon}(t, x) := G_{2t}(x, x) \varphi(x) (\varepsilon + v(t, x))^{-m/2} p_{\varepsilon + v(t, x)}(0) H_m(0), m \geq 1. $$

We will now establish the $L^2$-convergence of $\int_0^T Z_t^\varepsilon dt$, using (3.9). For this purpose let us notice that each term

$$ \int_0^T dt \int_0^1 dx \beta_{m,\varepsilon}(t, x) I_m(G \otimes^m_{t,x}) $$

converges in $L^2(\Omega)$, as $\varepsilon \to 0$, towards

$$ \int_0^T dt \int_0^1 dx G_{2t}(x, x) \varphi(x) v(t, x)^{-m/2} p_{v(t, x)}(0) H_m(0) I_m(G \otimes^m_{t,x}). $$
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Thus, setting

$$\alpha_{m,\varepsilon} := E \left\{ \left( \int_0^T dt \int_0^1 dx \beta_{m,\varepsilon}(t, x) I_m(G_{t,x}^\otimes) \right)^2 \right\},$$

the $L^2$-convergence of $\int_0^T Z_t^\varepsilon dt$ will be proven once we show that

$$\lim_{M \to \infty} \sup_{\varepsilon > 0} \sum_{m \geq M} \alpha_{m,\varepsilon} = 0,$$

and hence once we control the quantity $\alpha_{m,\varepsilon}$ uniformly in $\varepsilon$. We can write

$$\alpha_{m,\varepsilon} = \int_{[0,T]^2} dt_1 dt_2 \int_{[0,1]^2} dx_1 dx_2 \beta_{m,\varepsilon}(t_1, x_1) \beta_{m,\varepsilon}(t_2, x_2) E\{ I_m(G_{t_1,x_1}^\otimes) I_m(G_{t_2,x_2}^\otimes) \}.$$ 

Moreover

$$E\{ I_m(G_{t_1,x_1}^\otimes) I_m(G_{t_2,x_2}^\otimes) \} = m! \langle G_{t_1,x_1}^\otimes, G_{t_2,x_2}^\otimes \rangle_{L^2([0,T] \times [0,1])^m}$$

$$= m! \left( \int_{[0,T] \times [0,1]} G_{t_1-s}(x_1, y) 1_{[0,t_1]}(s) G_{t_2-s}(x_2, y) 1_{[0,t_2]}(s) ds dy \right)^m$$

$$= m! \langle R(t_1, x_1, t_2, x_2) \rangle^m.$$ 

Using (3.6), we can give a rough upper bound on $\beta_{m,\varepsilon}(t, x)$:

$$|\beta_{m,\varepsilon}(t, x)| \leq |G_{2\varepsilon}(x, x)| |\varphi(x)| \frac{1}{v(t, x)^{m+1/2}} \frac{\text{cst} |\varphi(x)|}{2 \pi (\frac{m}{2})!} \leq \frac{\text{cst} |\varphi(x)|}{2 \pi (\frac{m}{2})!}.$$ 

Then, thanks to the fact that $\varphi = 0$ outside $[\eta, 1-\eta]$, we get

$$\alpha_{m,\varepsilon} \leq c_m \int_{([0,T] \times [\eta,1-\eta])^2} dt_1 dt_2 dx_1 dx_2 \frac{|R(t_1, x_1, t_2, x_2)|^m |\varphi(x_1)| |\varphi(x_2)|}{v(t_1, x_1)^{1/2} v(t_2, x_2)^{1/2} v(t_1, x_1)^{(m+1)/2} v(t_2, x_2)^{(m+1)/2}},$$

with

$$c_m = \frac{\text{cst} m!}{2^m [(m/2)!]^2} \leq \frac{\text{cst}}{\sqrt{m}}.$$ 

by Stirling formula. Assume, for instance, $t_1 \leq t_2$. Invoking the decomposition (3.1) of $G_t(x, y)$ and the fact that $\{e_n; n \geq 1\}$ is an orthogonal family, we obtain

$$R(t_1, x_1, t_2, x_2) = \int_0^{t_1} ds \int_0^1 dy \sum_{n \geq 1} e^{-\lambda_n(t_1-s)} e_n(x_1)e_n(y) \sum_{r \geq 1} e^{-\lambda_r(t_2-s)} e_r(x_2)e_r(y)$$

$$= \sum_{n \geq 1} e_n(x_1)e_n(x_2) \int_0^{t_1} ds e^{-\lambda_n[(t_1-s)+(t_2-s)]} = \sum_{n \geq 1} \frac{2}{\lambda_n} e_n(x_1)e_n(x_2) e^{-\lambda_n t_2} \sinh(\lambda_n t_1),$$

and using the same kind of arguments, we can write, for $k = 1, 2$:

$$v(t_k, x_k) = \sum_{n \geq 1} \frac{2}{\lambda_n} e_n(x_k)^2 e^{-\lambda_n t_k} \sinh(\lambda_n t_k).$$
Now Cauchy-Schwarz’s inequality gives

\[
R(t_1, t_2, x_1, x_2) \\
\leq \left\{ \sum_{n \geq 1} \frac{2}{\lambda_n} e_n(x_1)^2 e^{-\lambda_n t_2} \sinh(\lambda_n t_1) \right\}^{1/2} \left\{ \sum_{n \geq 1} \frac{2}{\lambda_n} e_n(x_2)^2 e^{-\lambda_n t_2} \sinh(\lambda_n t_1) \right\}^{1/2} \\
\leq \left\{ \sum_{n \geq 1} \frac{2}{\lambda_n} e_n(x_1)^2 e^{-\lambda_n t_2} \sinh(\lambda_n t_1) \right\}^{1/2} v(t_2, x_2)^{1/2}.
\]

Introduce the expression

\[
A(t_1, t_2, x_1) := \sum_{n \geq 1} \frac{2}{\lambda_n} e_n(x_1)^2 e^{-\lambda_n t_2} \sinh(\lambda_n t_1) = \int_0^{t_1} G_{t_1 + t_2 - 2s}(x_1, x_1) ds.
\]

We have obtained that \( R(t_1, t_2, x_1, t_2) \leq A(t_1, t_2, x_1)^{1/2} v(t_2, x_2)^{1/2} \). Notice that (3.7) yields \( c_1 t^{1/2} \leq v(t, x) \leq c_2 t^{1/2} \) uniformly in \( x \in [\eta, 1 - \eta] \). Thus, we obtain

\[
\alpha_{m, \varepsilon} \leq \frac{\text{cst}}{\sqrt{m}} \int_{([0, T] \times [\eta, 1 - \eta])^2} dt_1 dt_2 dx_1 dx_2 \frac{v(t_2, x_2)^{m/2} A(t_1, t_2, x_1)^{m/2} |\varphi(x_1)| |\varphi(x_2)|}{t_1^{1/2} t_2^{1/2} v(t_1, x_1)^{(m+1)/2} v(t_2, x_2)^{(m+1)/2}},
\]

and hence

\[
\alpha_{m, \varepsilon} \leq \frac{\text{cst}}{\sqrt{m}} \int_{([0, T] \times [\eta, 1 - \eta])^2} dt_1 dt_2 dx_1 dx_2 \frac{t_2^{m/4}}{t_1^{1/2} t_2^{1/2} t_1^{(m+1)/2} t_2^{(m+1)/2}} \left( \int_0^{t_1} G_{t_1 + t_2 - 2s}(x_1, x_1) ds \right)^{m/2}.
\]

Hence, according to (3.6), we get

\[
\alpha_{m, \varepsilon} \leq \frac{\text{cst}}{\sqrt{m}} \int_0^T t_1^{-(m+3)/4} dt_1 \int_0^T t_2^{3/4} [(t_2 + t_1)^{1/2} - (t_2 - t_1)^{1/2}]^{m/2} dt_2 \\
\leq \frac{\text{cst}}{\sqrt{m}} \int_0^T t_1^{-(m+3)/4} dt_1 \int_0^T t_2^{3/4} t_1^{m/2} dt_2 \leq \frac{\text{cst}}{\sqrt{m}} \int_0^T t_1^{(m-3)/4} dt_1 \int_0^T t_2^{(m+3)/4} dt_2 \leq \frac{\text{cst}}{m^{3/2}}.
\]

Consequently, the series \( \sum_{m \geq 0} \alpha_{m, \varepsilon} \) converges uniformly in \( \varepsilon > 0 \), which gives immediately (3.10).

Thus, we obtain that \( \int_0^T Z^\varepsilon_t dt \to Z \) in \( L^2(\Omega) \), as \( \varepsilon \to 0 \), where

\[
Z := \sum_{m \geq 0} \int_0^T dt \int_0^1 dx G_{2t}(x, x) \varphi(x) v(t, x)^{-m/2} p_v(t, x)(0) H_m(0) I_m(G_{t,x}^{\otimes m}).
\]

To finish the proof we need to identify \( Z \) with (3.3). First, let us give the precise meaning of (3.3). Using (3.5), we can write

\[
L^\varepsilon_T = \frac{1}{2} \int_0^T \int_0^1 \delta_0(W(G_{t,x})) G_{2t}(x, x) \varphi(x) dx dt,
\]
where we recall that $\delta_0$ stands for the Dirac measure at 0, and we will show that $L_T \varphi \in \mathbb{D}^{-1,2}$ (this latter space has been defined at Section 3.1.1). Indeed, (see also [16], p. 259), for any random variable $U \in \mathbb{D}^{1,2}$, with obvious notation for the Sobolev norm of $U$, we have

$$|E(U \delta_0(W(G_{t,x})))| \leq \frac{\|U\|_{1,2}}{|G_{t,x}|_{H_W}} \leq \text{cst} \frac{\|U\|_{1,2}}{t^{1/4}},$$

using (3.4) and (3.7). This yields

$$|E(U L_T \varphi)| \leq \text{cst} \int_0^T \int_{\eta}^{1-\eta} \|U\|_{1,2} |G_{t\eta}(x,x)| |\varphi(x)| dx dt < \infty,$$

according to (3.6). Similarly, $\int_0^T \int_{\eta}^{1-\eta} \|U\|_{1,2} G_{t\eta}(x,x) |\varphi(x)| dx dt$ and the same reasoning applies. Moreover $\frac{1}{2} \int_0^T Z_{t\eta} dt \in \mathbb{D}^{-1,2}$, since

$$\int_0^T Z_{t\eta} dt = \int_0^T \int_0^1 \sigma''(W(G_{t,x}))(G_{2t}(x,x)) \varphi(x) dx dt,$$

and the conclusion follows using again (3.6) and (3.7), and also the fact that $\sigma' \to \text{sgn}$, as $\varepsilon \to 0$.

Finally, it is clear that $L_T \varphi = \frac{1}{2} Z$. The proof of Lemma 3.2 is now complete.

\[\Box\]

3.2 Proof of Theorem 3.1

In order to prove relation (3.2) (only for $t = T$ for simplicity), let us take up our regularization procedure: for any $\varepsilon > 0$, we have, according to (2.13), that

$$F(\varepsilon X_T) = \int_0^T F(\varepsilon X_t), \delta X_t + \frac{1}{2} \int_0^T Z_{t\varepsilon} dt.$$ (3.11)
We have seen that \( \frac{1}{2} \int_0^T Z_t^\varepsilon \, dt \to L_\varepsilon^\varphi \) as \( \varepsilon \to 0 \), in \( L^2(\Omega) \). Since it is obvious that \( F_\varepsilon(X_T) \) converges in \( L^2(\Omega) \) to \( F_\varphi(X_T) \), a simple use of formula (3.11) shows that \( \int_0^T \langle F_\varepsilon'(X_t), \delta X_t \rangle \) converges. In order to obtain (3.2), it remains to prove that

\[
\lim_{\varepsilon \to 0} \int_0^T \langle F_\varepsilon'(X_t), \delta X_t \rangle = \int_0^T \langle F_\varphi'(X_t), \delta X_t \rangle. \tag{3.12}
\]

But, from standard Malliavin calculus results (see, for instance, Lemma 1, p. 304 in [7]), in order to prove (3.12), it is sufficient to show that

\[
G^\varepsilon \to G^\varphi \quad \text{as} \quad \varepsilon \to 0, \quad \text{in} \quad L^2([0,T] \times \Omega; H), \tag{3.13}
\]

with

\[
V_\varepsilon(t) = F_\varepsilon'(X_t) = \sigma'_\varepsilon(X_t)\varphi \in H \quad \text{and} \quad V(t) = \text{sgn}(X_t)\varphi \in H.
\]

We will now prove (3.13) through several steps, adapting in our context the approach used in [7].

**Step 1.** To begin with, let us first establish the following result:

**Lemma 3.3** For \( s,t \in (0,T) \), \( x \in [\eta,1-\eta] \) and \( a \in \mathbb{R} \),

\[
P(X_t(x) > a, X_s(x) < a) \leq \text{cst} \frac{(t-s)^{1/4}s^{-1/2}}{v(s,t,x)} - 1, \tag{3.14}
\]

where the constant depends only on \( T,a \) and \( \eta \).

**Proof.** The proof is similar to the one given for Lemma 4, p. 309 in [7]. Indeed, the first part of that proof can be invoked in our case since \((X_t(x), X_s(x))\) is a centered Gaussian vector (with covariance \( \omega(s,t,x) \)). Hence we can write

\[
P(X_t(x) > a, X_s(x) < a) \leq 1 + \frac{|a|\rho\sqrt{2\pi}}{2\pi} \sqrt{\frac{v(t,x)v(s,x)}{\omega(s,t,x)^2}} - 1, \tag{3.15}
\]

where

\[
\rho^2 = \frac{E[(X_t(x) - X_s(x))^2]}{v(t,x)v(s,x) - \omega(s,t,x)^2}. \tag{3.16}
\]

Furthermore, it is a simple computation to show that

\[
\omega(s,t,x) = E[X_t(x)X_s(x)] \geq \text{cst} s^{1/2}. \tag{3.17}
\]

Indeed, using again (3.6) we deduce that

\[
E[X_t(x)X_s(x)] = \int_0^s du \int_0^1 dy G_{t-u}(x,y)G_{s-u}(x,y) \geq \int_0^s du \int_0^{1-\eta} dy G_{t-u}(x,y)G_{s-u}(x,y) \geq \text{cst} \int_0^s \frac{du}{\sqrt{(t-u)(s-u)}} \geq \text{cst} \sqrt{\frac{t-s}{t}} \int_0^{t-s} \frac{du}{\sqrt{u}} = \text{cst} \sqrt{\frac{s}{t}} \geq \text{cst} \sqrt{s}.
\]
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Moreover, one can observe, as in [7], that
\[ v(t, x)v(s, x) - \omega(s, t, x)^2 \leq E \left( (X_t(x) - X_s(x))^2 \right) E \left( X_s(x)^2 \right). \]

Consequently,
\[ \sqrt{\frac{v(t, x)v(s, x)}{\omega(s, t, x)^2}} - 1 \leq \text{cst} (t - s)^{1/4}s^{-1/4}, \]

since it is well-known that
\[ E \left( (X_t(x) - X_s(x))^2 \right) \leq \text{cst} (t - s)^{1/2}. \]

Eventually, following again [7], we get that
\[ \rho \sqrt{\frac{v(t, x)v(s, x)}{\omega(s, t, x)^2}} - 1 = \sqrt{\frac{E \left( (X_t(x) - X_s(x))^2 \right)}{\omega(s, t, x)}}. \]

Inequality (3.14) follows now easily.

---

**Step 2.** We shall prove that \( G^*V \in L^2([0, T] \times \Omega; H) \). First, using the fact that \( \|e^{(T-t)\Delta}\|_{\text{op}} \leq 1 \), we remark that
\[ E \left[ \int_0^T \left| e^{(T-t)\Delta} \text{sgn}(X_t)\varphi \right|_H^2 dt \right] \leq E \left[ \int_0^T \left| e^{(T-t)\Delta} \right|_{\text{op}}^2 \left| \text{sgn}(X_t)\varphi \right|_H^2 dt \right] < \infty. \]

Now, let us denote by \( A \) the quantity
\[ A := E \left[ \int_0^T \left( \int_t^T \left| \Delta e^{(r-t)\Delta} (\text{sgn}(X_r)\varphi - \text{sgn}(X_t)\varphi) \right|_H^2 dr \right)^{1/2} dt \right]. \]

We have
\[ A \leq E \left[ \int_0^T \left( \int_t^T \left| \Delta e^{(r-t)\Delta} \right|_{\text{op}} \left| \text{sgn}(X_r)\varphi - \text{sgn}(X_t)\varphi \right|_H^2 dr \right)^{1/2} dt \right], \]

with
\[ \text{sgn}(X_r(x)) - \text{sgn}(X_t(x)) = 2 \left( U_{r,t}^+(x) - U_{r,t}^-(x) \right) \]
where \( U_{r,t}^+(x) = 1_{\{X_r(x) > 0, X_t(x) < 0\}} \) and \( U_{r,t}^-(x) = 1_{\{X_r(x) < 0, X_t(x) > 0\}} \). Thus
\[ A \leq \text{cst} \int_0^T dt E \left[ \left( \int_t^T \frac{dr}{r - t} \left( \int_0^1 dx \left[ \left( U_{r,t}^+(x) - U_{r,t}^-(x) \right) \varphi(x) \right]^2 \right)^{1/2} \right)^2 \right] \]
\[ \leq \text{cst} \int_0^T dt E \left[ \left( \int_t^T \frac{dr}{r - t} \left( \int_0^1 dx U_{r,t}^+ \varphi(x)^2 \right)^{1/2} \right)^2 \right]. \]
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Then \( A \leq \text{cst} \int_0^T A_t dt \) with

\[
A_t := \int_t^T \frac{dr_2}{r_2 - t} \int_t^T \frac{dr_1}{r_1 - t} \mathbb{E} \left[ \left( \int_0^1 U_{t,1}^+ (x) \varphi(x)^2 dx \right)^{1/2} \left( \int_0^1 U_{t,2}^+ (x) \varphi(x)^2 dx \right)^{1/2} \right],
\]

which gives

\[
A_t \leq \int_t^T \frac{dr_2}{r_2 - t} \int_t^T \frac{dr_1}{r_1 - t} \left( \int_{[0,1]^2} dx_1 dx_2 \varphi(x_1)^2 \varphi(x_2)^2 \mathbb{E} \left[ U_{t,1}^+ (x_1) U_{t,2}^+ (x_2) \right] \right)^{1/2}
\leq \int_t^T \frac{dr_2}{r_2 - t} \int_t^T \frac{dr_1}{r_1 - t} \left( \int_0^1 dx_1 \varphi(x_1)^2 \mathbb{E} \left[ U_{t,1}^+ (x_1) \right]^{1/2} \right)^{1/2}
\left( \int_0^1 dx_2 \varphi(x_2)^2 \mathbb{E} \left[ U_{t,2}^+ (x_2) \right]^{1/2} \right)^{1/2}
= \left[ \int_t^T \frac{dr}{r - t} \left( \int_0^1 dx \varphi(x)^2 P \left[ X_r (x) > 0, X_t (x) < 0 \right]^{1/2} \right)^2 \right].
\]

Plugging (3.14) into this last inequality, we easily get that \( G^* V \in L^2([0, T] \times \Omega, H) \). The remainder of the proof follows now closely the steps developed in [7] and the details are left to the reader.

\[ \square \]
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