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Abstract

Color image enhancement is a complex and challenging task in digital imaging with abundant applications. Preserving the hue (the dominant color ingredient) of the input image is crucial in a wide range of situations. We propose a simple image enhancement methodology where the hue is conserved and the range (the gamut) of the R, G, B channels is optimally preserved. In our setup, the intensity channel of the input image is transformed into an intensity image whose histogram matches a specified, well-behaved target histogram, using the fast strict ordering algorithm [1]. We derive a new color assignment approach that preserves the hue and the range in an optimal way. We analyze our algorithms in terms of their chromaticity improvement and compare them with the unique and quite popular histogram based hue and range preserving algorithm of Naik and Murthy [2]. Numerical tests confirm our theoretical results and show that our algorithms perform much better than the Naik and Murthy algorithm. In spite of its simplicity, it gives quite often better results than the state-of-the-art automatic color enhancement algorithm (ACE) [15].

Index terms – color image enhancement, scaling and shifting methods, hue preserving, gamut problem, exact histogram specification, color perception.

I. INTRODUCTION

This paper assists to the tremendous progress in digital color imaging and display technology. In spite of the important amount of research, color perception and color appearance are still open problems. The demand for fast efficient algorithms improving the color content of digital images has increased dramatically. The applications of color image improvement are abundant. They concern for example digital cameras and mobile phone cameras, medical imaging, video, post-production industry, restoration of old pictures and movies.

Typically, color images are stored and viewed using three components (channels): red (R), green (G) and blue (B). In this paper we aim to design color image enhancement methods in the RGB space sharing three important features, namely hue and range (gamut) preservation and low computational complexity. The hue of an image provides the dominant color ingredient that one really perceives, e.g., red, orange, magenta, yellow and so on. The hue has the nice property of being invariant under changes of direction and intensity of the incident light [3]. Thus, by preserving the hue and enhancing the lightness, the perceived colorfulness of the obtained image can be improved according to the “Hunt effect”. Hence preserving the hue of an input image appears to be crucial. An example where the hue is modified is shown in Fig. 1, middle.

preservation is only seldom addressed in papers on image enhancement. Each color channel in a digital image can only take a limited number, say \( L \), of integer values, e.g., \( L = 256 \) for 8-bit coding. If the enhancement method produces larger or smaller values these were usually clipped back to the boundary of \([0, L-1]\) which creates an unrealistic change in the hue, see Fig. 1.

![Fig. 1. Histogram equalization (HE). Left: Original image “onion.png” (Matlab IPT image credits notice). Middle: HE to each color channel independently – the colors are disturbed. Right: Enhancement in three steps following [4]: RGB to HSI transform, HE of the intensity channel, then HSI to RGB transform. Here 39.1 % of the pixels have values in (255, 443, 5); they are clipped back on [0, 255] which yields too many yellow pixels.](image-url)
right. Finally, a low computational complexity is a general desire for algorithms which is particularly important when dealing with “mega-pixel” images taken by commercial cameras, resources in hardware implementations and extensions to video.

We do not look for fully automatic image enhancement algorithms. The dream of automatic color image enhancement faces (at least) two major limits:

- We are living in a “global” world where images cross the earth in seconds. But the chemistry forming the color receptors in human eye vary among the populations [5]. Therefore, color appearance that is fine in Germany is bad in China, and vice-versa. Have a look at Fig. 5 and decide which image you prefer. For other examples, one can also check “color meaning” on internet. Further, subjective criteria are of paramount importance [4].

- Image improvement/enhancement is always driven by an application: the user needs to assess with greater clarity specific visual information determined by his/her purpose [4]. For “Elle”, images must be piecewise smooth and well enhanced; no skin problems should be suspected, whereas these are the most important facts for a dermatologist. If pictures have to be published in “International Herald Tribune”, rough details are important; a criminologist does not care of the scene appearance but wish to have details in dark areas; see, e.g., Fig. 2.

![Fig. 2. Image enhancement is application dependent. Left: Original image which is rather dark but gives a nice impression of the sunset. Right: Enhanced image by HE of the intensity channel and generalization to RGB channels by Alg. V presented in this paper. The image looks artificial, but the persons in the dark can be much more clearly seen.](image)

Here we focus on histogram based methods. The selection of a suitable target histogram enables the user's needs to be satisfied. Moreover we wish to conceive quite fast algorithms. In order to achieve our goals, we propose fast algorithms composed of two stages:

(a) the intensity channel of the input RGB image is matched to a specified histogram which gives us the target intensity image;
(b) new (optimal) strategies are developed to compute the RGB color values corresponding to the target intensity image, where the hue and gamut constraints are satisfied.

We comment these stages next.

**Stage (a).** Exact histogram specification, also known as histogram matching of single-valued (gray-valued) images aims to transform an input image to an output image which exactly fits a prescribed target histogram. Histogram equalization (HE) is a particular case of HS where the target histogram is uniform. Usually HE leads to unnatural structures in images and should not be the method of choice. The construction of a “good” target histogram is a topic on its own which is not addressed in this paper. A common approach, presented in [6], is to take the histogram from a well exposed example image. Once the target histogram is chosen one needs a reliable histogram matching method. Since a digital image has in general much less pairwise different gray values than number of pixels, HS is an ill posed problem. The clue to ensuring exact HS is to obtain a meaningful total strict ordering of all pixels in the input digital image. The role of exact ordering is illustrated in Fig. 4. Currently, the method in [1] which is based on the specialized variational approach in [7] provides the best pixel ordering algorithm in terms of quality, speed and memory needs.

**Stage (b).** The extension of histogram methods to color images is a quite complex task. The histogram of a gray-value image is 1-D while the histogram of a color image is 3-D which gives rise to an under-determined problem. For instance, one can easily check that applying HE to each color channel independently changes the color appearance (the hue) of the image, see Fig. 1 middle. Also, color images that do not respect the range constraints are often produced, see Fig. 1 right. As input histogram we will use the histogram of the image intensity. Fig. 3 shows results of color image enhancement methods which differ only by their input histogram definitions. As central result of this paper we propose a general and optimal hue and range preserving color assignment methodology.

**Related work.** Since the inaugural paper [9] providing a variational formulation of histogram modification methods, variational and PDE-based approaches for color image enhancement were recently proposed; see, e.g., [10], [11], [12],...
Fig. 3. Top: Original image (a) and enhanced images (b,c) by Alg. IV in this paper with target histogram due to [8] with parameter $\mu = 0.9$ in (32). The enhancement procedure differs only by the choice of the input histogram. The histogram of the luma, see Remark 2, is used in (b) and the histogram of the green channel only in (c). The result in (c) is surprisingly good. In contrast, replacing the green channel by the red or blue one results in hard defects (not shown here). Bottom: The zoom into the images shows that using the histogram of the green channel introduces some artefacts; the left lower part of image (c) is too red and the upper red fan shows some unpleasant pixels.

These methods provide flexible tools to incorporate various knowledge on human perceptual phenomena. For instance, prompt account can be taken on the fact that contrast is perceived locally while overall appearance is global. Usually they involve user-defined parameters and the numerical cost is heavy compared to histogram-based methods. An automatic color equalization (ACE) has been proposed in [14] where functionals and parameters were fixed by taking close account for human vision facts and by tests. This algorithm was reformulated in a variational framework and successfully extended to image enhancement in [10]. A fast automatic implementation of the method in [10] was developed in [15].

Next we summarize the main approaches via histogram modification of color images following a chronological order. Since the suitably normalized histogram of an image is also the empirical probability distribution of its pixel values, a statistical vocabulary is used in many papers. In [16] a 3-D color histogram in the RGB color space was proposed for HE; the resultant images present an excessive brightness for bright pixels, see [17]. A method that preserves both the hue and the range (gamut) constraints was inaugurated by Naik and Murthy in [2]. Even though this article did not show color image applications, this is a state-of-the-art method applied in many articles; see, e.g., [18], [17], [19]. We shall analyze in detail this method in the main body of our paper. As to the choice of the color space, some methods operate directly in the true RGB while others operate in transform color spaces, e.g., LHS, HSI, YIQ, HSV, etc. When processing is done in a transform color space, coming back to the original RGB space typically generates a gamut problem, as cautioned in [2]. Beyond the additional numerical cost, a post-processing in RGB is then needed (often realized using [2]). Gray-value grouping was tentatively extended to color HE in [20]. In [21], a new definition of the histogram of a color image was introduced whose cumulative distribution function (cdf) is the product of the marginal cdf’s of each color channel. Then the color values are increased / decreased by the same amount iteratively. This work was refined by the author in a later article [22]. Another approach, developed in [18], is to work in the HSI space where the hue and the saturation are equalized and then processed using probability smoothing. All pixels in the RGB space that present gamut problem are corrected using [2]. A generic brightness preserving dynamic histogram equalization scheme, composed of five steps, was proposed in [23]. This scheme was applied to color images in several ways, including transforms into other color spaces. The work in [17] demonstrates that the methods in [18], [21], [16] based on higher dimensional histogram definition, increase the brightness of the image and cannot fit the prescribed uniform histogram. The main conclusion is that only the 1-D histogram of the intensity channel can be considered for equalization. The new color values are then computed using the algorithm in [2]. The latter method was recently improved in [24]. In order to avoid the excessive contrast enhancement due to histogram equalization, Arici et al. [8] propose several techniques which will be also applied in this paper. There are also many histogram based techniques where the enhancement function is an S-type, or power, or logarithmic transform; see e.g. [25], [26], [27], [28], [19], among others. In particular, the approach in [26] is based on mathematical models for color perception and is automatic. Unfortunately, there is no clear algorithm nor tests on color images.
Contributions. We propose a general affine model for fast hue and range preserving image enhancement in the RGB space. The well-known scaling and shifting methods, always considered for HE, appear as quite particular cases of our model. A flexibility of our approach is that we use various target histograms for the intensity channel in order to satisfy particular needs and to avoid the drawbacks of HE. We establish necessary and sufficient corrections of the main affine model that ensure an optimal range preservation. These findings give rise to our Algorithm III where each enhanced pixel is computed by a simple explicit formula. Range preservation has been seldom taken into account in imaging methods. An exception is the scaling algorithm proposed in by Naik and Murthy in [2] in the context of HE and first tested on color images in [17]. Two simple but important instances of Algorithm III are the Multiplicative Algorithm IV and the Additive Algorithm V. We show how the outcome of Algorithm III can be faithfully approximated as a convex combination of the images obtained using Algorithm IV and Algorithm V, which can be quite useful in practice.

The enhancement performances of our algorithms and the algorithm of Naik and Murthy [2] are analyzed in terms of the chromaticity improvement they provide. In all cases, our algorithms clearly outperform the algorithm in [2] which has been used in many papers to solve the gamut problem. Our color assignment algorithms are simple and fast. The Additive Algorithm V is the fastest because for most of the pixels only additions are done. The other algorithms have the same complexity as the algorithm in [2].

All numerical tests that we have performed corroborate our theoretical results. Last (but not the least) our algorithms give quite often better visual results than the ACE [15] which is considered as the state-of-the-art algorithm.

Outline. In Section II we recall basic facts on the HSI color space and hue plus range preserving color assignment. Also, we sketch our histogram specification method based on a strict ordering algorithm proposed in our report [1]. Section III extends our histogram specification method to color images taking both hue and range preservation into account. Section IV evaluates our histogram specification method based on a strict ordering algorithm proposed in our report [1]. Section III extends our algorithms analytically in terms of saturation as well as qualitatively and compares them with the Naik-Murthy algorithm [2]. Section V presents numerical results for color image enhancement with various target histograms and in comparison to the ACE algorithm in [2]. Two simple and Algorithm V, which can be quite useful in practice.

II. Preliminaries

Here we recall the HSI color model, discuss the hue and range preservation task (including the Naik-Murthy algorithm [2]) and briefly describe the exact HS method proposed in [1] which is part of our color image enhancement algorithms.

A. HSI Color Space

Usually there is a high correlation between the RGB components and designing colors based on the RGB cube is quite hard. The HSI (hue (H), saturation (S), intensity (I)) color model and its variants as HSL, HSB and HSV are more intuitive because the intensity information is separated from the chromatic components (hue and saturation).

Let \( w = (w_r, w_g, w_b) \), be an RGB image where \( w_r, w_g \) and \( w_b \) are its red, green and blue channels, respectively, of size \( M \times N \). We reorder each color channel columnwise into a vector of size \( n := MN \) and address the pixels by the index set \( \mathbb{I}_n := \{1, \cdots, n\} \). Thus \( w_c \in \mathbb{R}^n \) for any \( c \in \{r, g, b\} \). Given an RGB image \( w \), its intensity is defined by

\[
 f(w) = \frac{1}{3}(w_r + w_g + w_b),
\]

where this and the following expressions are meant componentwise, i.e. for any \( i \in \mathbb{I}_n \). Because of the optics of the human eye, the intensity channel has the highest spatial resolution [5].

The hue of \( w \), expressed in degrees, is defined by, see e.g.,[29], \( H(w) = 0 \) if \( w_r = w_g = w_b \) and otherwise

\[
 H(w) := \begin{cases} 
 \theta & \text{if } w_b \leq w_g, \\
 360 - \theta & \text{if } w_b > w_g,
\end{cases}
\]

where

\[
 \theta := \arccos \frac{1}{2} \left( \frac{(w_r - w_g) + (w_r - w_b)}{(w_r - w_g)^2 + (w_r - w_b)(w_g - w_b))^{1/2}} \right).
\]

Note that the denominator of \( \theta \) can be rewritten as \( \frac{1}{2}((w_r - w_g)^2 + (w_r - w_b)^2 + (w_g - w_b)^2))^{1/2} \).

Finally, the saturation of an image \( w \) reads as

\[
 S(w) := \begin{cases} 
 1 - \min\{w_r, w_g, w_b\} & \text{if } f(w) > 0, \\
 0 & \text{if } f(w) = 0.
\end{cases}
\]
B. Hue and Range Preservation

Range preservation is a hard and mandatory constraint for all digital imaging devices (e.g., screens, printers, an so on). We denote by $L$ the number of digits that can be displayed. Thus, $w_c \in \{0, \cdots, L-1\}$ for any $c \in \{r, g, b\}$. A transformed version $\hat{w}$ of $w$ can be correctly displayed only if

$$\hat{w}_c[i] \in [0, L-1] \quad \forall i \in \mathbb{N} \quad \forall c \in \{r, g, b\}. \quad (4)$$

Otherwise, the obtained images are modified according to the visualization device which is quite a random ad-hoc option. For an illustration, see Fig. 1 right. We recall that the gamut problem is not considered in many references on imaging.

From (2) it is easy to see that the hue of the modified image $\hat{w}$ is preserved if the RGB channels at each pixel are transformed by the same affine transform

$$\hat{w}_c[i] = a[i]w_c[i] + b[i], \quad c \in \{r, g, b\}, \quad (5)$$

where the constants $a[i]$ and $b[i]$ have to be chosen for any $i \in \mathbb{N}$. It is also clear that affine transforms are not the unique family of transforms that preserve the hue; finding another family of transforms, wide enough, is another problem.

For $a[i] = 0$, the transform (5) amounts to an additive transform, usually called shifting. For $b[i] = 0$, it is a linear/multiplicative transform known as scaling. Both scaling and shifting have been introduced in [30], [31]. In general, the result of (5) does not fulfill the range constraint (4).

The gamut problem was examined by Naik and Murthy in [2] in the scaling case $b[i] = 0$ and $a[i] := \hat{f}[i]/f[i]$, where $\hat{f}$ is a target intensity. It frequently appears that $\hat{f}[i]/f[i] > 1$ in which case the range constraint (4) might not be guarantied. In such case the authors propose to avoid the potential problem by switching from the RGB color space to the CMY (Cyan = $L-1$–R, Magenta = $L-1$–G, Yellow = $L-1$–B) space and then to transform back into RGB. This correction step reads for all $c \in \{r, g, b\}$ as

$$\hat{w}_c[i] = L - 1 - \frac{L-1 - \hat{f}[i]}{L-1} (L-1 - w_c[i]) \quad \text{if} \quad \frac{\hat{f}[i]}{f[i]} > 1.$$ 

This formula is equivalent to $\hat{w}_c[i] = \frac{L-1 - \hat{f}[i]}{L-1} (w_c[i] - f[i]) + \hat{f}[i]$, which is easier to use in what follows. So the algorithm in [2] has the following equivalent formulation:

Algorithm 1: (Naik and Murthy [2])

1) Compute the intensity $f$ of $w$ and the target intensity $\hat{f}$.

2) For $i \in \mathbb{N}$ compute

\begin{align*}
(i) \quad \hat{w}_c[i] &:= \frac{\hat{f}[i]}{f[i]} w_c[i] \quad \text{if} \quad \frac{\hat{f}[i]}{f[i]} \leq 1, \\
(ii) \quad \hat{w}_c[i] &:= \frac{L-1 - \hat{f}[i]}{L-1} (w_c[i] - f[i]) + \hat{f}[i] \quad \text{if} \quad \frac{\hat{f}[i]}{f[i]} > 1. \quad (6)
\end{align*}

This algorithm was applied in many papers as, e.g., in [18], [17], [19] to avoid gamut problem. The threshold set to 1 is only a “security” value. Observe that in step (i), the intensity cannot be increased and the saturation remains constant. The intensity of $\hat{w}$ can be increased only in step (ii) at the price of an important decrease in saturation.

Example 1: For instance, let $w[i] = (10, 40, 100)$. One has $f[i] = 50$ and $w[i]$ is quite a colorful pixel since its saturation is $S(w[i]) = 0.8$ (i.e. not far from 1). If the target histogram requires that $\hat{f}[i] = 100$, case (ii) shall be applied which yields $\hat{w}[i] = (69.8, 92.4, 137.8)$; the intensity of this pixel is increased as required, but its saturation is only $S(\hat{w}[i]) = 0.3$. If $\hat{f}[i] = 230$, case (ii) holds yet again and yields $\hat{w}[i] = (225.1, 228.8, 236.1)$; this pixel is almost gray valued since $S(\hat{w}[i]) = 0.02$ is close to zero.

C. Histogram Specification and Strict Ordering

We consider the single-valued intensity image $f$ of a color image $w$ with RGB values in $\{0, \cdots, L-1\}$. For 8-bit images we have $L = 256$. Then $3f$ has values in $\{0, \cdots, 3(L-1)\}$. We are interested in exact HS to a target histogram $\hat{h} = (\hat{h}_1, \cdots, \hat{h}_L)$ for gray values $\{0, \cdots, L-1\}$, i.e., $\hat{h}[k] = \sharp \{i \in \mathbb{N} \mid f[i] = k-1\}$, $k = 1, \cdots, L$, where $\sharp$ stands for cardinality. If the pixels values of our input image $3f$ could be strictly ordered, exact histogram specification can be easily done by dividing the corresponding ordered list of indices into $L$ groups and assigning gray value 0 to the first $\hat{h}_1$ pixels, gray value 1 to the second $\hat{h}_2$ pixels and so on until gray value $L$ to the last $\hat{h}_L$ pixels. Therefore a faithful strict ordering algorithm is of crucial interest. In contrast to the ordering algorithms in [32] and [33], the specialized variational method in [7] provides a much more faithful ordering and requires much less storage. Moreover it can deal with large size images commonly taken by commercial cameras. In [1] we have modified the latter method to become also much faster than all its competitors. The basic idea consists in minimizing a certain smoothed $\ell_1$–TV functional by simple explicit fixed point iterations with the original image as initialization. After a small number of iterations the “approximate” minimizer has entries which differ (up to very few outliers) pairwise from each other while the ordering of the original pixel values is retained. The ascending ordering of
the pixel in the new image is used as the ordering of the original image. Here is a compact version of our ordering algorithm:

**Algorithm II:** (Strict ordering by [1] and HS)

Initialization: \( u^{(0)} = 3f \), \((\beta, \alpha) := (0.1, 0.05)\), and target histogram \( \eta = (\tilde{h}_1, \ldots, \tilde{h}_L) \). Choose \( K \) (e.g., \( K = 6 \)).

1. For \( k = 1, \ldots, K \) compute
   \[
   u^{(k)} = f - \eta^{-1}(\beta G^t \eta(G u^{(k-1)})).
   \]
   where
   \[
   \eta(t) := \frac{t}{\alpha + |t|} \quad \text{and} \quad \eta^{-1}(y) = \frac{\alpha y}{1 - |y|},
   \]
   and \( G \) is a forward difference matrix.

2. Order the values in \( u_k \) according to the corresponding ascending entries of \( u^{(K)} \).

3. HS step: divide the obtained ordered list of indices into \( L \) groups and assign gray value 0 to the first \( \tilde{h}_1 \) pixels and so on until gray value \( L - 1 \) to the last \( \tilde{h}_L \) pixels. This provides the target intensity \( f \).

Comparing with the notation in [1], we have \( \eta = \theta' \), where \( \theta(t) := |t| - \alpha \log(1 + |t|/\alpha) \). The initialization of the parameters \( \beta, \alpha \) refers to our standard choice used in all our experiments. More precisely, this choice ensures that \( |y| < 1 \) in (7) and that \( \|u^{(K)} - 3f\|_\infty < 0.5 \), see [34]. In particular this means that if \( 3f[i] < 3f[j] \) then also \( u^{(K)}[i] < u^{(K)}[j] \) so that the pixel ordering of \( u^{(K)} \) always respects the pixel ordering of the given integer-valued image \( 3f \). Moreover \( K = 6 \) appears to be sufficient to ensure a nearly total strict ordering.

The importance of a meaningful strict ordering of the pixels before applying any HS is illustrated in Fig. 4 in the context of HE using Algorithm I. The Matlab built-in function \texttt{histeq} does not involve strict ordering and the resulting histogram in (d) is not uniform. This entails some bad artifacts emphasized in (b) that are not observed in (c) which is obtained using the strict ordering Algorithm II. The fact that all dark regions are nearly gray valued is due to Algorithm I and will be explained in Subsection IV-B; see also Example 1 and notice that in the case of HE of dark regions we have \( f[i] \ll \tilde{f}[i] \).

**Fig. 4.** HE of the dark image in (a) using Algorithm I. In (b), the result is obtained using the Matlab routine \texttt{histeq}. The resulting histogram in (d) is in fact not equalized. In (c), the strict ordering Algorithm II is applied before equalizing the image. The histogram (not shown) is uniform. The zooms show strong artifacts when there is no strict ordering prior to histogram matching.

### III. New Affine Histogram Specification Models

In this section we develop our simple affine color enhancement method. First, we compute for a given image \( w \) its intensity \( f \) defined by (1).

**Remark 1:** Instead of the intensity \( f \) in (1) we could also work with convex combinations

\[
   f := (\gamma_r w_r + \gamma_g w_g + \gamma_b w_b) \in \mathbb{R}^n, \quad \sum_{i=1}^{3} \gamma_i = 1, \quad \gamma_i \geq 0.
\]

The coefficients of \( \gamma \) are in proportion to the human perception of each of the red, green and blue colour channels, see [5], [4] and read as \( \gamma := (0.299, 0.587, 0.114) \). These values correspond to the NTSC television standard. Observe that a much higher weight is given to the green channel. This is coherent with our experiment in Fig. 3 where surprisingly good results were achieved by just using the green channel, i.e., \( \gamma = (0, 1, 0) \).

Our next goal is to transform \( w \) into an image \( \tilde{w} \) having the following properties:

(a) Intensity fit: \( \tilde{f} = \frac{1}{3}(\tilde{w}_r + \tilde{w}_g + \tilde{w}_b) \).
(b) Hue preservation: the hue of \( \tilde{w} \) and \( w \) coincide.
(c) Range preservation: \(0 \leq \tilde{w}_c \leq L - 1, c \in \{r, g, b\}\).

From (2), the hue it is preserved if the RGB channels at each pixel are transformed by the same affine transform

\[
\tilde{w}_c[i] = a[i]w_c[i] + b[i], \quad c \in \{r, g, b\}. \tag{8}
\]

Summing up over \(c\) in (8) we see that property (a) is fulfilled if and only if

\[
\tilde{f}[i] = a[i]f[i] + b[i] \iff b[i] = \tilde{f}[i] - a[i]f[i]. \tag{9}
\]

Therefore the affine model (8) obeys (a) if and only if

\[
\tilde{w}_c[i] = a[i](w_c[i] - \tilde{f}[i]) + \tilde{f}[i], \quad c \in \{r, g, b\}. \tag{10}
\]

We will use for all \(i \in \mathbb{I}_n\) the magnitudes

\[
\begin{align*}
M[i] & := \max\{w_c[i] : c \in \{r, g, b\}\}, \\
m[i] & := \min\{w_c[i] : c \in \{r, g, b\}\}.
\end{align*} \tag{11}
\]

**Remark 2:** Since \(f\) is a convex combination of all \(w_c, c \in \{r, g, b\}\), we have

\[
0 \leq m[i] \leq f[i] \leq M[i] \leq L - 1.
\]

It is clear that \(M[i] = f[i]\) if and only if \(w_r[i] = w_g[i] = w_b[i]\). Similarly, \(m[i] = f[i]\) if and only if \(w_r[i] = w_g[i] = w_b[i]\).

Then (10) entails for \(c \in \{r, g, b\}\) that

\[
f[i] \in \{m[i], M[i]\} \implies \tilde{w}_c[i] = \tilde{f}[i]. \tag{12}
\]

In these particular cases all requirements (a), (b) and (c) are trivially satisfied. Conversely,

\[
f[i] \not\in \{m[i], M[i]\} \implies f[i] > 0.
\]

In the general case when \(f[i] \not\in \{m[i], M[i]\}\), one has to fix the relationship between \(a[i]\) and \(b[i]\).

Two particular instances of (8), mentioned in subsection II-B, are the following:

- **Scaling:** For \(b[i] = 0\), one obtains from (9) that model (10) reads as

\[
\tilde{w}_c[i] = \frac{\tilde{f}[i]}{f[i]} w_c[i], \quad c \in \{r, g, b\}. \tag{13}
\]

- **Shifting:** For \(a[i] = 1\), model (10) becomes

\[
\tilde{w}_c[i] = w_c[i] - f[i] + \tilde{f}[i], \quad c \in \{r, g, b\}.
\]

Both models are in general not range preserving, i.e., they do not fulfill (c).

### A. Affine Algorithm with Optimal Range Preservation

Our affine model (10) can also be seen as a convex combinations of the shifting and scaling models for some \(\lambda \in [0, 1]\):

\[
\tilde{w}_c[i] = \lambda \frac{\tilde{f}[i]}{f[i]} w_c[i] + (1 - \lambda) (w_c[i] - f[i] + \tilde{f}[i]) \tag{14}
\]

Clearly, for \(\lambda = 1\) we obtain the scaling method and for \(\lambda = 0\) the shifting model. The result of our model (14) does in general not fulfill (c). Next we modify this model to obtain an **optimal range preservation**. We say that a pixel \(\tilde{w}[i]\) has

- an upper gamut problem if \(\max\{\tilde{w}_c[i] : c \in \{r, g, b\}\} > L - 1\);
- a lower gamut problem if \(\min\{\tilde{w}_c[i] : c \in \{r, g, b\}\} < 0\).

We will treat these gamut problems in an optimal way in the following sense: **When a pixel \(\tilde{w}[i]\) computed according to (14) has a gamut problem, the optimal correction is to replace its value by the nearest color value that belongs to the range, and saties (a) and (b).**

Algorithm I corresponds to \(\lambda = 1\) in our affine model (14). It never yields a gamut problem at the expense of the threshold set to one in (6); an important drawback is explained in Example 1 and in subsection IV-B. We recall that the gamut problem is not considered in most of the references in imaging.
a) Upper gamut problem in our affine model.: Assume that \( \max \{ \hat{w}_c[i] : c \in \{ r, g, b \} \} > L - 1 \) for some \( i \in \mathbb{I} \). By (14) and Remark 2, this means that 

\[
\frac{\lambda \hat{f}[i] + (1 - \lambda)f[i]}{f[i]} M[i] + (1 - \lambda)(\hat{f}[i] - f[i]) > L - 1.
\]  

(15)

For definiteness, let \( k \in \{ r, g, b \} \) be such that \( w_k[i] = M[i] \). Then, \( \hat{w}_k[i] > L - 1 \) and the best correction of this pixel, satisfying (c), is clearly to choose \( a[i] \) in (10) so that \( \hat{w}_k[i] = L - 1 \). Equivalently, 

\[
L - 1 = a[i](M[i] - f[i]) + \hat{f}[i].
\]  

(16)

From Remark 2 we know that 

\[
M[i] - f[i] > 0,
\]

so \( a[i] \) in (16) is well defined and positive, that is 

\[
a[i] = \frac{L - 1 - \hat{f}[i]}{M[i] - f[i]} > 0.
\]

The modified color values of pixel \( i \) are then given by 

\[
\hat{w}_c[i] = \frac{L - 1 - \hat{f}[i]}{M[i] - f[i]} (w_c[i] - f[i]) + \hat{f}[i], \quad c \in \{ r, g, b \}.
\]  

(17)

For the color channel such that \( w_k[i] = M[i] \) we have indeed \( \hat{w}_k[i] = L - 1 \).

Proposition 1: If (15) is fulfilled, then \( \hat{w}_c[i] \) in (17) satisfies 

\[
0 \leq \hat{w}_c[i] \leq L - 1, \quad c \in \{ r, g, b \}.
\]

Therefore, the color modification in (17) solves the upper gamut problem without yielding a lower gamut problem.

b) Lower gamut problem in our affine model.: First we mention that this problem can obviously not appear for the multiplicative model (13), i.e. for \( \lambda = 1 \) in (14). Let \( \lambda \in [0, 1) \). Assume that \( \min \{ \hat{w}_c[i] : c \in \{ r, g, b \} \} < 0 \) for some \( i \in \mathbb{I} \).

Using the definition of \( m[i] \) in (11) this is equivalent to 

\[
\frac{\lambda \hat{f}[i] + (1 - \lambda)f[i]}{f[i]} m[i] + (1 - \lambda)(\hat{f}[i] - f[i]) < 0.
\]  

(18)

Let \( k \in \{ r, g, b \} \) be such that \( w_k[i] = m[i] \). The presence of lower gamut at \( i \) means that the additive scheme has produced \( \hat{w}_k[i] < 0 \). The most natural correction using (10) of the color value of this pixel is to set \( \hat{w}_k[i] = 0 \). This is equivalent to find \( a[i] \) such that 

\[
0 = a[i] (m[i] - f[i]) + \hat{f}[i].
\]  

(19)

From Remark 2, if (18) is true, then 

\[
f[i] - m[i] > 0.
\]

Consequently, \( a[i] \) in (19) is well defined and reads as 

\[
a[i] = \frac{\hat{f}[i]}{f[i] - m[i]}.
\]

Therefore the corrected color value at \( i \) is given by 

\[
\hat{w}_c[i] = \frac{\hat{f}[i]}{f[i] - m[i]} (w_c[i] - f[i]) + \hat{f}[i], \quad c \in \{ r, g, b \},
\]  

(20)

where we recall that for the color channel such that \( w_k[i] = m[i] \) we obtain \( \hat{w}_k[i] = 0 \).

Proposition 2: If (18) is fulfilled, then \( \hat{w}_c[i] \) in (20) satisfies 

\[
0 \leq \hat{w}_c[i] \leq L - 1 \quad c \in \{ r, g, b \}.
\]

Hence the color correction in (20) solves the lower gamut problem and do not introduce an upper gamut problem.

Using Propositions 1 and 2, the optimal range-preserving approximation of our affine model (14) can be computed in one iteration where all pixels in the input image are modified only once. The algorithm is described below.
2. For $i \in \mathbb{I}$, compute

$$M[i] := \max \{ w_c[i] : c \in \{ r, g, b \} \}$$

$$m[i] := \min \{ w_c[i] : c \in \{ r, g, b \} \}$$

2.1 If $f[i] \in \{ M[i], m[i] \}$, then $\hat{w}_c[i] = \hat{f}[i], c \in \{ r, g, b \}$.

2.2 If $f[i] \neq 0$, compute

$$a[i] = \lambda \frac{\hat{f}[i]}{f[i]} + (1 - \lambda)$$

and for all $c \in \{ r, g, b \}$:

(i) $\hat{w}_c[i] := a[i] (w_c[i] - f[i]) + \hat{f}[i]$ if $G_m[i] \geq 0$ and $G_M[i] \leq L - 1$,

(ii) $\hat{w}_c[i] := \frac{L - 1 - \hat{f}[i]}{M[i] - f[i]} (w_c[i] - f[i]) + \hat{f}[i]$ if $G_M[i] > L - 1$,

(iii) $\hat{w}_c[i] := \frac{f[i]}{f[i] - m[i]} (w_c[i] - f[i]) + \hat{f}[i]$ if $G_m[i] < 0$.

B. Multiplicative, Additive algorithms and their Combinations

For $\lambda \in \{0, 1\}$ Algorithm III yields two simple range preserving scaling and shifting algorithms called Multiplicative and Additive Algorithm, respectively. Observing that

$$G_m^0[i] = m[i] - f[i] + \hat{f}[i],$$

$$G_m^0[i] = M[i] - f[i] + \hat{f}[i],$$

$$G_M^1[i] = \frac{\hat{f}[i]}{f[i]} M[i]$$

these algorithms read as follows:

Algorithm IV: (Multiplicative Color Enhancement)

1. Compute the intensity $f$ of $w$ and the target intensity $\hat{f}$ using Algorithm II.
2. For $i \in \mathbb{I}$, compute $M[i] := \max \{ w_c[i] : c \in \{ r, g, b \} \}$.

2.1 If $f[i] = M[i]$, then $\hat{w}_c[i] = \hat{f}[i], c \in \{ r, g, b \}$.

2.2 If $f[i] \neq 0$, compute

$$G_M^1[i] = \frac{\hat{f}[i]}{f[i]} M[i]$$

and for all $c \in \{ r, g, b \}$:

(i) $\hat{w}_c[i] := \frac{\hat{f}[i]}{f[i]} w_c[i]$ if $G_M[i] \leq L - 1$,

(ii) $\hat{w}_c[i] := \frac{L - 1 - \hat{f}[i]}{M[i] - f[i]} (w_c[i] - f[i]) + \hat{f}[i]$ if $G_M[i] > L - 1$.

Algorithm V: (Additive Color Enhancement)

1. Compute the intensity $f$ of $w$ and the target intensity $\hat{f}$ using Algorithm II.
2. For $i \in \mathbb{I}$, compute

$$M[i] := \max \{ w_c[i] : c \in \{ r, g, b \} \}$$

$$m[i] := \min \{ w_c[i] : c \in \{ r, g, b \} \}$$

2.1 If $f[i] \in \{ M[i], m[i] \}$, then $\hat{w}_c[i] = \hat{f}[i], c \in \{ r, g, b \}$.

2.2 If $f[i] \neq 0$, compute

$$G_m^0[i] = m[i] - f[i] + \hat{f}[i]$$

and

$$G_M^0[i] = M[i] - f[i] + \hat{f}[i]$$
and for all \( c \in \{r, g, b\} \):

\[
\begin{align*}
(i) \quad \hat{w}_{c}[i] & := w_{c}[i] - f[i] + \hat{f}[i] & \text{if } G_{m}^{0}[i] \geq 0 \text{ and } G_{M}^{0}[i] \leq L - 1, \\
(ii) \quad \hat{w}_{c}[i] & := \frac{L - 1 - \hat{f}[i]}{M[i] - \hat{f}[i]} (w_{c}[i] - f[i]) + \hat{f}[i] & \text{if } G_{M}^{0}[i] \geq L - 1, \\
(iii) \quad \hat{w}_{c}[i] & := \frac{f[i]}{f[i] - m[i]} (w_{c}[i] - f[i]) + \hat{f}[i] & \text{if } G_{m}^{0}[i] < 0.
\end{align*}
\]

Instead of applying our Affine Algorithm III for some \( \lambda \in [0, 1] \), we can compute the images \( \hat{w}^{+} \) by the Additive Algorithm and \( \hat{w}^{\times} \) by the Multiplicative Algorithm IV and build their convex combination for the same \( \lambda \in [0, 1] \):

\[
\hat{w}_{c} := \lambda \hat{w}_{c}^{+} + (1 - \lambda) \hat{w}_{c}^{\times} \quad \forall c \in \{r, g, b\}.
\]

Clearly, \( \hat{w}_{c} \) in (23) fulfills all conditions (a)-(c). Then by sliding \( \lambda \) we can easily move between the two models. An illustration of the influence of \( \lambda \) is seen in Fig. 5.

Next we explain the relationship between Algorithm III and (23). Here the sets

\[
U(\lambda) := \{ i \in \mathbb{I}_{n} : G_{M}^{0}[i] > L - 1 \},
\]

\[
L(\lambda) := \{ i \in \mathbb{I}_{n} : G_{M}^{0}[i] < 0 \}
\]

which correspond to the upper gamut step (ii) and the lower gamut step (iii) in Algorithm III, respectively, play an important role. They obey the property stated next.

**Proposition 3:** The sets \( U(\lambda) \) and \( L(\lambda) \) defined in (24) fulfill \( L(1) = \emptyset \) and

\[
U(\lambda_{1}) \subseteq U(\lambda_{2}), \quad L(\lambda_{1}) \supseteq L(\lambda_{2}), \quad 0 \leq \lambda_{1} < \lambda_{2} \leq 1.
\]

In particular, (24) yields

\[
\begin{align*}
U(1) & = \left\{ i \in \mathbb{I}_{n} : \frac{n[i]}{M[i]} M[i] > L - 1 \right\}, \\
U(0) & = \left\{ i \in \mathbb{I}_{n} : f[i] + M[i] > L - 1 \right\}, \\
L(0) & = \left\{ i \in \mathbb{I}_{n} : f[i] + m[i] < 0 \right\}.
\end{align*}
\]

From Proposition 3 one has \( U(0) \subseteq U(1) \). The notation in (25) enables Algorithms IV and IV to be restated as if follows:

- **Multiplicative algorithm (\( \lambda = 1 \))**
  \[
  \begin{align*}
  (i) \quad \hat{w}_{c}[i] & := \frac{n[i]}{M[i]} (w_{c}[i] - f[i]) + \hat{f}[i] & \text{if } i \in \mathbb{I}_{n} \setminus U(1), \\
  (ii) \quad \hat{w}_{c}[i] & := \frac{L - 1 - \hat{f}[i]}{M[i] - \hat{f}[i]} (w_{c}[i] - f[i]) + \hat{f}[i] & \text{if } i \in U(1).
  \end{align*}
  \]

- **Additive algorithm (\( \lambda = 0 \))**
  \[
  \begin{align*}
  (i) \quad \hat{w}_{c}[i] & := (w_{c}[i] - f[i]) + \hat{f}[i] & \text{if } i \in \mathbb{I}_{n} \setminus \{ U(0) \cup L(0) \}, \\
  (ii) \quad \hat{w}_{c}[i] & := \frac{L - 1 - \hat{f}[i]}{M[i] - \hat{f}[i]} (w_{c}[i] - f[i]) + \hat{f}[i] & \text{if } i \in U(0), \\
  (iii) \quad \hat{w}_{c}[i] & := \frac{n[i]}{M[i] - m[i]} (w_{c}[i] - f[i]) + \hat{f}[i] & \text{if } i \in L(0).
  \end{align*}
  \]

The relation between \( \hat{w}_{c} \) and the outcome \( \hat{w} \) of our Algorithm III with the same \( \lambda \) is described in the following proposition.

**Proposition 4:** Let \( \hat{w} \) be the obtained by the Algorithm III and \( \tilde{w} \) by (23) for the same \( \lambda \in [0, 1] \). Then it holds for \( i \in \mathbb{I}_{n} \setminus \{ U(1) \setminus U(0) \cup L(0) \} \) that \( \hat{w}_{c}[i] = \tilde{w}_{c}[i] \).

Note that the "exceptional set" \( U(1) \setminus U(0) \) contains in general much less pixels than \( U(1) \). The sets \( U(1) \setminus U(0) \) and \( L(0) \) are usually small for reasonable target intensity images \( \tilde{f} \). If we wish to see the enhancement results \( \tilde{w} \) for various \( \lambda \in [0, 1] \), Proposition 4 justifies to compute instead the corresponding \( \hat{w} \) by (23).

**IV. Comparison of the Algorithms**

**A. Saturation Properties**

Here we analyse the saturation of images enhanced by our methods and the Naik-Murthy algorithm. By the definition of the saturation in (3), we have the following result.
The saturation of images enhanced by applying the Naik - Murthy Algorithm I is given by the following proposition.

**Proposition 5:** Let \( S(w[i]) \) and \( S(\hat{w}[i]) \) denote the saturation of pixel \( i \) in the input image \( w \) and the image \( \hat{w} \) obtained by our Algorithm III, respectively. If \( f[i] \in \{m[i], M[i]\} \) we have \( S(\hat{w}[i]) = 0 \). Otherwise the saturation is given by

\[
\begin{align*}
(i) & \quad S(\hat{w}[i]) = S(w[i]) \left( \lambda + (1 - \lambda) \frac{f[i]}{f[i]} \right) \quad \text{if} \quad i \in \mathbb{I}_n \setminus \{U(\lambda) \cup L(\lambda)\}, \\
(ii) & \quad S(\hat{w}[i]) = S(w[i]) \left( \frac{f[i]}{f[i]} L - 1 - \frac{f[i]}{f[i]} \right) M[i] - f[i] \quad \text{if} \quad i \in U(\lambda), \\
(iii) & \quad S(\hat{w}[i]) = 1 \quad \text{if} \quad i \in L(\lambda).
\end{align*}
\]

To clarify the comparison, all magnitudes relevant to Algorithm I (Naik and Murthy) hold the superscript \( \bullet \), those relevant to Algorithms IV (Multiplicative) and V (Additive) have the superscripts \( \times \) and \( + \), respectively. In particular we obtain for the Multiplicative and Additive algorithms:

- Algorithm IV (Multiplicative)
  \[
  \begin{align*}
  (i) & \quad S(\hat{w}^{\times}[i]) = S(w[i]) \quad \text{if} \quad i \in \mathbb{I}_n \setminus U(1), \\
  (ii) & \quad S(\hat{w}^{\times}[i]) = S(w[i]) \frac{f[i]}{f[i]} L - 1 - \frac{f[i]}{M[i] - f[i]} \quad \text{if} \quad i \in U(1).
  \end{align*}
  \]

- Algorithm V (Additive)
  \[
  \begin{align*}
  (i) & \quad S(\hat{w}^{+}[i]) = S(w[i]) \frac{f[i]}{f[i]} \quad \text{if} \quad i \in \mathbb{I}_n \setminus (U(0) \cup L(0)), \\
  (ii) & \quad S(\hat{w}^{+}[i]) = S(\hat{w}^{\times}[i]) \quad \text{if} \quad i \in U(0), \\
  (iii) & \quad S(\hat{w}^{+}[i]) = 1 \quad \text{if} \quad i \in L(0).
  \end{align*}
  \]

Let us denote

\[
\mathcal{V} := \left\{ i \in \mathbb{I}_n : \frac{\tilde{f}[i]}{f[i]} > 1 \right\}. \tag{30}
\]

If \( i \in U(1) \) then by (25) one has \( \frac{\tilde{f}[i]}{f[i]} > \frac{L - 1}{M[i] - f[i]} \geq 1 \). From (25) and Remark 2 we find that if \( i \in L(0) \), then \( \frac{\tilde{f}[i]}{f[i]} < 1 - \frac{m[i]}{f[i]} < 1 \). Therefore,

\[
\mathcal{V} \supseteq U(1) \quad \text{and} \quad L(0) \subset \mathbb{I}_n \setminus \mathcal{V}. \tag{31}
\]

Using the notation in (30), case (i) in Algorithm I (Naik-Murthy) holds for any \( i \in \mathbb{I}_n \setminus \mathcal{V} \) and step (ii) holds for any \( i \in \mathcal{V} \). The saturation of images enhanced by applying the Naik - Murthy Algorithm I is given by the following proposition.
Proposition 6: Let \( S(w[i]) \) and \( S(\hat{w}^*[i]) \) denote the saturation of pixel \( i \) in the input image \( w \) and the image \( \hat{w}^* \) obtained by the Naik-Murthy Algorithm I, respectively. Then the saturation of the enhanced image reads

\[
\begin{align*}
(i) & \quad S(\hat{w}^*[i]) = S(w[i]) & \text{if} & \quad i \in \mathbb{I}_n \setminus \mathcal{V}, \\
(ii) & \quad S(\hat{w}^*[i]) = S(w[i]) \left( \frac{L-1-f[i]}{L-1-f[i]} \right) & \text{if} & \quad i \in \mathcal{V}.
\end{align*}
\]

Remark 3: Let us note that all inclusions in Proposition 3 and in (31) are strict, except for a negligible set of images. E.g., in (31) we find \( \mathcal{U}(1) = \mathcal{V} \) if and only if \( M[i] = L-1 \) for all \( i \in \mathcal{V} \).

Using Proposition 5 and Proposition 6, the saturation that Algorithms IV, V and I provide can be rigorously compared.

(a) Let \( i \in \mathbb{I}_n \setminus \mathcal{V} \). Then

\[ S(w[i]) = S(\hat{w}^*[i]) = S(\hat{w}^*[i]) \leq S(\hat{w}^+[i]), \]

where the last inequality becomes an equality only for \( \hat{f}[i] = f[i] \). Beyond this case, only the Additive Algorithms V increases the saturation; but since \( \hat{f}[i] < f[i] \), i.e. the output intensity is decreased, the visual effect might not be clearly seen (recall the Hunt effect).

(b) Let \( i \in \mathcal{V} \setminus \mathcal{U}(1) = \{ i \in \mathbb{I}_n : 1 < \frac{\hat{f}[i]}{f[i]} \leq \frac{L-1}{L} \} \). Then

\[ S(w[i]) = S(\hat{w}^*[i]) > S(\hat{w}^+[i]) > S(\hat{w}^*[i]) \]

and \( S(\hat{w}^*[i]) \) decreases faster than \( S(\hat{w}^+[i]) \) when \( \hat{f}[i] \) increases because

\[
\frac{S(\hat{w}^*[i])}{S(\hat{w}^+[i])} = \frac{M[i] - f[i]}{L-1 - f[i]} < 1.
\]

(c) Let \( i \in \mathcal{U}(1) \). Then

\[ S(w[i]) > S(\hat{w}^*[i]) \geq S(\hat{w}^*[i]), \]

where the equality is reached if and only if \( M[i] = L-1 \). But for most of the pixels one has \( M[i] < L-1 \). Further,

\[ S(w[i]) > S(\hat{w}^+[i]) \geq S(\hat{w}^*[i]), \]

where the equality holds if and only if \( M[i] = L-1 \) and \( i \in \mathcal{U}(0) \). So the inequality is strict for most of the pixels.

In all cases, the images enhanced using Algorithm I have the weakest saturation. On \( \mathbb{I}_n \setminus \mathcal{V} \), where the intensity is decreased, the Additive Algorithm V gives a better saturation than the Multiplicative Algorithm IV. On \( \mathcal{V} \setminus \mathcal{U}(1) \) the Multiplicative Algorithm IV gives rise to a better saturation than the Additive Algorithm V.

B. Qualitative comparison

We begin with a simple but instructive example where the image has a constant color, or equivalently \( w \in \mathbb{R}^{1 \times 1 \times 3} \).

Example 2: We apply our Algorithms IV, V and I to two different images composed out of one pixel namely a dark one \( w_{\text{dark}} = (25, 48, 32) \) and a brighter one \( w_{\text{light}} = (80, 172, 108) \) having the same hue but different intensities \( \hat{f}_{\text{dark}} = 35 \) and \( \hat{f}_{\text{light}} = 120 \). In Figs. 6 and 7, the input pixels \( w \) are shown on the top row, while the next rows detail the results of the algorithms w.r.t. the target intensity \( \hat{f} \in \{0, \ldots, 255\} \) given on the \( x \)-axis. By (25) we see that the pixel belongs to \( \mathcal{U}(1) \) for \( \hat{f} > \left( \frac{L-1}{L} \right) f \), i.e., \( \hat{f}_{\mathcal{U}(1)} \), to \( \mathcal{U}(0) \) for \( \hat{f} > (L-1) - M + f = \hat{f}_{\mathcal{U}(0)} \), to \( \mathcal{L}(0) \) for \( \hat{f} < f - m = \hat{f}_{\mathcal{L}(0)} \) and to \( \mathcal{V} \) for \( \hat{f} > f := \hat{f}_{\mathcal{V}} \). The corresponding values for our dark and light image are given in the following table:

\[
\begin{array}{c|c|c|c|c}
 & \hat{f}_{\mathcal{U}(1)} & \hat{f}_{\mathcal{U}(0)} & \hat{f}_{\mathcal{L}(0)} & \hat{f}_{\mathcal{V}} \\
 w_{\text{dark}} & 185.9 & 242 & 10 & 35 \\
w_{\text{light}} & 177.9 & 203 & 40 & 120
\end{array}
\]

Fig. 6 deals with the dark input pixel \( w_{\text{dark}} \). The Multiplicative Algorithm IV, step (i) is applied for \( \hat{f} \in [0, 185.9] \). All color values are multiplied by \( \hat{f}/f \), where \( \hat{f}/f > 1 \) for \( \hat{f} > 35 \) which yields a clear increase of the distance between all color channels. The third row shows a pleasant enhancement of the dark input pixel. By (28) the input saturation is preserved. Additive Algorithm V, step (i) is performed for \( \hat{f} \in [10, 242] \). In this step all color values are increased by the same amount \( \hat{f} - f \). Since the input pixel is quite dark, the values \( w_{c} \), \( c \in \{r, g, b\} \) and \( f \) are relatively close to each other. For this reason, all color channels \( \hat{w}_{c}^+ \) remain close to each other. On \( [10, 35] \) we have \( \hat{f} > f \) by (29) \( S(\hat{w}^+) > S(w) \) and \( S(\hat{w}^+) \) continuously decreases from 1 to \( S(w) = 0.29 \). On \( [35, 242] \), \( S(\hat{w}^+) \) decreases from \( S(w) = 0.29 \) to 0.04 according to \( S(w)f/\hat{f} \). This explains why the colors on the third row remain quite dark, compared to Algorithm IV. For Algorithm I, case (i) holds only for \( \hat{f} \in [0, 35] \), where the input saturation is preserved. If \( \hat{f} > 35 \), step (ii) is performed and \( S(\hat{w}^*) \) decreases much faster than in Algorithm V. As a consequence, on \( [35, 255] \) the enhanced colors tend to be nearly equal and the obtained color values are nearly gray, see the third row in the figure. Fig. 7 shows the performance for the brighter input pixel \( w_{\text{bright}} \). The Multiplicative Algorithm IV, (i) is applied for \( \hat{f} \in [0, 177.9] \). The input saturation is preserved. The Additive Algorithm V,
Input pixel \( w = (25, 48, 32) \), intensity \( f = 35 \), \( H(w) = 137.3 \) \( S(w) = 0.29 \)
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**Fig. 6.** Enhancement of a quite dark pixel shown in the first row. Second and third rows: the output intensity \( \hat{f} \) is on the x-axis and the plots depict the results of Algorithms IV, V and I. The second row specify the value of each color channel. The third row shows the resulting color \( \hat{w} \) w.r.t. \( \hat{f} \) and the last row plots the saturation of the output pixel as a function of \( \hat{f} \).

(i) holds for \( \hat{f} \in [40, 203] \). On \( [40, 120] \) the recovered saturation decreases from 1 to \( S(w) = 0.33 \) and on \( (120, 203] \) it slowly decreases to 0.65\( S(w) \). In Algorithm I, step (i) holds for \( \hat{f} \leq f = 120 \) where the input saturation is unchanged. Step (ii) is applied for \( \hat{f} \in (120, 255] \) – the interval is not so large as in Fig. 6 and the saturation decreases much less fast to zero. On the 3rd row one sees that the colors obtained with all the three algorithms are quite similar.

**Remark 4:** From Fig. 6 one sees that if a dark pixel has a wrong hue (e.g. due to compression or printing artifacts, noise, color cast, and so on), the Multiplicative Algorithm IV may amplify significantly the intensity of this wrong color. If the input image contains a lot of such pixels, the Additive Algorithm V could be a more judicious choice, or a convex combination of both solutions as proposed in Subsection III-B.

Our conclusions drawn in Subsection IV-A and from Example 2 are tested on two images, “bungalow” (underexposed) and “flower” (slightly lustreless). The distributions of \( \hat{f}[i]/\hat{f}[i] \) for these two images is very different – the first one ranges on \([0, 18]\) and the second on \([0, 1.22]\). Roughly speaking, “bungalow” mimics the phenomena explained for Fig. 6 and “flower” – those relevant to Fig. 7.

V. NUMERICAL RESULTS

In this section we compare our Additive and Multiplicative algorithms IV and V with the Naik-Murthy algorithm I and the automatic color enhancement algorithm (ACE) [15]. ACE was introduced by Gatta, Rizzi, and Marini in [35] with further improvements in a series of papers. This method is based on modeling several low level mechanisms of the human visual system. The direct computation of ACE for an \( n \)-pixel image costs \( \mathcal{O}(n^2) \) arithmetic operations. A faster algorithm reducing the cost to \( \mathcal{O}(n \log n) \) operations was given by Bertalmio, Caselles, Provenzi, and Rizzi in [10]. This sophisticated method is often considered as state-of-the-art method for color image enhancement. In this paper we use the fast implementation of the ACE algorithm in [15] available online at [http://demo.ipol.im/demo/g_ace/](http://demo.ipol.im/demo/g_ace/).

The next Subsection V-A briefly comments on our choices of target histograms. We want to emphasize that the search for target histograms is not the content of this paper. Instead we will use rather simple recommendations. Then, in Subsection V-B, various enhancement examples demonstrate the very good performance of our algorithms.

A. Target Histograms

Our enhancement results depend (up to some degree) on the choice of the target histogram. We have seen in the introduction that HE is far away from being suitable in many cases. Various target histograms have been proposed in the literature. Among
them we evoke the brightness preserving maximum entropy construction [36], the piecewise linear adjustment [37] and the mix of both, and the piecewise maximum entropy model [27]. These receipts were improved by the target histograms designed in [8] which we apply in this paper. A common approach, formulated in the textbook [6], is to take the histogram of a well exposed picture. Combining their advices with the approach in [6], we use some bell-shaped target histograms, such as concave and Gaussian shaped functions.

Let \( h_{\text{target}} : [0, L-1] \to \mathbb{R}_+ \) be the shape of a desired histogram. We recall that the corresponding target histograms \( \hat{h}_{\text{target}} \) is normalized so that

\[
\hat{h}_{\text{target}}(x) = \frac{n h_{\text{target}}(x)}{\sum_{x=0}^{L-1} h_{\text{target}}(x)}, \quad \forall x \in \{0, \ldots, L-1\}.
\]

The shapes of our concave and Gaussian histograms depend on two user defined (and easy to select) parameters,

\[
l := h_{\text{target}}(0) \in [0, 1] \quad \text{and} \quad r := h_{\text{target}}(L-1) \in [0, 1]
\]

and are fixed so that \( \max_{[0,L-1]} h_{\text{target}}(x) = 1 \).

(a) Concave function

\[
h_{\text{conc}}(x) = ax^2 + bx + c, \quad x \in [0, L-1],
\]

where the coefficients \( a, b \) and \( c \) read for \( l \in [0, 1) \) as

\[
b = -2^{2(l-1)} L^{-1} \left( 1 + \sqrt{\frac{r-1}{r+1}} \right), \quad a = \frac{b^2}{2^{2(l-1)}}, \quad c = l, \quad \text{and take the values} \quad b = 0, \quad a = \frac{r-1}{(L-1)^2}, \quad c = l \quad \text{for} \quad l = 1.
\]

(b) Gaussian function

\[
h_{\text{Gauss}}(x) = \exp \left( -\frac{(x-c)^2}{s} \right), \quad x \in [0, L-1],
\]

where for \( l \in (0, 1) \) and \( r \in (0, 1) \) the coefficients \( c \) and \( s \) are given by

\[
c = \ln l \frac{L-1}{\ln r \ln l}, \quad s = \frac{c^2}{\ln r}.
\]
Fig. 8. Original image “bungalow” and enhanced versions.

Fig. 9. Original image “flower” and enhanced versions.
Fig. 10. Top: Input image “islanda” and enhanced images by our Multiplicative and Additive algorithms with concave target histogram, \((t, r) = (0.3, 0.9)\). Middle: Histogram of the luminance of the original image and of the concave target histogram. Bottom: Enhanced images by the Naik-Murthy algorithm with concave target histogram, the perceptual color enhancement method in [11] (Image courtesy of the authors, R. Palma-Amestoy, E. Provenzi, M. Bertalmio, and V. Caselles), and by ACE. The HS based algorithms provide similar good results. The last two perceptually inspired approaches modify the hue which gives a nice, different color content of the image.

(c) Following Arici, Dikbas and Altunbasak [8], we test also target histogram \(\hat{h}_{ADA}\) that mix the histogram of the input image \(h_f\) with a uniform histogram denoted by \(u\):

\[
\hat{h}_{ADA} := \arg\min_v \{\mu \|v - h_f\|_2^2 + \|v - u\|_2^2\} = \frac{\mu}{1 + \mu} h_f + \frac{1}{1 + \mu} u.
\]

(32)

This basic construction was modified in [8] by a smoothing term which was not useful in our experiments. As another improvement a black and white stretching was proposed which multiplies the above \(h(x)\) by a factor smaller than 1 (default \(\frac{1}{6}\)) if \(\hat{h}_{ADA}(x) < w\) or \(\hat{h}_{ADA}(x) > b\) for some chosen parameters \(w\) and \(b\). We have applied this additional stretching only in Fig. 12.

B. Enhancement Examples

In this subsection we compare our Multiplicative and Additive algorithms, denoted by Alg. IV (\(\times\)) and Alg. V (\(+\)) on top of the figures, with the the Naik-Murthy algorithm [2], abbreviated by Alg. I (NM), and the automatic color enhancement method (ACE) in [15]. The histogram specifications in the Naik-Murthy algorithm and in our algorithms were done via our Strict Ordering Algorithm II. The histograms of the intensity of the original image and the target histograms are depicted in the middle row of the figures. The chosen target histograms \(\hat{h}_{conc}, \hat{h}_{Gauss}, \hat{h}_{ADA}\) from the previous subsection are given at the top of the figures. The number of pixels which were treated by the lower and upper gamut steps is contained in Table I. This number is very small for our algorithms in all experiments.

The enhancement results for the image “islanda” in Fig. 10 corroborate our discussion in Subsection IV-B, in particular the second case in Example 2.
The following images “boy-on-stones”, “cathedral” and “orchid” are photos that the authors could not take correctly and they tried to improve them.

Fig. 11 shows the enhancement results for the “boy-on-stones” image. The original image is too dark, and is related to the first case in Example 2 in Subsection IV-B. The image “cathedral” is much too dark. A comparison of enhancement methods is given in Fig. 12. This is the only image where we apply the target histogram from [8] with a black and white stretching with parameters $w = 30$ and $b = 150$. Finally, the “orchid” image in Fig. 13 which suffers from flashlight effect was successfully enhanced by our methods. Note that the ACE enhance image contains blue color artefacts again.

VI. CONCLUSIONS AND FUTURE WORK

This work provides the first comprehensive and rigorous presentation of the wide family of histogram specification based affine color assignment models. We have proposed a fast hue and range preserving algorithm. We analyzed the performances of this algorithm and two of its important instances as well as the gamut preserving method in [2].

As usual dealing with a topic creates many open questions we want to answer in our future research. Instead of the intensity of the input image, we can consider other combinations between the RGB channels that are better adapted to human color perception and to the image content. An example with other input histograms than those of the intensity, namely with luma and the green channel was given in Fig. 3. Moreover, it may be useful to take the saturation or chromaticity of the input image into account. Finally, a systematic approach to find the target histogram is clearly desirable and topic of future research. Since our algorithms are fast, extensions to video should be envisaged.

VII. APPENDIX

Proof of Proposition 1: The upper bound follows directly from the choice of $\hat{w}_c[i], c \in \{r, g, b\}$. It remains to show the lower bound. First we see that (15) implies $\hat{f}[i] \geq f[i]$, since in case $\hat{f}[i] < f[i]$ we would get by replacing $\hat{f}[i]$ by $f[i]$ in
Fig. 12. Top: Original image “cathedral” and enhanced images by our Multiplicative algorithm with target histogram from [8] ($\mu = 0.3$), and Gaussian target histogram $(l, r) = (0.8, 0.0001)$. The methods give different visually acceptable results. Middle: Histogram of the intensity of the original image and of the target histogram obtained by [8] and the Gaussian one. Bottom: Enhanced images by our Additive algorithm and the Naik-Murthy algorithm with Gaussian target histogram, and by ACE. Our Additive algorithm and the Naik-Murthy algorithm give similar (bad) results with a small advantage for the first one, where the first algorithm performs slightly better. ACE produces a nice colorful image.

<table>
<thead>
<tr>
<th>Image</th>
<th>$\mathcal{I}(1)$</th>
<th>$\mathcal{I}(0)$</th>
<th>$\mathcal{L}(0)$</th>
<th>$\mathcal{C}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>islanda ($\tilde{h}_{conc}$)</td>
<td>8.64</td>
<td>2.61</td>
<td>7.63</td>
<td>53.96</td>
</tr>
<tr>
<td>boy-on-stones ($\tilde{h}_{conc}$)</td>
<td>3.94</td>
<td>1.56</td>
<td>0.61</td>
<td>93.38</td>
</tr>
<tr>
<td>boy-on-stones ($\tilde{h}_{Gauss}$)</td>
<td>4.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>cathedral ($\tilde{h}_{Gauss}$)</td>
<td>1.64</td>
<td>0.00</td>
<td>0.81</td>
<td>97.72</td>
</tr>
<tr>
<td>cathedral ($\tilde{h}_{ADA}$)</td>
<td>5.86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>orchid ($\tilde{h}_{Gauss}$)</td>
<td>0.20</td>
<td>0.07</td>
<td>1.45</td>
<td>98.02</td>
</tr>
<tr>
<td>orchid ($\tilde{h}_{ADA}$)</td>
<td>3.70</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE I
PERCENTAGE OF PIXELS REQUIRING AN UPPER OR LOWER GAMUT CORRECTION IN FIGS. 10 - 13 FOR HS BASED METHODS.

the denominator of the quotient and the second summand in (15) the contradiction $M[i] > L - 1$. Since $M[i] - f[i] > 0$ the lower bound holds true if and only if

\[(L - 1 - \hat{f}[i]) (w_c[i] - f[i]) + \hat{f}[i] (M[i] - f[i]) \geq 0,\]

\[(L - 1 - \hat{f}[i]) w_c[i] - (L - 1) f[i] + \hat{f}[i] M[i] \geq 0\]

which is clearly fulfilled if

\[\hat{f}[i] M[i] - (L - 1) f[i] \geq 0.\] (33)

By (15) we have

\[\hat{f}[i] M[i] - (L - 1) f[i] > \hat{f}[i] M[i] - \left(\lambda \hat{f}[i] + (1 - \lambda) f[i]\right) \left(M[i] - f[i]\right) - \hat{f}[i] f[i]\]

\[= \left(\hat{f}[i] - (\lambda \hat{f}[i] + (1 - \lambda) f[i])\right) (M[i] - f[i])\].

By $\hat{f}[i] \geq f[i]$ the first factor on the right-hand side is non-negative which is also true for the second one. Thus, (33) is
the expression (20) leads to

\[ \lambda \]

Middle: Histogram of the intensity of the original image and of the target histogram obtained by \([8]\) \((\mu = 1)\) and the Gaussian one \( ((t, r) = (0.9, 0.1)) \). The first one still overemphasizes the white color in the flowers. This effect is reduced in the second enhanced image. Bottom: Enhanced images by our Additive algorithm and the Naik-Murthy method give too gray images, where the result from the Additive algorithm looks better. The ACE enhanced image contains again blue color artefacts and the flashlight effect on the white flowers is still visible.

satisfied and we are done.

**Proof of Proposition 2:** The lower bound is clear from the construction of \( w_c[i] \). We show the upper bound. Developing the expression (20) leads to

\[
\hat{w}_c[i] = \frac{\hat{f}[i]w_c[i] - \hat{f}[i]f[i] + \hat{f}[i]f[i] - \hat{f}[i]m[i]}{\hat{f}[i] - m[i]} = \frac{\hat{f}[i]}{\hat{f}[i] - m[i]} (w_c[i] - m[i]), \quad c \in \{r, g, b\},
\]

Using (18), one has

\[
\hat{f}[i] \frac{\lambda m[i] + (1 - \lambda)f[i]}{f[i]} + (1 - \lambda)(m[i] - f[i]) < 0
\]

and hence

\[
\hat{f}[i] < \frac{(1 - \lambda)f[i]}{\lambda m[i] + (1 - \lambda)f[i]} (f[i] - m[i]) < f[i] - m[i].
\]

Thus, since \( 0 < w_c[i] - m[i] < L - 1 \), we obtain finally

\[
\frac{\hat{f}[i]}{f[i] - m[i]} (w_c[i] - m[i]) < L - 1.
\]

**Proof of Proposition 3:** Let \( 0 \leq \lambda_1 < \lambda_2 \leq 1 \). In the upper gamut case we always have \( \hat{f}[i] > f[i] \). Then \( \lambda_1 \hat{f}[i] + (1 - \lambda_1)f[i] < \lambda_2 \hat{f}[i] + (1 - \lambda_2)f[i] \), hence \( G_N^{\lambda_1}[i] \leq G_N^{\lambda_2}[i] \) and \( U(\lambda_1) \subseteq U(\lambda_2) \). Similarly, since \( f[i] < \hat{f}[i] \) in the lower gamut case, \( \lambda_1 \hat{f}[i] + (1 - \lambda_1)f[i] > \lambda_2 \hat{f}[i] + (1 - \lambda_2)f[i] \) so that \( G_N^{\lambda_1}[i] \geq G_N^{\lambda_2}[i] \) and hence \( L(\lambda_1) \supseteq L(\lambda_2) \).

**Proof of Proposition 4:** Let \( i \in U \setminus \{U(1) \cup L(0)\} \). Then \( \hat{w}_c^x[i] \) is given by (26)(i) and since \( U(0) \subseteq U(1) \), the value
\[ \hat{w}_c[i] \] is given by (27)(i). Consequently,
\[
\hat{w}_c[i] = \lambda \frac{\hat{f}[i]}{f[i]} (w_c[i] - f[i]) + (1 - \lambda)(w_c[i] - f[i]) + \hat{f}[i] = \hat{w}_c[i],
\]
where the last equality follows by \( \mathcal{U}(\lambda) \subseteq \mathcal{U}(1) \) from (21) and Algorithm III(i).

Let \( i \in \mathcal{U}(0) \). Then \( \hat{w}_c^+[i] \) is given by (27)(ii) and since \( \mathcal{U}(1) \subseteq \mathcal{U}(1) \), \( \hat{w}_c^+[i] \) is given by (26)(ii). We have \( \hat{w}_c^+[i] = \hat{w}_c^+[i] \) which shows by \( \mathcal{U}(0) \subseteq \mathcal{U}(\lambda) \) that \( \hat{w}_c[i] = \hat{w}_c[i] \). This finishes the proof. ■

**Proof of Proposition 5:** The result in case \( f[i] \in \{m[i], M[i]\} \) follows by Step 2.1 of our Algorithm III. The saturation obtained in Step 2.2 is proven for the three cases separately.

(i) Let \( i \in \mathbb{N} \setminus \{\mathcal{U}(\lambda) \cup \mathcal{L}(\lambda)\} \). Since \( \frac{\lambda f[i] + (1 - \lambda)f[i]}{f[i]} > 0 \), we have
\[
S(\hat{w}[i]) = 1 - \frac{1}{f[i]} \min_{r,s,b} \left\{ \lambda \frac{\hat{f}[i]}{f[i]} + (1 - \lambda)f[i] \left( w_r[i] - f[i] \right) + \hat{f}[i] \right\}
= 1 - \frac{1}{f[i]} \left( \lambda \frac{\hat{f}[i]}{f[i]} + (1 - \lambda)f[i] \left( \min\{w_r[i], w_g[i], w_b[i]\} - f[i] \right) \right)
= \left( 1 - \frac{\min\{w_r[i], w_g[i], w_b[i]\}}{f[i]} \right) \left( \lambda + (1 - \lambda) \frac{f[i]}{f[i]} \right)
= S(w[i]) \left( \lambda + (1 - \lambda) \frac{f[i]}{f[i]} \right).
\]

(ii) Let \( i \in \mathcal{U}(\lambda) \). The expression for \( \hat{w}_c[i] \) also reads as:
\[
\hat{w}_c[i] = d[i] (w_c[i] - f[i]) + \hat{f}[i] \quad \text{with} \quad d[i] := \frac{L - 1 - \hat{f}[i]}{M[i] - f[i]}.
\]
Since \( d[i] > 0 \), we obtain
\[
S(\hat{w}[i]) = 1 - \frac{1}{f[i]} \left( d[i] \left( \min\{w_r[i], w_g[i], w_b[i]\} - f[i] \right) + \hat{f}[i] \right)
= 1 - \frac{\hat{f}[i]}{f[i]} d[i] \left( \min\{w_r[i], w_g[i], w_b[i]\} + \frac{f[i]}{f[i]} d[i] - 1 \right)
= S(w[i]) \left( 1 - \frac{f[i]}{f[i]} \right) d[i] = S(w[i]) \left( 1 - \frac{f[i]}{f[i]} \right) \frac{L - 1 - \hat{f}[i]}{M[i] - f[i]}\frac{f[i]}{f[i]}.
\]

(iii) Consider that \( i \in \mathcal{L}(\lambda) \). Then the assumption follows directly from the definition (3) of the saturation and construction of Algorithm III. The proof is complete. ■

**Proof of Proposition 6:** The case \( \frac{\hat{f}[i]}{f[i]} \leq 1 \) follows just as a special case of Proposition 5(i) for \( \lambda = 1 \).

Let \( \hat{f}[i] > f[i] \). Then (6) can be written as
\[
\hat{w}_c[i] = d[i] (w_c[i] - f[i]) + \hat{f}[i] \quad \text{with} \quad d[i] := \frac{L - 1 - \hat{f}[i]}{L - 1 - f[i]}.
\]
By the same arguments as in part (ii) of the previous proof we obtain
\[
S(\hat{w}[i]) = S(w[i]) \frac{d[i]}{f[i]} d[i]
\]
and we are done. ■
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