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ABSTRACT

This paper focuses on the measurement and the mathematical definition of cognitive parameters of designing a navigation system based on these parameters. The nausea level due to different velocities of a 3D scene, the user head rotation around Yaw, Roll and Pitch axes, the delay between navigation device stimuli and the 3D display movement are measured. Appropriate mathematical functions are fitted to the measurements. A sickness level is defined as an accumulation of a nausea level due to the velocity and the delay. Assigning an analog control button on the navigation device will help the user to adjust the speed. The records of the test-bed and practical experiments prove the effectiveness of this kind of design. Moreover, due to the parametric design of the system, any malfunction can be readjusted with further inquiries over the specific applications. In addition, any amendment or modification performance can be compared with the parametric criteria.

Index Terms: H.1.2 [Models and Principles]: User/Machine Systems—Human factors; H.5.2 [Information Interfaces and Presentation]: User Interfaces—User-centered design

1 INTRODUCTION

Navigation is an important part of any real or virtual dynamic system. A lot of navigation and interaction devices with different functionalities for different applications were developed during the last decades. However, the list of navigation and interaction devices is not limited only to what we literary know in robotics, haptics, remote control systems. These devices cover a wide spectrum of applications and devices, for instance a gear handle of our personal car is a kind of navigation device. Navigation and interaction devices of Virtual Reality (VR) systems or Virtual Environments (VE) attracted especial attention due to the rapid development of robotics and game consoles. Three-dimensional virtual environments (VEs) are used in fields as diverse as manufacturing [14], medicine [9], construction [12], psychotherapy [16], design [11], and education [15]. They also play an important role in the investigation of spatial processes, such as examining directional knowledge [19] or assessing spatial abilities [19] allowing researchers to design realistic experimental settings and a flexibly record user behavior [8].

Topics such as navigation devices, metaphors, menus, user’s representations, etc., are just a short list of these research topics. The development of useful VE applications, however, needs an appropriate user interface in a real environment and requires optimization of the most basic interactions, in particular object manipulation, navigation, moving inside 3D; hence, users can concentrate on high-level tasks rather than on low level motor activities [18]. However, recently, some cognitive issues have emerged in VE such as motion sickness, cyber sickness; the effect of different metaphors on the end-users turns this topic to a serious concern of researchers. It seems selection of interaction devices for navigation and manipulation considering cognitive issues is one of the most challenging topics of engineering researches.

Travel is the motor component of navigation. Navigation is the task of performing the actions that move us from our current location to a new target location or in the desired direction. In addition, watching a specific part of a 3D scene from different perspectives is demanding in almost all 3D applications [6]. In physical environments, travel is often a no-brainer, or to be more precise, it involves unconscious cognition. Therefore, it is quite crucial that the 3D scene moves with the same (perceivable) speed as a human. There are many different reasons why a user might need to perform a 3D travel task. Understanding the various types of travel tasks is important because the usability of a particular technique often depends on the task for which it is used.

Although traveling is among the most important interactions in VEs [13], we are not aware of any formal experimental studies which propose a design with the support of mathematics, and systematically evaluate and categorize traveling techniques for immersive traveling inside VEs. Prior research relates primarily to the assessment of user performance as a function of the properties of input and output devices [20]. In contrast, the focus of some study is on human factor aspects of mappings between the user input (captured by input devices) and the resulting actions in VEs [13]. Tracking is one of the fundamental tasks for navigation in 3D environments.

Currently, there is little understanding of how navigation interfaces should be designed to maximize user performance in VE [13] and provide sickness-free handling gadget. Research that systematically investigates human factors and design implications of immersive navigation tasks, devices, metaphors, remains sparse [7]; consequently, VE designers have had to rely on their intuition and common sense rather than on the guidance of established theory and research results. However, as Brooks [2] has noted, the uninformed and untested intuition for metaphor design is almost always wrong.

Although the diversity of VE applications makes it necessary to design VE interfaces that support domain dependent needs [3], some tasks are common to all VE applications and are essential, even when they are not the main objective of a user in a VE. Navigation can be defined as the process whereby people determine where they are, where everything else is and how to get to particular objects or places [10]. Navigation is the aggregate task of way finding and motion. Way finding is the cognitive element of navigation. It does not involve movement of any kind but only the tactical and strategic parts that guide movement [4]. The navigation behavior of users in VEs has been investigated to a large degree [5]. To navigate successfully, people must plan their movements using spatial knowledge they have gained about the environment and which they store as a mental map. However, accurate spatial knowledge of VEs typically develops very slowly after long periods of navigation or study, and users may not always be willing to spend this time [17]. Thus, if the navigation support provided by user interfaces of VEs is insufficient, people become disoriented and get lost.

In the final objective of current researches is to answer these
two questions: 1) how can we select a metaphor and the corresponding device for a specific task to have comfortable and more natural (close to human action in real life) navigation? 2) if a device is selected for interaction, how can the parameters of the device be adjusted to remove any cognitive problems? (or how can we have a sickness-free navigation with the selected device?)

A lot of navigation metaphors and their corresponding devices have been proposed during the last decades [1]. However, the current literature will concentrate on tracking and traveling in a 3D scene, taking into account cognitive parameters. It means, first we introduce available navigation, we evaluate some cognitive aspects and introduce some cognitive parameters, then, based on these parameters, a mathematical model is proposed to be used in future designs or studies.

This paper is organized as follows: traveling and navigation metaphors will be described and implemented in section 2. In section 3, a test bench for measurement will be proposed and the apparatus of the real-test will be described. The measurements will be illustrated and interpreted based on mathematical definitions in section 4. In section 5, a mathematical model of navigation interfaces based on cognitive parameters will be proposed, before the conclusion.

2 IMPLEMENTATION

Knowing the sub-tasks definition for any kind of navigation in VEs will help to design a generic tracking and traveling metaphor (see Figure 1). Assume we are planning a travel from point A to E. Suppose points B, C and D are located between these two points. The very basic question is how to go from point A to E? If the basic function of traveling is defined as going from point A to B, then the entire travel is a combination of four small travels or applying four times this function. Moreover, this strategy could be employed everywhere with any kind of navigation tool, and it is quite a platform independent definition. That is why defining these detailed metaphors has great deal of importance. The travel function should have a starting point, a target point, a specification of velocity and the acceleration and deceleration rate.

![Figure 1](image1.jpg)

Figure 1: Generic metaphor definition for tracking and traveling inside VEs.

For this purpose, we use VR JuggLua. VR JuggLua scripting language manages the relation between virtual reality software platforms for a single and cluster support in one side, and those who are designing the efficient content for interaction and navigation metaphors through prototyping. VR JuggLua is a high-level virtual reality application framework based on combining Lua, as a dynamic and interpreted language, with VR Juggler and OpenSceneGraph. This framework allows fully-featured immersive applications to be written entirely in Lua, and also supports the embedding of the Lua engine in C++ applications. Jugglua has been successfully used in an immersive application implementing two different navigation techniques entirely in Lua, and a physically-based virtual assembly simulation, where C++ code handles physics computations while Lua code handles all display and configuration. The required function was entirely developed in this scripting language. Like native C++ VR Juggler applications, VR JuggLua-based applications can support a wide variety of systems ranging from a single desktop machine to a 49-node cluster successfully. Sometimes, it is necessary to have access to the child node of the 3D model. This facility is provided by adding some functions and classes. The osgLua (OpenSceneGraph Lua) introspection-based bindings facilitate scene-graph manipulation from Lua code. A thread-safe run buffer allows new Lua code to be passed to the interpreter during run time, supporting interactive creation of scene-graph structures. One of the best part of Lua language is a navigator test bench which facilitates the execution of files with lua extension (*.lua). Figure 2 shows the test bench GUI. There is a part for scripting in the test bench that helps the user to test only a single line of command, exactly in the same way as done in the command line of MATLAB.

![Figure 2](image2.jpg)

Figure 2: 3D display of Jugglua GUI.

After successful connection of the device, a 3D model can be easily uploaded and the user can navigate with a mouse or a keyboard on the laptop or desktop PC. For our visualization purpose, we used this interface to see the position of the input device. The position of the head can be seen as a ball in the middle of our 3D scene in Figure 2. The only way to see the coordinates of the head in Jugglua is to use the print function. As a model depicted in Figure 2, we used the digital mockup of our laboratory, the Institut Image in Chalon-sur-Saône. Not only the navigation function should be coded, but some subsidiary functions need to be written to provide enough feedback from the system. This requirement is achieved under the platform shown in Figure 3.

The test bench collects data from three essential components of the virtual environment: the user, the navigation device and the 3D system. Bio-feedback (e.g., EEG signal, blood pressure) will be recorded to show the situation of a user when operating with navigation tools inside a CAVE for example. EEG signal can provide
the most complete feedback, however the feedback can be returned from simpler sensors like blood pressure, skin resistance sensor, heart rate sensor. Another signal is the image stream that comes from an external camera. This camera is responsible of showing the response of the system to the input command. Acceleration, velocity, the delay between input and output, etc., will be extracted from this signal.

Finally, VRPN interfacing will help us to record appropriate signals from the navigation tool and other input devices. Simultaneous analysis of these signals and feedback will help us to understand the system performance deeply. Since we collect data from different users, based on user characteristics, age, etc., we can select appropriate values for the setting units. Different criteria could be selected to verify the results of the tests and then be applied to the setting units. The highlighted region in blue color in Figure 3 is under the current research. The objective of the next step is to find an accurate mapping function with continuous measurement from the process, users and the navigation tool, to improve the quality of the navigation system.

3 EXPERIMENT

3.1 Apparatus

A virtual research set of a CAVE system with an ARTracker is used in this study. The indicators (a set of aligned balls) are mounted on 3D glasses. The system is promoted with an NVidia Quadropex Graphic processing unit. Different navigation tools can be attached by VRPN or Gadgeteer interfacing. In this experiment, a fly-stick, a gamepad, a mouse and a keyboard are connected to the system as navigation tools by a wireless connection. The user wears 3D glasses in the CAVE to see a virtual 3D scene which is projected inside the CAVE (Figure 4).

The glasses are synchronized with the projectors so that each eye only sees the correct image. People using the CAVE can see objects and scenes apparently real, and can walk around them, getting a proper view of what they look in reality. This is possible with optical illusions and laser triangulation. The frame of the CAVE is made of non-magnetic stainless steel to interfere as little as possible with the electromagnetic sensors. A CAVE user’s movements are tracked by a tracking system (like a head mounted tracker) and the 3D scene is updated based on the user’s current location. The computers rapidly generate a pair of images, one for each of the user’s eyes. The position of the head in the Cartesian coordinates (x, y, z) and roll, pitch, yaw coordinates of the head are registered by the interface software of the head tracker. The standard of different rotations is provided in Figure 5. This standard will be used later to record, analyse and demonstrate the data.

3.2 Navigation tasks

Two groups of tasks were examined in this experiment: 1) walking (forward, backward, up and down), 2) turning to the left and right. Complex movement is interpreted by these two groups of basic tasks. For example going from point A to B may contain a series of these two tasks. It can be formalized by rotation and translation matrices.

3.3 Data grabbing system

Different measurements are saved in a *.txt file with a time stamp for each sample and component. For example, forward, backward, rotation to the left and right, up, down movements, and their associated mechanical and software resolutions are recorded for a given navigation tool (for example a joystick). (x, y, z) coordinates and rotation around Pitch, Yaw and Roll axes are stored in the
same .txt file but in a second line. A third line is used to save measurements of the acceleration sensor at the first moment (the first time stamp). Then, other lines of the file are used to save the over mentioned variables of navigation, tracker and sensor for the second time (second time stamp) and so on. If our sampling time is one millisecond and the first index of the time stamp is 0.000s then the second index is 0.001s. Therefore, the second line of the .txt file is "Tracker, 0.000, x0, y0, z0, θx0, θy0, θz0".

A couple of images are recorded by the virtual camera of OpenGL and an external camera for each location of the tracker, with the same time stamp as the tracker, acceleration sensor and navigation tool. For instance, the second couple of images gets 0.001s time stamp. Acceleration and velocity of the scene are calculated from these two image streams. The time stamp is used to calculate the time difference between the input and output of the system, as well as the delay between different processing units. Two sets of analysis tools were developed in MATLAB and C++. Currently, these tools are applied offline just to extract features from the measured data. However, with a fast platform, it can be used as a real-time solution. Figure 6 shows the interconnection of recording modules, processing and analysis units. As seen, one of the outputs of the tool is the delay of different processing units.

**4 RESULTS**

So far, the implementation of the system and the test bench for the data collection has been explained. Here, we try to interpret the information and take out some features from the measurement, to be able to parameterize the navigation system and have a full control over it in real-time performance. Figure 7 shows the measurements of the velocity around the Yaw and Roll axes. First, user movement and spatial shift of the scene were recorded, then the velocity was computed from this movement by a simple speed equation, which is the difference of the spatial shift over time (see Figure 7). The velocity is computed by using the images of a high-speed camera.

As seen in Figure 7, there are sharp variations of velocity in some points (at times: 3600ms, 3750ms, 3970ms, and 4025ms). Sharp variations in velocity mean an acceleration (positive variation) and a deceleration (negative variation). Deceleration in this context looks like making a sudden break in the real movement, like when we are driving a car on the road. Intuitively, a sudden break most of the time makes a motion sickness. Based on our experience, the same deceleration gives rise to cyber sickness. Acceleration of the user head tracker and the 3D scene can be directly related to the nausea and vomiting level of a user. But it is not still clear that this relation can be linear or non-linear via a multivariable function. Because speed can be seen as a relative parameter, thus either the user or the scene movement or both of them affects the visual perception, which in turn leads to nausea (in the worse case vomiting). Table 1 shows the acceleration and velocity around the Yaw and Roll axes. Here just the acceleration process is illustrated.
Table 1: Yaw, Roll acceleration and velocity variation during 8 steps

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>roll-velocity</td>
<td>2.04</td>
<td>1.76</td>
<td>2.75</td>
<td>15.61</td>
<td>21.2</td>
<td>25.51</td>
<td>30.02</td>
<td>33.1</td>
</tr>
<tr>
<td>yaw-velocity</td>
<td>2.1</td>
<td>1.29</td>
<td>2.01</td>
<td>17.81</td>
<td>18.4</td>
<td>23.17</td>
<td>24.23</td>
<td>28.18</td>
</tr>
<tr>
<td>roll-acceleration</td>
<td>1.01</td>
<td>1.09</td>
<td>2.08</td>
<td>37.2</td>
<td>38.5</td>
<td>40.31</td>
<td>45.13</td>
<td>45.89</td>
</tr>
<tr>
<td>yaw-acceleration</td>
<td>1.41</td>
<td>6.77</td>
<td>5.1</td>
<td>22.71</td>
<td>30.1</td>
<td>32.84</td>
<td>34.2</td>
<td>34.15</td>
</tr>
</tbody>
</table>

tion in the curve does not mean a dramatic reduction of the level of nausea in higher speed, in contrast, it means the user gets badly sick and leaves the system. This situation appears practically after 15 minutes of navigation with very low speed. The duration of experiment is less in the two other cases (#2, 3). Especially, in case 3, navigation is continued with higher speed because the level of nausea was less in the low speed phase, due to a short duration of this phase. However, in the second case, the level of nausea increases in the higher speed phase, because of a longer duration of a low speed movement. The average of five measurements under longer navigation, and one of the five cases is shown in Figure 9. There is a curve fitting to the average curve which is mostly used in mathematical modeling. As seen, the behavior of the average curve is closer to the second category (#2) while the individual curve is closer to the third category (#3).

Figure 9: Level of nausea versus speed of navigation and time.

The delay between navigation device stimuli and the scene movement also is important because delay leads to sickness too. To solve this issue, the delay of the system response is computed from the synchronous measurements, as explained in the test bench. Figure 10 shows the effect of rotations around three main axes on the nausea. As seen, when the delay increases, the level of nausea increases in all the cases but with different trends and curves.

The delay due to the stimuli of the rotation around Pitch and Roll axes increases the level of nausea with an exponential trend, as shown in trend 2 of Figure 10. The behavior of the nausea level versus the delay due to the stimuli of the rotation around Yaw axis is more similar to a sinh function.

5 DISCUSSION

A navigation system without parameters tuning for sure will induce sickness. The level of sickness is dependent on a lot of parameters like age, gender, race, profession, career, previous experiences, etc. That is why the level of sickness is different from a user to another one, and in the same situation, it might be perceived by a user while no symptoms appear in another user. As seen, velocity and delay have great effects on the level of nausea and total cyber sickness. These parameters will help us to propose an effective navigation system based on cognitive parameters. The proposed navigation system taking into account human cognitive issues with two factors of movement velocity and response delay is shown in Figure 11.

Figure 10: Relation between the level of nausea and the response delay.

Figure 11: An efficient navigation controller based on cognitive factors.

One of the important aspects of this model is the parametric definition which makes it suitable for real-time application, and a comparison of the performance under different circumstances and situations. As explained before, the navigation parameters depend on
different factors of the users. Therefore, the best solution is to provide a dynamic level of sickness and give a notification to the user before the sickness level goes beyond specific threshold.

6 Conclusion

Different steps of a navigation system design, the test-bed establishment and the data collection procedure have been explained. By analyzing the collected data, we came to conclusion that the relative velocity of the scene versus user movement and the delay between different processing units, especially the delay between inputs and outputs of the system, are two important cognitive factors. Using these factors, the navigation system were proposed. The proposed system is quite efficient because it provides a real-time solution for 3D applications and is not platform or user dependent. Moreover, it is quite easy to implement as a simple function. Besides, it is a quantitative representation that lets the designer adapt the solution and set it up for new circumstances, and the modification in the performance of the parameters of the system can be easily compared with previous situations, and any amendment can be easily verified.
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