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Abstract In this paper, we introduce a new distribution on $\mathbb{Z}^2$, which can be viewed as a natural bivariate extension of the Skellam distribution. The main feature of this distribution a possible dependence of the univariate components, both following univariate Skellam distributions. We explore various properties of the distribution and investigate the estimation of the unknown parameters via the method of moments and maximum likelihood. In the experimental section, we illustrate our theory. First, we compare the performance of the estimators by means of a simulation study. In the second part, we present an application to a real data set and show how an improved fit can be achieved by estimating mixture distributions.
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1 Introduction

In recent years, there has been a growing interest in studying bivariate discrete random variables, in an effort to explain phenomena in various areas of application. More specifically, bivariate discrete random variables are appropriate for modeling paired count data exhibiting correlation. Paired count data occur in many contexts such as marketing (joint purchases of two products), econometrics (number of voluntary and involuntary job changes), insurance
(number of accidents in a site before and after infrastructure changes), engineering (faults due to different causes), epidemiology (joint concurrence of two different diseases), and many others.

The Bivariate Poisson Distribution (BPD), originally derived by McKendric (1926) as a solution to a differential equation arising in a biological application, is probably the best known bivariate discrete distribution. For a comprehensive treatment of the bivariate Poisson distribution and its multivariate extensions, the reader can refer to the books of Kocherlakota and Kocherlakota (1992) and Johnson et al. (1997), and the review articles by Papageorgiou (1997) and Kocherlakota and Kocherlakota (1997). The BPD has found many applications recently (e.g., Karlis and Ntzoufras (2003) have used it for modelling sports data). Many other bivariate discrete distributions have been introduced, for details we refer to Marshall and Olkin (1999), Boucher et al. (2008), and Cheon et al. (2009). In particular, we cite the Bivariate Negative Binomial Distribution (BNBD), which was used in insurance theory for describing of the number of accidents in transportation, and the Bivariate Geometric Distribution (BGD), which is considered plausible for reliability modeling. Note that the literature on bivariate count distributions with negative correlation is limited. One of the reasons is that negative correlation in bivariate counts occurs rather infrequently. However there are such models in the literature, as for example the bivariate Poisson-lognormal model of Aitchinson and Ho (1989), the finite mixture model developed in Karlis and Meligkotsidou (2007) and models based on copulas see, e.g. Nikoloulopoulos and Karlis (2009) and the references therein.

In contrast to the well-known situation when the paired data are counts, i.e., observed on \( \mathbb{N}^2 \), sometimes the data take values in \( \mathbb{Z}^2 \). For example, when analyzing intra-daily stock prices the changes take both positive and negative integer values, known also as ticks (the price can go up or down on certain predefined ranges of value). The price change is therefore characterized by discrete jumps. While bivariate discrete distribution for non-negative paired data are now abundant, to our best knowledge there is a shortage of bivariate discrete distribution defined on \( \mathbb{Z}^2 \). We intend to contribute to this literature by presenting a bivariate discrete distribution based on the Skellam distribution.

The remainder of the paper proceeds as follows. Firstly, we present the considered bivariate Skellam distribution and investigate some of its properties in Section 2. Section 3 describes two possible approaches for estimating the unknown parameters efficiently. Section 4 presents results from a simulation study and a real data set, respectively. Last, Section 5 is devoted to the proofs.

2 The BS\textit{Skellam}(\( \lambda_0 \), \( \lambda_1 \), \( \lambda_2 \)) distribution

Before analyzing the bivariate setting, we recall the definition of the univariate Skellam distribution.

**Definition 1 (Skellam(\( \lambda_1 \), \( \lambda_2 \)) distribution)** Let \( \lambda_1 > 0 \) and \( \lambda_2 > 0 \). We say that the random variable \( X \) has the Skellam distribution, denoted by
Bivariate Skellam, if and only if
\[ X \overset{d}{=} U_1 - U_2, \]
where \( U_1 \) and \( U_2 \) are two independent random variables such that \( U_i \sim \text{Poisson}(\lambda_i) \) for any \( i \in \{1, 2\} \). The probability mass function of \( X \) is given by
\[
P(X = x) = e^{-(\lambda_1 + \lambda_2)} \lambda_1^{x_1} \lambda_2^{x_2} \sum_{i = \max(0, -x_1, -x_2)}^\infty \frac{(\lambda_1 \lambda_2)^i}{(x_1 + i)!(x_2 + i)!}, \quad x \in \mathbb{Z}.
\]

The distribution of the difference between two independent Poisson random variables was derived by Irwin (1937) for the case of equal parameters. Skellam (1946) and Prékopa (1953) discussed the case of unequal parameters. Further details can be found in e.g. Karlis and Ntzoufras (2008) and Al-Zaid and Omair (2010).

Inspired by the trivariate reduction method derived by Johnson et Kotz (1969), the purpose of this paper is to study a natural bivariate extension of the Skellam(\( \lambda_1, \lambda_2 \)) distribution, including dependence between the components. It is described below.

**Definition 2** (BSkellam(\( \lambda_0, \lambda_1, \lambda_2 \)) distribution) Let \( \lambda_0 \geq 0, \lambda_1 > 0 \) and \( \lambda_2 > 0 \). We say that the bivariate random variable \((X_1, X_2)\) follows a bivariate Skellam distribution, denoted by BSkellam(\( \lambda_0, \lambda_1, \lambda_2 \)), if and only if
\[ X_1 \overset{d}{=} U_1 - U_0, \quad X_2 \overset{d}{=} U_2 - U_0, \]
where \( U_0, U_1 \) and \( U_2 \) are three independent random variables such that \( U_i \sim \text{Poisson}(\lambda_i) \) for any \( i \in \{0, 1, 2\} \). We set \( U_0 = 0 \) if \( \lambda_0 = 0 \). The probability mass function of \((X_1, X_2)\) is given by
\[
P(X_1 = x_1, X_2 = x_2) = e^{-(\lambda_1 + \lambda_2 + \lambda_0)} \lambda_1^{x_1} \lambda_2^{x_2} \sum_{i = \max(0, -x_1, -x_2)}^\infty \frac{(\lambda_0 \lambda_1 \lambda_2)^i}{(x_1 + i)!(x_2 + i)!} \]
for all \((x_1, x_2) \in \mathbb{Z}^2\).

**Remark 1** Note that \( X_1 \sim \text{Skellam}(\lambda_1, \lambda_0) \), \( X_2 \sim \text{Skellam}(\lambda_2, \lambda_0) \), and \( Z = X_1 - X_2 \sim \text{Skellam}(\lambda_1, \lambda_2) \). Hence, the probability distribution of \( Z \) is independent of \( \lambda_0 \). Moreover, \( \lambda_0 \) is a measure of dependence between the two random variables. For \( \lambda_0 = 0 \), \( X_1 \) and \( X_2 \) are independent and the bivariate Skellam distribution reduces to the product of two independent Skellam distributions.

Lemma 1 below investigates some of the basic properties of the BSkellam(\( \lambda_0, \lambda_1, \lambda_2 \)) distribution.

**Lemma 1** Let \( \lambda_0 \geq 0, \lambda_1 > 0, \lambda_2 > 0 \) and \((X_1, X_2) \sim BSkellam(\lambda_0, \lambda_1, \lambda_2)\).

Then
the mean of \((X_1, X_2)\) is \((\lambda_1 - \lambda_0, \lambda_2 - \lambda_0)\) and the covariance matrix equals
\[
\Sigma = \begin{pmatrix}
\lambda_1 + \lambda_0 & \lambda_0 \\
\lambda_0 & \lambda_2 + \lambda_0
\end{pmatrix}.
\]

the correlation coefficient of \((X_1, X_2)\) is
\[
\text{cor}(X_1, X_2) = \frac{\lambda_0}{\sqrt{(\lambda_1 + \lambda_0)(\lambda_2 + \lambda_0)}}.
\]

the characteristic function of \((X_1, X_2)\) can be calculated as
\[
\phi_{(X_1,X_2)}(t_1,t_2) = e^{\lambda_1(e^{t_1 \lambda_0} - 1) + \lambda_2(e^{t_2 \lambda_0} - 1)} e^{\lambda_0(e^{-it_1 \lambda_0} - 1)} \forall (t_1, t_2) \in \mathbb{Z}^2.
\]

Remark 2 Using the characteristic function of \((X_1, X_2) \sim \text{BSkellam}(\lambda_0, \lambda_1, \lambda_2)\), the probability mass function of \((X_1, X_2)\) can be expressed by
\[
P(X_1 = x_1, X_2 = x_2) = \frac{1}{(2\pi)^2} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \phi_{(X_1,X_2)}(t_1,t_2) e^{-ix_1t_1} e^{-ix_2t_2} dt_1 dt_2 \quad \forall (x_1, x_2) \in \mathbb{Z}^2. \quad (1)
\]

In particular, this yields the following equality
\[
\int_{-\pi}^{\pi} \int_{-\pi}^{\pi} e^{\lambda_1(e^{t_1 \lambda_0} - 1) + \lambda_2(e^{t_2 \lambda_0} - 1)} e^{\lambda_0(e^{-it_1 \lambda_0} - 1)} e^{-ix_1t_1} e^{-iy_2t_2} dt_1 dt_2 =
\]
\[
(2\pi)^2 e^{-(\lambda_1 + \lambda_2 + \lambda_0)} \lambda_1^x \lambda_2^y \sum_{i=0}^{\infty} \frac{(\lambda_0 \lambda_1 \lambda_2)^i}{(x+i)!(y+i)!} \quad \forall (x_1, x_2) \in \mathbb{Z}^2. \quad (2)
\]

Lemma 2 below presents a Gaussian approximation result for the BSkellam\((\lambda_0, \lambda_1, \lambda_2)\) distribution.

Lemma 2 Let \(\lambda_0 \geq 0, \lambda_1 > \lambda_0\) and \(\lambda_2 > \lambda_0\). Then, the approximation
\[
\text{BSkellam}(\lambda_0, \lambda_1, \lambda_2) \approx N_2 \left( \begin{pmatrix} \lambda_1 - \lambda_0 \\ \lambda_2 - \lambda_0 \end{pmatrix}, \begin{pmatrix} \lambda_1 - \lambda_0 & \lambda_0 \\ \lambda_0 & \lambda_2 - \lambda_0 \end{pmatrix} \right)
\]
holds true for \(\lambda_1\) and \(\lambda_2\) large enough.

3 Parameter estimation

This section is devoted to the estimation of the parameters of a BSkellam\((\lambda_0, \lambda_1, \lambda_2)\) distribution via the method of moments and the method of the maximum likelihood, respectively. Let \(\lambda_0 \geq 0, \lambda_1 > 0,\) and \(\lambda_2 > 0\) be unknown parameters and \((X_{1,1}, X_{2,1}), \ldots, (X_{1,n}, X_{2,n})\) be \(n\) i.i.d. bivariate random variables with the common distribution BSkellam\((\lambda_0, \lambda_1, \lambda_2)\).
3.1 The method of moments

Set, for any $j \in \{1, 2\}$,

$$X_j = \frac{1}{n} \sum_{i=1}^{n} X_{j,i}, \quad \text{and} \quad C_{1,2} = \frac{1}{n-1} \sum_{i=1}^{n} (X_{1,i} - \bar{X}_1)(X_{2,i} - \bar{X}_2).$$

In view of Lemma 1, the method of moment provides

- the estimator $\hat{\lambda}_0 = C_{1,2}$ for $\lambda_0$,
- the estimator $\hat{\lambda}_j = \bar{X}_j + \hat{\lambda}_0$

for $\lambda_j, j \in \{0, 1, 2\}$.

Remark 3 Thanks to the strong law of large numbers, note that $\hat{\lambda}_j$ converge a.s. to $\lambda_j$ for $j \in \{0, 1, 2\}$.

Remark 4 The moment estimates of $\lambda_0$ do not exist if $C_{1,2} < 0$. To solve this problem, a modification is done such that the negative estimate of $\lambda_0$ is set to zero and the other estimate is set to equal the absolute value of the respective sample mean.

3.2 Maximum likelihood estimation

For any $z = (x, y) \in Z^2$ and $\lambda = (\lambda_0, \lambda_1, \lambda_2) \in [0, \infty]^3$, set

$$G(\lambda, z) = \lambda_1^x \lambda_2^y \sum_{i=0}^{\infty} \frac{(\lambda_0 \lambda_1 \lambda_2)^i}{(x + i)!(y + i)!}.$$ 

Lemma 3 For any $(x, y) \in Z^2$ holds

$$\frac{\partial G(\lambda, z)}{\partial \lambda_1} = \frac{x}{\lambda_1} G(\lambda, z) + \frac{\lambda_0}{\lambda_1} G(\lambda, (x + 1, y + 1)),$$

$$\frac{\partial G(\lambda, z)}{\partial \lambda_2} = \frac{y}{\lambda_2} G(\lambda, z) + \frac{\lambda_0}{\lambda_2} G(\lambda, (x + 1, y + 1)),$$

and

$$\frac{\partial G(\lambda, z)}{\partial \lambda_0} = G(\lambda, (x + 1, y + 1)).$$
For any \(i \in \{1, \ldots, n\}\), set \(z_i = (x_{1,i}, x_{2,i}) \in \mathbb{Z}^2\), \(z = (z_1, \ldots, z_n)\), and \(\lambda = (\lambda_0, \lambda_1, \lambda_2) \in [0, \infty[^3\). Then, the likelihood function is given by

\[
L(\lambda, z) = \prod_{i=1}^{n} \mathbb{P}(X_1 = x_{1,i}, X_2 = x_{2,i}) = e^{-n(\lambda_0 + \lambda_1 + \lambda_2)} \prod_{i=1}^{n} G(\lambda, z_i).
\]

Therefore, the \(j\)-th partial derivative of the log–likelihood function equals

\[
\frac{\partial \ln L(\lambda, z)}{\partial \lambda_j} = -n + \sum_{i=1}^{n} \frac{\partial G(\lambda, z_i)}{\partial \lambda_j}.
\]

for any \(j \in \{0, 1, 2\}\). From Lemma 3 follows

\[
\frac{\partial \ln L(\lambda, z)}{\partial \lambda_1} = -n + \frac{1}{\lambda_1} \sum_{i=1}^{n} x_{1,i} + \frac{\lambda_0}{\lambda_1} \sum_{i=1}^{n} G(\lambda, z_i + 1),
\]

\[
\frac{\partial \ln L(\lambda, z)}{\partial \lambda_2} = -n + \frac{1}{\lambda_2} \sum_{i=1}^{n} x_{2,i} + \frac{\lambda_0}{\lambda_2} \sum_{i=1}^{n} G(\lambda, z_i + 1),
\]

and

\[
\frac{\partial \ln L(\lambda, z)}{\partial \lambda_0} = -n + \sum_{i=1}^{n} \frac{G(\lambda, z_i + 1)}{G(\lambda, z_i)}.
\]

Let \(Z_i = (X_{1,i}, X_{2,i})\) for any \(i \in \{1, \ldots, n\}\). The maximum likelihood estimate \(\hat{\lambda} = (\hat{\lambda}_0, \hat{\lambda}_1, \hat{\lambda}_2)\) satisfies

\[
\begin{align*}
0 &= -n + \frac{1}{\hat{\lambda}_1} \sum_{i=1}^{n} X_{1,i} + \frac{\hat{\lambda}_0}{\hat{\lambda}_1} \sum_{i=1}^{n} G(\hat{\lambda}, Z_i + 1), \\
0 &= -n + \frac{1}{\hat{\lambda}_2} \sum_{i=1}^{n} X_{2,i} + \frac{\hat{\lambda}_0}{\hat{\lambda}_2} \sum_{i=1}^{n} G(\hat{\lambda}, Z_i + 1), \\
0 &= -n + \sum_{i=1}^{n} \frac{G(\hat{\lambda}, Z_i + 1)}{G(\hat{\lambda}, Z_i)}. \quad (3)
\end{align*}
\]

Therefore, \(\sum_{i=1}^{n} G(\hat{\lambda}, Z_i + 1)/G(\hat{\lambda}, Z_i) = n\) and, a fortiori,

\[
\hat{\lambda}_1 = \bar{X}_1 + \hat{\lambda}_0, \quad \hat{\lambda}_2 = \bar{X}_2 + \hat{\lambda}_0. \quad (4)
\]

Substituting (4) into the last equation of the system of equations (3), we obtain the following equation for \(\hat{\lambda}_0\):

\[
n = \sum_{i=1}^{n} \frac{G((\bar{X}_1 + \hat{\lambda}_0, \bar{X}_2 + \hat{\lambda}_0, \hat{\lambda}_0), Z_i + 1)}{G((\bar{X}_1 + \hat{\lambda}_0, \bar{X}_2 + \hat{\lambda}_0, \hat{\lambda}_0), Z_i)}.
\]
Then, $\hat{\lambda}_1$ and $\hat{\lambda}_2$ follow directly from $\hat{\lambda}_0$ and (4), and the maximum likelihood estimates $\hat{\lambda}$ are complete. Nevertheless, for practical purposes a direct numerical maximization of expression 1 and 2, respectively, is also a straightforward approach, and applied in the what follows.

Remark 5 The maximum likelihood estimator $\hat{\lambda}$ is asymptotically normally distributed $N_3(\lambda, I^{-1}(\lambda))$, where $I(\lambda)$ is the Fisher information matrix with entries

$$I_{i,j}(\lambda) = -E \left( \frac{\partial \ln L(\lambda, (X_1, X_2))}{\partial \lambda_i \partial \lambda_j} \right) \quad \text{with} \quad (i, j) \in \{1, 2, 3\}.$$

Traditionally, this matrix can be estimated by $I(\hat{\lambda})$, which allows the constructions of confidence intervals or hypothesis tests.

3.3 Extensions of the bivariate Skellam

Having only three parameters, the bivariate Skellam distribution is a rather parsimonious distribution for bivariate data. However, along with the parsimony naturally come certain drawbacks. For example, mean and skewness of the marginal distributions have identical sign, and the standard deviation depends on the same parameters as the mean. In order to increase the flexibility of the bivariate Skellam, we propose two extensions: Firstly, the inclusion of a shift parameter and, secondly, mixtures of bivariate Skellam distributions.

**Shifted BSkellam distribution.** The inclusion of a shift parameter $k = (k_1, k_2)$ in the bivariate Skellam is straightforward. Then, we obtain a new bivariate random variable $(X_1^*, X_2^*) = (X_1 + k_1, X_2 + k_2)$ with probability mass

$$P(X_1^* = x_1, X_2^* = x_2) = P(X_1 = x_1 - k_1, X_2 = x_2 - k_2)$$

where $(X_1, X_2) \sim \text{BSkellam}(\lambda_0, \lambda_1, \lambda_2)$.

Basic properties of this distribution are $(E(X_1^*), E(X_2^*)) = (E(X_1) + k_1, E(X_2) + k_2) = (\lambda_1 - \lambda_0 + k_1, \lambda_2 - \lambda_0 + k_2)$, and the covariance matrix identical to that of $(X_1, X_2)$.

**Mixture of BSkellam distributions.** Distributions based on the mixture of several bivariate Skellam can be characterized by the probability mass

$$P(X^*_1 = x_1, X^*_2 = x_2) = \sum_{m=1}^{M} p_m P(X_{1m} = x_1, X_{2m} = x_2),$$

where $\sum_{m=1}^{M} p_m = 1, p_m \geq 0$ and $(X_{1m}, X_{2m}) \sim \text{BSkellam}(\lambda_{0m}, \lambda_{1m}, \lambda_{2m})$ for all $m \in \{1, \ldots, M\}$. Let us observe that $(E(X^*_1), E(X^*_2)) = (\sum_{m=1}^{M} p_m (\lambda_{1m} - \lambda_{0m}), \sum_{m=1}^{M} p_m (\lambda_{2m} - \lambda_{0m}))$. Moments of higher order for this distribution cannot be derived easily, and may thus be approximated by Monte Carlo methods for practical applications.
Naturally, both extensions can also be combined by mixtures of shifted bivariate Skellam distributions. Parameter estimation for a shifted BSellam distribution, a mixture of BSkellam distributions, and mixtures of shifted BSellam distribution may be carried out by numerical maximization of the log likelihood. However, it may be noted that this procedure can become computationally demanding, because it requires optimization over a set of parameters with continuous and discrete-values entries.

4 Applications

In this application section, we present a Monte Carlo study in the following Section 4.1, followed by an application to real data in Section 4.2.

4.1 Monte Carlo study

In this section we briefly demonstrate some properties of the bivariate Skellam distribution and the parameter estimation procedures. More precisely, we consider two settings (termed Setting 1 and 2 in the following), dealing with a bivariate Skellam distribution with parameters \((\lambda_0, \lambda_1, \lambda_2) = (4, 2, 3)\) and \((\lambda_0, \lambda_1, \lambda_2) = (4, 35, 40)\), respectively. Figure 1 shows random samples with 500 observations each from Setting 1 in the left and Setting 2 in the right panel. The two settings are subject to different correlation, which equals 0.617 and 0.0966, respectively. For the two samples displayed, the estimated correlation equal 0.628 (\(p < 2.2e-16\)) and 0.0975 (\(p = 0.0292\)), respectively.

In a first Monte Carlo experiment, we investigate the departure from normality in the two settings. For this purpose, we generated 1000 samples having 1000 observations for each of the settings and performed the Shapiro-Wilk test for multivariate normality. In Setting 1, having comparably small values of \(\lambda_i\), \(i = 1, 2, 3\), normality is rejected at 5%-level for 87.2% of the samples. However, the corresponding proportion in the second setting reduces to 30.1%. This indicates that the the bivariate Skellam can be approximated by a Gaussian distribution for large values of \(\lambda_i\), \(i = 1, 2, 3\), which supports the results of Lemma 2.

In a second Monte Carlo experiment, we investigate the properties of the method of moments and maximum likelihood estimators. To this end, the two parameter sets described above were used for generating 1000 samples of observations of size \(n = 50, 100, \) and \(200\), respectively. Subsequently, the parameters were estimated by the method of moments and by maximization of the likelihood. Figure 2 shows Box plots of the estimated parameters. The method of moments estimates have white background and the boxes corresponding to the maximum likelihood estimator are coloured gray. The dashed black lines represent the true parameter values. Several phenomena are visible: First, both estimators seem to be consistent. Second, both estimators seem unbiased. Third, the maximum likelihood estimator has a lower variability than
the method of moments estimator. Finally, it may be noted that normality of the estimators cannot be rejected for the large majority of samples at 5%-level (30 of 36, Shapiro-Wilk).

4.2 Soccer results

The data analyzed in this section are soccer results from the qualifications matches to the soccer world championship 2014 that took place in June and September 2012. The data are available for download on the FIFA web site (http://www.fifa.com/worldcup/preliminaries/matches/date=092012.html). More precisely, we consider the difference of goals scored by the home and the guest team during the first and second half, respectively, of the match. Figure 3 shows the 239 observations. The average difference in the first half equals 0.155 (s.d.: 1.19) and 0.172 (s.d: 1.54) in the second half. Moreover, the estimated correlation of the differences calculated from the first and second half takes the value 0.412 ($p < 0.001$). This indicates that an independent modeling of the variables would not be appropriate.

We fitted four different models to the data: first, a bivariate Skellam and a shifted bivariate Skellam distribution. Secondly, mixtures of bivariate Skellam and shifted bivariate Skellam distributions. These four models are denoted BSk, sBSk, mix-BSk, and mix-sBSk, respectively, in the following. The parameters of all models were estimated by maximization of the log-likelihood. Table 1 displays the maximized values of the log-likelihood and the model selection criteria AIC and BIC. Both mixture models have two components, because models with a higher number of components are rejected by both selection criteria.

The AIC shows a preference for the mix-sBSk, while the BIC prefers the more parsimonious mix-BSk without shift. The estimated parameters of the mix-BSk take the values

\[
(\hat{\lambda}_{01}, \hat{\lambda}_{11}, \hat{\lambda}_{21}) = (0.383, 0.561, 0.955),
(\hat{\lambda}_{02}, \hat{\lambda}_{12}, \hat{\lambda}_{22}) = (2.190, 2.300, 1.490),
(\hat{p}_1, \hat{p}_2) = (0.685, 0.315),
\]

and the respective estimates for mix-sBSk equal

\[
(\hat{\lambda}_{01}, \hat{\lambda}_{11}, \hat{\lambda}_{21}) = (0.272, 0.463, 0.836),
(\hat{\lambda}_{02}, \hat{\lambda}_{12}, \hat{\lambda}_{22}) = (1.000, 1.120, 2.780),
(\hat{p}_1, \hat{p}_2) = (0.503, 0.497),
(\hat{k}_{11}, \hat{k}_{21}) = (0, -2),
(\hat{k}_{12}, \hat{k}_{22}) = (0, 0).
\]

The simpler models with only one component are less favored, which is underlined by the statistics presented in Table 2. This table shows the first
five moments of the marginal distributions and the correlation for both the sample data and the estimated models.

The marginal means reproduced well by all models. As to standard deviation, skewness and correlation values, the mixture models show their superiority to the simpler models with only one component. Each of the two mixture models has its small advantages and disadvantages: While the model without shift comes closer to the correlation and skewness values of the data, the model incorporation a shift better captures the standard deviation of the sample.

The better fit of the mixture models also becomes visible in Figure 4, which shows histograms of the marginal distribution of the data with the four fitted models. From a contextual point of view, the application of a mixture model may be motivated by the comparably large heterogeneity of the matches carried out for a the qualification of the soccer world championship. For example, matches of more or less equally strong teams can be expected to have a distribution different to that of a matches of teams with large performance differences. However, further investigation of such hypothesis goes beyond the scope of this paper.

5 Proofs

Proof of Lemma 1.

For any \( i \in \{1, 2\} \), we have \( \mathbb{E}(X_i) = \mathbb{E}(U_i) - \mathbb{E}(U_0) = \lambda_i - \lambda_0 \) and \( \mathbb{V}(X_i) = \mathbb{V}(U_i) + \mathbb{V}(U_0) = \lambda_i + \lambda_0 \). We have \( \mathbb{C}_{ov}(X_1, X_2) = \mathbb{V}(U_0) = \lambda_0 \). From these equalities follows the covariance matrix \( \Sigma \).

Using the first point, we obtain \( \text{cor}(X_1, X_2) = \mathbb{C}_{ov}(X_1, X_2) / \sqrt{\mathbb{V}(X_1) \mathbb{V}(X_2)} = \lambda_0 / \sqrt{(\lambda_1 + \lambda_0)(\lambda_2 + \lambda_0)} \).

For any \((t_1, t_2) \in \mathbb{Z}^2\), the characteristic function of \((X_1, X_2)\) is,

\[
\phi_{(X_1, X_2)}(t_1, t_2) = \mathbb{E}(e^{it_1 X_1 + it_2 X_2}) = \mathbb{E}(e^{it_1(U_1-U_0)+it_2(U_2-U_0)}) = \mathbb{E}(e^{it_1 U_1+it_2 U_2-it(t_1+t_2)U_0}) = \phi_{U_1}(t_1)\phi_{U_2}(t_2)\phi_{U_0}(-t_1-t_2) = e^{\lambda_1(e^{it_1}-1)e^{\lambda_2(e^{it_2}-1)}e^{\lambda_0(e^{-it_1-it_2}-1)}}.
\]

This ends the proof of Lemma 1.

Proof of Lemma 2. Set \( W_1 = 1/(\lambda_1-\lambda_0)X_1 \) and \( W_2 = 1/(\lambda_2-\lambda_0)X_2 \). For \( \lambda_2 \) and \( \lambda_1 \) large enough, using the third point of Lemma 1 and \( e^x \sim 1 + x + x^2/2 \) follows

\[
\phi(W_1, W_2)(t_1, t_2) = \phi_{(X_1, X_2)}(t_1/(\lambda_1-\lambda_0), t_2/(\lambda_2-\lambda_0)) = e^{\lambda_1(e^{it_1/(\lambda_1-\lambda_0)}-1)e^{\lambda_2(e^{it_2/(\lambda_2-\lambda_0)}-1)}e^{\lambda_0(e^{-it_1/(\lambda_1-\lambda_0)-it_2/(\lambda_2-\lambda_0)}-1)}} \\

\approx e^{\lambda_1(it_1/(\lambda_1-\lambda_0)-(1/2)t_1^2/(\lambda_1-\lambda_0)^2)}e^{\lambda_2(it_2/(\lambda_2-\lambda_0)-(1/2)t_2^2/(\lambda_2-\lambda_0)^2)}e^{\lambda_0(-it_1/(\lambda_1-\lambda_0)-it_2/(\lambda_2-\lambda_0)-(1/2)(t_1/(\lambda_1-\lambda_0)+t_2/(\lambda_2-\lambda_0))^2}} \\

= e^{it_1}e^{it_2}e^{-(1/2)(t_1^2/(\lambda_1-\lambda_0))+t_2^2/(\lambda_2-\lambda_0)+2t_1t_2/(\lambda_1-\lambda_0)(\lambda_2-\lambda_0))}.
\]
for any \((t_1, t_2) \in \mathbb{Z}^2\). The last term is the characteristic function of a bivariate random variable

\[
Z \sim \mathcal{N}_2 \left( \begin{pmatrix} 1 \\ 1 \end{pmatrix} , \begin{pmatrix} 1/\lambda_1 - \lambda_0 & \lambda_0/(\lambda_1 - \lambda_0)(\lambda_2 - \lambda_0) \\ \lambda_0/(\lambda_1 - \lambda_0)(\lambda_2 - \lambda_0) & 1/\lambda_2 - \lambda_0 \end{pmatrix} \right).
\]

Therefore \((W_1, W_2)\) can be approximated by this distribution and, a fortiori,

\[
(X_1, X_2) \approx \mathcal{N}_2 \left( \begin{pmatrix} \lambda_1 - \lambda_0 \\ \lambda_2 - \lambda_0 \end{pmatrix} , \begin{pmatrix} \lambda_1 - \lambda_0 & \lambda_0 \\ \lambda_0 & \lambda_2 - \lambda_0 \end{pmatrix} \right).
\]

Lemma 2 is proved.

Proof of Lemma 3. For any \((x, y) \in \mathbb{Z}^2\) holds

\[
\frac{\partial G(\lambda, z)}{\partial \lambda_1} = \lambda_1^x \lambda_2^y \sum_{i=0}^{\infty} \frac{\lambda_0 \lambda_1 \lambda_2^i}{(x + i)! (y + i)! i!} = x \lambda_1^x \lambda_2^y \sum_{i=0}^{\infty} \frac{(\lambda_0 \lambda_1 \lambda_2^i)^i}{(x + i)! (y + i)! i!} + \lambda_1^x \lambda_2^y \sum_{i=1}^{\infty} \frac{i (\lambda_0 \lambda_2)^i \lambda_1^{i-1}}{(x + i)! (y + i)! i!} = \frac{x}{\lambda_1} G(\lambda, z) + \frac{\lambda_0 \lambda_1}{\lambda_1} G(\lambda, (x + 1, y + 1)).
\]

The other equalities can be proved similarly, and the proof of Lemma 3 is complete.
References


Irwin, J. O. The frequency distribution of the difference between two independent variates following the same Poisson distribution. Journal of the Royal Statistical Society Series A 100, pp. 415, 1937.


Fig. 1 Two samples with 500 observations each, generated from a bivariate Skellam distribution with true parameters \((\lambda_0, \lambda_1, \lambda_2) = (4, 2, 3)\) and \((\lambda_0, \lambda_1, \lambda_2) = (4, 35, 40)\) in the left (respectively right) panel. To improve the visualization, Gaussian jitter was added to the observa

Fig. 2 Parameter estimates from 100 from simulated sequences of length \(n = 50, 100,\) and 200. The upper three panels were simulated from a bivariate Skellam with parameters \((\lambda_0, \lambda_1, \lambda_2) = (4, 2, 3)\), the lower three panels result from the parameters \((\lambda_0, \lambda_1, \lambda_2) = (4, 35, 40)\) in the left and right panel, respectively. Box plots corresponding to the method of moments (M.M.) and maximum likelihood (M.L.) estimator have white (respectively grey) background. The dashed black lines represent the true parameter values.
Fig. 3 Goal difference between home and guest team at halftime and at the end of the match. For improved visualization, Gaussian jitter was added to the observations.

Table 1 Model selection

This table shows log-likelihood, AIC, and BIC values for the four estimated models.

<table>
<thead>
<tr>
<th></th>
<th>BSk</th>
<th>sBSk</th>
<th>mix-BSk</th>
<th>mix-sBSk</th>
</tr>
</thead>
<tbody>
<tr>
<td>logL</td>
<td>-814</td>
<td>-802</td>
<td>-794</td>
<td>-787</td>
</tr>
<tr>
<td>AIC</td>
<td>1634</td>
<td>1614</td>
<td>1600</td>
<td>1595</td>
</tr>
<tr>
<td>BIC</td>
<td>1645</td>
<td>1632</td>
<td>1621</td>
<td>1630</td>
</tr>
</tbody>
</table>

Table 2 Moments and correlation

This table summarizes the first three moments of the marginal distributions and the correlation of the data and models.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>0.155</td>
<td>0.172</td>
<td>1.19</td>
<td>-0.439</td>
</tr>
<tr>
<td>BSk</td>
<td>0.155</td>
<td>0.172</td>
<td>2.1</td>
<td>0.0507</td>
</tr>
<tr>
<td>sBSk</td>
<td>0.155</td>
<td>0.172</td>
<td>1.49</td>
<td>2.51</td>
</tr>
<tr>
<td>mix-BSk</td>
<td>0.155</td>
<td>0.172</td>
<td>1.43</td>
<td>1.56</td>
</tr>
<tr>
<td>mix-sBSk</td>
<td>0.155</td>
<td>0.172</td>
<td>1.19</td>
<td>1.61</td>
</tr>
</tbody>
</table>
Fig. 4 Histogram of the marginal distributions with fitted models.