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The use of activity-based credit assignment (ACA) for the automatic evaluation and selection of candidate components of systems is considered here. The whole process consists of a precise automatic structured specification of systems. Mathematical definitions and algorithms are provided. ACA converges on good components/compositions faster than repository-based random search. As systems constitute a vast class of problems to be specified by a modeler, this automatic composition of systems opens new research perspectives. The paper also places ACA within the context of existing approaches to credit assignment in classifier systems.

1 Introduction

Among the plethora of learning methods in machine Learning [SB98], supervised learning focuses on the determination of optimal functions and reinforcement learning on the determination of optimal actions on world’s state. In supervised learning, considering a set of inputs/outputs (I/O) pairs: \(\{(x_1, y_1), (x_2, y_2), ..., (x_N, y_N)\}\), a learning algorithm will determine, in a set of functions \(G\), a function \(g : X \rightarrow Y\), with \(X\) the input set, and \(Y\) the output set. In reinforcement learning, a learning algorithm will determine an optimal action-value function: \(Q^*(s, a) = \max_{\pi} Q^\pi(s, a)\), where \(\pi\) is a policy\(^1\), \(s\) is the state of the world, and \(a\) the action modifying the world’s state \(s\).

In systems theory [BPZ00] the hierarchical specification of the dynamic of a system is achieved from the I/O frame: \(IOF \rightleftharpoons X, Y\), where \(X\) and \(Y\) have been defined previously, passing through the I/O function: \(IOFO \rightleftharpoons X, \Omega, Y, F\), where \(X\) and \(Y\) have been defined previously, \(F = \{f_1, f_2, f_3,...\}\) is the set of I/O functions, and \(\Omega\) is the input segment set, and ending to structured systems: \(S \rightleftharpoons T, X, \Omega, Q, Y, \Delta, \Lambda\), where \(X, Y, \Omega\) have been defined previously, \(T\) is the time base, \(Q\) is the set of states, \(\Delta : Q \times \Omega \rightarrow Q\) is the global state transition function, and \(\Lambda : Q \times X \rightarrow Y\) is the output function. As pinpointed by George Klir in [KE03], systems constitute a large class of problems.

The main idea of this paper is, at a high level of control, to automatically and hierarchically specify the components of a structured system, using a discrete-event system specification (DEVS) and supervised learning. To achieve this goal, activity of components and compositions [MZ08, MTV +10] is used to select target components. Activity consists of a quantitative measure of both external and internal event occurrences in components. This usage amount of components is correlated with the evaluation of compositions. The basic idea is to assign credit based on the correlation of activity of a component and the score of the composition it is in. This is referred to the credit assignment problem.

The main advantages of activity-based credit assignment (ACA) can be summarized as follows:

1. Applies to any DEVS hierarchical components and compositions within any DEVS Experimental Frame,

2. Evaluates components/compositions at each level of the hierarchy,

3. Converges on good components/compositions faster than repository-based random search,

4. Automatically synthesises systems from a model-base thus enabling reusability of highly rated components in compositions.

Section 2 describes the main definitions and the credit assignment problem and the underlying search algorithms. Section 3 validates the whole approach drawing the main simulation statistics. Section 4 compares ACA with other credit assignment approaches. Finally Section 5 concludes and presents some research perspectives.

2 Credit Assignment Problem

We define here the activity, credit and algorithm used for automatically selecting high performance components and compositions of systems.

2.1 Activity and ACA Definitions

Activity of a composition is defined recursively as the sum of activity of its lower level components. Running many trials allows finding progressively “good” components.
2.1.1 Definition of Activity

A component corresponds to a Discrete Event System Specification, which is a tuple, denoted as $c = \langle X, Y, S, \delta, \lambda, \tau \rangle$, where $X$ is the set of input values, $Y$ is the set of output values, $S$ is the set of partial sequential states, $\delta : Q \times (X \cup \{\emptyset\}) \to S$ is the transition function, where $Q = \{(s, e) | s \in S, 0 \leq e \leq \tau(s)\}$ is the set of total states, $e$ is the time elapsed since the last transition, $\emptyset$ is the null input value, $\lambda : S \to Y$ is the output function, $\tau : S \to \mathbb{R}_{0,\infty}$ is the time advance function. If no event arrives at the system, it will remain in partial sequential state $s$ for time $\tau(s)$. When $e = \tau(s)$, the system produces an output $\lambda(s)$, then it changes to state $(\delta(s, e, x), e) = (\delta(s, \tau(s), \emptyset), 0)$, which is defined as an internal transition. If an external event, $x \in X$, arrives when the system is in state $(s, e)$, it will change to state $(\delta(s, \tau(s), x), 0)$, which is defined as an external transition.

For a simulation that starts at $t$ and ends at $t'$, activity is defined as:

- **External activity**, $A_{ext}$, in the time interval $[t, t']$, is defined as a natural number equal to the sum of external transitions $\delta_{ext}(s, x) = (\delta(s, \tau(s), x), 0)$.

- **Internal activity**, $A_{int}$, in the time interval $[t, t']$, is defined as a natural number equal to the sum of internal transitions $\delta_{int}(s) = (\delta(s, \tau(s), \emptyset), 0)$.

- Total activity is equal to: $A = A_{ext} + A_{int}$.

A hierarchical composition of components is defined as: $N = \langle X, Y, D, \{c\}, \{I_i\}, \{Z_{ij}\} \rangle$, where $X$ is the set of input values, $Y$ is the set of output values, $D$ is the set of references to lower level components, $I_i$ is the set of influences of the lower level components $i \in D$, and $Z_{ij}$ is the $i$ to $j$ translation function inside the hierarchical composition.

As previously defined in [MTV+10], the activity of a composite model depends on the activity of its components. The activity of a hierarchical composition $N$ is the total activity of its components $\{c\}$: $A_N = \sum_{i \in D} A_i$.

2.1.2 Definition of ACA

Our goal is to evaluate candidate components and compositions in a candidate composition $N$, at trial $r \in \mathbb{N}$, with $r \leq R$, where $R$ is the total number of trials. To achieve this goal, a score is defined as a measure of performance of the top level hierarchical composition $B_N$, where $N$ is the top level composition. The objective of ACA is to find compositions that achieve a high level of performance.

In one trial $r$, the credit $s_{i,r}$ of a component $i \in D$ is defined as the product of its activity $A_{i,r}$ and of the score of the top level hierarchical composition $B_{N,r}$:

$$s_{i,r} = A_{i,r} B_{N,r}.$$

The accumulated credit (or achievement) $\bar{s}_{i,r}$ of a component $i \in D$ over a number of $R$ trials, is defined as:

$$\bar{s}_{i,r} = \sum_{r=1}^{R} s_{i,r}.$$

At trial $R$ the accumulated credit of a component $\bar{s}_{i,R}$ is used to drive the selection of the components or compositions.

2.2 Simulation Algorithm

Algorithm 1 summarizes the main function runGeneralTrial() of the program. This loop consists in a composition-simulation-evaluation algorithm. At each iteration, various models are successively instantiated and tested:

- Line 1: The trial loop, with nbTrial the number of trials,
- Line 2: If nbTrial is smaller than startOfBias, the model is "pruned" (instantiated) randomly, i.e., all components are chosen randomly. If nbTrial is greater than startOfBias, the newModel is pruned based on previous credit results of components through the pruneWBESTEvaluatedCreditComponents(maxComposition,searchLevel) function, described in Algorithm 2.
- Line 3: The newModel is run.
- Line 4: Credit-based evaluations are saved to repository.
- Line 5: The loop ends when the maximum score (known in advance) is found.

Algorithm 1 Main Activity-based Composition-simulation-evaluation Algorithm.

```plaintext
runGeneralTrial():
1. for(nbTrial = 0; nbTrial < maxNbTrial; nbTrial++)
2. newModel = new Trial > startOfBias ? pruneWBESTEvaluatedCreditComponents(maxComposition,level) : pruneRandomlyModel()
3. run(newModel)
4. creditRepository.add(newModel)
5. if (terminate(bestScore)) Then
6. break
```

Algorithm 2 summarizes the pruneWBESTEvaluatedCreditComponents(maxComposition,level) function:

- Line 1: For levels lower than the top level, the credit-based probability relation, probRn, is built as:

$$\text{probRn} = \{(p(i, R), M) | i \in D, p(i, R) = \frac{s_{i,R}}{\sum_{i=1}^{n} s_{i,R}}, M \subseteq D\}$$

where $n$ is the number of lower level components.
- Line 2: The bestComponents are selected from the repository (more details in Algorithm 3).
- Line 3: bestModel is pruned using bestComponents.
Algorithm 2 pruneWBESTBestEvaluatedCreditComponents(maxComposition, level)

1. Relation probaRep = repHierarchy.buildCreditProbFunctionFrom(level)
2. bestComponents = getBestComponentsFromRep(repHierarchy, maxComposition, probaRep)
3. bestModel = pruneWith(bestComponents)
4. return bestModel

Algorithm 3 summarizes the getBestComponentsFromRep(repHierarchy, maxComposition, probaRep) function:

- Line 1: The number of best components nBestComponents is randomly drawn according to maxComposition, which is equal to the maximum number of components at this level.
- Line 2: The corresponding bestComponents (whose number is equal to nBestComponents) are obtained.
- Line 3-4: Remaining components are randomly selected (randomComponents).
- Line 4: The selectedComponents consist of both bestComponents and randomComponents. As discussed in sections 4 and 3.1, this allows to do not be trapped in local optima.

Algorithm 3 getBestComponentsFromRep(repHierarchy, maxComposition, probaRep)

1. int nBestComponents = randomInt(maxComposition)
2. bestComponents = getBestModelWith(probaRep, nBestComponents)
3. if(nBestComponents < maxComposition) Then
   randomComponents = getBestModelWith(probaRep, maxComposition - nBestComponents)
4. selectedComponents = bestComponents + randomComponents
5. return selectedComponents

3 Simulation Results

An archetype model (hockey team) is presented here. Efficiency of ACA is shown in section 3.2.

3.1 Model and Simulation

3.1.1 Description of the Hockey Team Model

Simulation results concern a generic example implementation: The hockey team. A picture of the whole composition is provided in Figure 1.

This model has the following characteristics:

- Only two kinds of position are considered: Defense and attack,
- Only four players are selected at a time, two in defense and two in attack,
- Abilities can be only good or bad. Therefore, there are \(2^3 = 8\) possible players at each position (see Figure 2 for player compositions).
- Defenders consist of abilities to: pass to defense, pass to forward, and stop. There are \(8^2 = 64\) possible compositions in defense.
- Attackers consist of abilities to: (good or bad) to: pass to forward, get puck, shoot. There are \(8^2 = 64\) possible compositions in attack.
- Number of possible team selections: \(64^2 = 4096\).

Figure 1 shows the coupling of the experimental frame to the model. During a trial, the experimental frame sends one attack (puck external event) to each defender. When a defender receives the puck he must stop it, pass it to the other defender who must forward it to one attacker. The latter must pass it to the other attacker who must shoot, in order to score a goal. Any break in this chain results in no score. To ensure a score, the abilities at every point of the sequence are required to be “good”. Therefore, since there are two such attacks, the maximum score is two.

Finding the best hockey team (i.e., the global optimum) consists in finding the best players (the local optima). The class of problems corresponding to this hockey model is equivalent to the ones resolved by the greedy algorithm [CLRS09], which achieves/assumes local optimal choices to find a global optimum. Also, as described in both sections 4 and 2.2, for ACA, in order to do not be trapped in local optima, some components are selected randomly.

3.1.2 Parallel Pseudorandom Simulation

A simulation is determined by: a random number seed, a hierarchical level, and a bias. The random number seed is used to randomly generate a team, using Algorithm 1. There are four hierarchical levels: Level 0 is the top level, level 1 is the lines level, level 2 is the players level, and finally, level 3 is the abilities level (atomic level). Referring to Algorithm 1, first the bias is set to infinity and the simulation is run (without any connection to the activity credit assignment), until the maximum score is reached. The resulting number of trials is called nbEvalWithoutHistory. This variable represents the number of trials required for that seed at that level to find purely randomly the team that can score two goals. After, for each bias from 0 to nbEvalWithoutHistory, the simulation is run using the activity credit assignment function and the number of trials required at that level (to find the team that can score two goals), is obtained and called nbEvalWithHistory. For each bias value, the speed is defined as: \(\text{speedUp} = \frac{\text{nbEvalWithoutHistory}}{\text{nbEvalWithHistory}}\). Note that \(\text{speedUp} \geq 1\) for any algorithm that is not worse than random search. Also \(\text{speedUp} < 1\) is possible.

3
As described in Algorithm 1, at each level, different from level 0, atomic components and components of compositions are evaluated. Above the value startOfBias, the algorithm takes advantage of the credits of components and compositions. At level 3, there are 12 possible abilities (atomic models). A threshold is randomly selected between 0 and 12, such that below and equal to the threshold, components c are generated using a credit-based probability discrete density function: \( p(i, R) = \frac{R_c}{\sum_{i=1}^{n} R_i} \). Above this threshold, components are randomly generated using a uniform distribution function for each choice. This is the same approach as the one used to obtain the nbEvalWithoutHistory. For level 2, there are 4 possible players (compositions). For level 1, there are 2 possible lines (compositions). For levels 2 and 1, the same mechanism is used except that the threshold choice is based on the number of players and lines respectively. Level 0 is different because there is only one composition.

For each bias, 30 replications (random seeds) have been run in parallel on a Symmetric Multiprocessing (SMP) with 8 quadcore-processors (32 cores). Each level runs roughly 40 biases for 30 replications each. It takes approximately one hour to run one level. Approximately, it would take a day, on a sequential machine, to do the same thing.

### 3.2 Efficiency of Activity-based Hierarchical Composition Algorithm

The behavior of speed up is a function of bias shown in Figure 3 for a repository-based random strategy at level 1 (line level). This strategy is an intermediate one between a purely random strategy and ACA. This strategy intends to evaluate the impact of the repository use on ACA gains. Here, at each bias, the algorithm scans the repository and builds randomly new compositions reusing components from the repository. As for algorithms in Section 2.2, some components are randomly chosen to avoid being trapped in local optima. Above bias=100 and until bias=400, some speed up seems to arise. At level 1, a maximum of two best components can be selected. During the start up phase (before the bias), it seems that there is a high probability for best lines to have been selected randomly and stored in the repository. Then, the repository-based random strategy gets higher probability to select the good lines in a restricted candidate set (the repository). Above bias=400, the average speed up oscillates around 1.0. At bias=0, a very large confidence interval occurs (with a lower bound negative). This can be explained because at this bias, the minimum speed up is only 0.29, which is three times slower than no speed up.

The behavior of speed up is a function of bias shown in Figure 4 for atomic level 3. Note that the curve shows consistency. The average speed up is increasing until 100 and then decreasing. The curve converges to one, without going below. Even the lower bound of the confidence interval never goes below one (showing that bias algorithm is never worse than only randomly selecting components without any use of repository).

Table 1 summarizes the data from the bias perspective for the repository-based random strategy. The table shows that minimum and maximum speed ups are close to the average speed up, which is equal (or very close to one). Also, the bias for largest minimum is very large. It can be concluded that there is no impact of the bias on speed up.

Table 2 summarizes the data from the bias perspective for ACA. For level 3, the table shows the bias (300) for

![Figure 1: Hockey Team Components. On the bottom is the experimental frame. On the top are the coupled models: attack and defense lines.](image-url)
Figure 2: Defense player components.

<table>
<thead>
<tr>
<th>Level</th>
<th>Largest minimum</th>
<th>Bias for largest minimum</th>
<th>Average at that bias</th>
<th>Maximum at that bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 - atomic abilities</td>
<td>0.84</td>
<td>2 700</td>
<td>1.04</td>
<td>1.27</td>
</tr>
<tr>
<td>2 - players</td>
<td>1.18</td>
<td>2 900</td>
<td>1.2</td>
<td>1.23</td>
</tr>
<tr>
<td>1 - lines</td>
<td>1.17</td>
<td>2 900</td>
<td>1.2</td>
<td>1.23</td>
</tr>
</tbody>
</table>

Table 1: Repository-based random strategy: Largest Minimum and Bias where the largest minimum occurs.

which the largest value of minimum speed up is obtained (2.6), the average at that bias (6.5), and the maximum at that bias (11). This can be interpreted as providing guidance for the use of a riskaverse activity credit assignment approach, where a bias should be selected, which guarantees a minimum speed up without sacrificing possibility for significantly larger speed up. On the other hand the risky approach would be to use a smaller bias with a lower minimum and higher maximum. Levels 1 and 2 show the same kind of behavior. The riskaverse bias choice decreases to a value of 100 where a minimum of 1.76, average of 7 and maximum of 24 occur. At level 2, except for largest minimum, which is slightly lower than for level 1 and level 3, average and maximum values are better. Therefore, we can consider that it should be more valuable to use ACA at this level, for bias=100.

Table 3 shows the size of each components and the number of components for each level. Increasing in levels, the number of components increases. This explains the ACA results at level 2. At this level the size of each component is not too small or too large.

4 Comparison with other Credit Assignment Methods

The credit assignment problem [Min61] consists in assigning partial credit to sub-decisions leading to a complete task. This allows investigating new rule paths even if the first steps do not provide immediate reward (e.g. at chess, you can choose to loose a piece to win the game...)

A first solution to credit assignment problem consists in the bucket brigade algorithm [Hol92]. In the bucket brigade algorithm, the basic entities are classifier systems. A Learning Classifier system interacts with the environment through an I/O interface using condition-action rules. The rule-base consists of a population of many condition-action rules (classifiers.) The rule conditions and actions are strings of characters from the ternary alphabet: \{0, 1, #\}, with # being as “don’t care” when appearing in the condition part. According to the reward of an action (changing the state of the environment) a rules reinforcement is performed. Rules are generated by a genetic algorithm. In the bucket brigade algorithm, “the highest bidding classifiers may place their message on the message list of the next cycle, but they have to pay with their bid which is distributed among the classifiers active during the last time step which set up the triggering
conditions. (...) The central idea is that classifiers which are not active when the environment gives payoff but which had an important role for setting the stage for directly rewarded classifiers can earn credit by participating in 'bucket brigade chains'. " [Sch89]. The first classifiers of a classifier chain get a partial reward even if the action performed on the environment does not provide the maximum reward expected. Another solution to credit assignment problem consists in the profit-sharing plan [Gre88]. Bucket brigade algorithm focuses on incremental schemes. Profit-sharing plan focuses on reward schemes waiting for external rewards. In this approach, problem solving is divided into episodes delimited by the receipt of external reward. A rule is active during an episode if it wins a bidding competition. Whereas bucket brigade is better adapted to rules firing in parallel, profit-sharing is more adapted for single active chains [GBV].

We describe now the main differences/similarities between both activity-based and genetic algorithms (GA)-based credit assignments, starting from usual GA vocabulary:

- **Rules**: GA produces rules, i.e., pairs of \( (conditions,actions) \) of a classifier system, expressed in bits (or \(#\)). GA selects the best actions to make new rules. In contrast, ACA applies to any DEVS hierarchical components and compositions, where the inputs of the component/composition correspond to the conditions from the environment, and outputs of the component/composition correspond to actions.

- **Selection**:  
  - GA, at every generation: 1. Rank individuals according to their fitness value, and 2. Keep a percentage of best individuals. On the other hand, ACA: 1. Ranks components and compositions according to their performances in one or more environment, 2. Maintains a model-base of components and compositions according to their ranking.
GA, e.g. in bucket brigade, select a rule \( i \) to fire using a bid-based probability distribution:
\[
p(i) = \frac{\text{bid}_i}{\sum_{i=1}^{n} \text{bid}_i}
\]
where \( n \) is the number of rules. On the other hand, ACA select components and compositions using a credit-based probability distribution:
\[
p(i, R) = \frac{\sum_{i=1}^{n} \text{cred}_{i,R}}{\sum_{i=1}^{n} \sum_{R}}
\]
where \( n \) is the number of lower level components.

- **Avoiding traps in local optima**: GA use mutation, i.e., a bit can be randomly changed in a rule, likewise ACA, in the model-base, uses a combination of highly ranked or randomly selected components/compositions.

- **Combination of sub-solutions**: GA use crossover genetic operator to combine parts of two parent chromosomes to make a new child chromosome. ACA, using hierarchical composition and at any level, combines (according to the above policies) components from the next lower level. Similarly to crossover both highly ranked and randomly selected lower level components are used.

Furthermore, as described in sub-section 4, bucket brigade algorithm is better adapted to rules firing in parallel, profit-sharing is more adapted for single active chains. ACA can be applied to models embedding both sequential and parallel chains of components.

In further research, the ACA needs now to be applied to more challenging (realistic/stochastic) model composition problems where the best performance is not known a-priori. Finally, more theoretical work can be done to justify the fact that there is an underlying credit ranking that any simulation using ACA would converge to. However, the results provided here still indicate that significant speed ups were achieved for ACA at each level of the hierarchy (e.g., between 2.6 and 85 for bias=0, at atomic level) and executed within feasible time frame on relatively unexpensive multi-processor.
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