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Abstract—Cortex codes are a family of rate-1/2 self-dual systematic linear block codes with good distance properties. This paper investigates the challenging issue of designing an efficient soft-decision decoder for Cortex codes. A dedicated algorithm is introduced that takes advantage of the particular structure of the code to simplify the decoding. Simulation results show that the proposed algorithm achieves an excellent trade-off between performance and complexity for short Cortex codes. A decoder architecture for the (32,16,8) Cortex code based on the (4,2,2) Hadamard code has been successfully designed and implemented on FPGA device. To our knowledge, this is the first efficient digital implementation of a soft-decision Cortex decoder.

I. INTRODUCTION

Forward Error Correction (FEC) is a powerful technique to improve performance of digital communication systems. Nowadays, modern FEC techniques such as turbo codes or Low-Density Parity-Check (LDPC) codes allow to closely approach the ultimate limit of channel capacity on a variety of channel models, for sufficiently long code length. On the other hand, a long FEC code introduces latency which may not be tolerable for certain applications such as sensor networks. In the short block length regime (a hundred code bits or less), block codes with soft-decision decoding at the receiver side may offer a practical and efficient alternative to modern FEC schemes and traditional convolutional codes also. This requires in turn block codes with good minimum distance properties (to guarantee good error-rate performance), and, more importantly, enough structure to facilitate the design of a low-complexity soft-decision decoder. We recall here that, in contrast to classical hard-decision decoders which operate on binary values, a soft-decision decoder directly process the unquantized (or quantized in more than two levels in practice) samples at the output of the matched filter, thereby avoiding the loss of information. Soft-decision decoding may offer up to 3 dB coding gain over hard-decision decoding, but with more computational complexity.

Cortex codes are a family of rate-1/2 self-dual linear block codes first introduced in [1]. The construction of Cortex codes combines a very short mother code with a sequence of permutations to produce the parity bits. If the mother code is self-dual, the resulting Cortex code inherits from the self-dual property [2]. This implies in particular that the \((n-k)\times n\) parity-check matrix (in systematic form) of an \((n, k)\) Cortex code can be written as \(H=[P, I_{n-k}]\), with \(I_{n-k}\) the \((n-k)\times(n-k)\) identity matrix and where the \((n-k)\times k\) sub-matrix \(P\) satisfies: \(P^TP=I_{n-k}\). The Cortex construction opens a broad spectrum of possibilities for the construction of either short or long structured rate-1/2 systematic linear block codes with good minimum distance properties [3].

Maximum-likelihood (ML) soft-decision decoding is known to offer the best decoding performance, but it is usually computationally intractable for most codes of practical interest. Hence sub-optimal decoding algorithms have to be considered. Belief Propagation (BP) is a soft-input soft-output decoding algorithm relying on the exchange of soft information along the edges of a graph defined by the parity-check matrix \(H\) of the code [4]. BP is known to closely approximate the performance of optimal Maximum A Posteriori (MAP) decoding at reduced complexity for codes with sparse parity-check matrices. On the other hand, BP performs poorly with codes like Cortex codes having high-density parity-check matrices, due to the presence of many short cycles in the graph. Another approach to soft-decision decoding, called reliability-based decoding, exploits the reliability of the received symbols to search for the most likely codeword in a reduced list of candidates. A first category of algorithms in this family applies a series of candidate error patterns in the least reliable positions in the received word followed by a hard-decision decoding step in order to correct the remaining errors (if any). This category includes the soft-decision decoding algorithms devised by Chase [5]. Another category performs successive re-encoding of a set of candidate information sequence to produce to generate the list of candidate codewords. The Ordered Statistics Decoding (OSD) approach falls into this category [6].

Recently, a simple and efficient algorithm was introduced in [7] for soft-decision decoding of rate-1/2 systematic linear block codes with a parity-check matrix \(H\) composed of an invertible sub-matrix \(P\). This algorithm can be applied to any self-dual codes. It is particularly attractive for short Cortex codes since it offers near-ML performance at low decoding complexity in this case. To our knowledge, no digital implementation of soft-decision Cortex decoders with acceptable performance has been reported up to now. In contrast, analogue decoding was successfully applied to Cortex codes by taking advantage of a particular bipartite
graph representation (Cortex graph) which can be mapped onto a network of analogue operators [8].

The remainder of the paper is organized as follows. Section II describes the construction of Cortex codes. Section III introduces the proposed decoding algorithm and its performance. The challenging issue of designing a decoder for (32, 16, 8) Cortex codes is discussed in Section IV. Finally, a FPGA prototype of the decoder is described in Section V.

II. CORTEX CODES CONSTRUCTION

The general encoding structure for Cortex codes is shown in Fig. 1 [1, 2]. The \( k \) information bits are first split into \( m \) subsequences of length-\( b \) bits each. Each sub-sequence is encoded by a rate-1/2 systematic base mother code such as the (8,4,4) extended Hamming code [2] or the (4,2,2) Hadamard code [9], to produce a sub-sequence of \( m \) intermediate parity bits. Then, a permutation is applied to the whole sequence of \( k \) parity bits and the encoding process is iterated several times. The final codeword is obtained by concatenating the \( k \) message bits with the \( k \) final parity bits.

![Fig. 1: General Cortex encoding scheme](image)

The minimum distance (and thus the decoding performance) of the Cortex code is influenced by the choice of the mother code, the number of encoding stages, as well as by the choice of the permutation functions. To our knowledge, no systematic design procedure has been yet proposed for the specification of the number of encoding stages and their structure. On the other hand, a method for the generation of the interleavers is described in [9]. This technique guarantees the construction of Cortex codes with the highest minimum distance for a given block length. A simple construction results by using the same mother code and interleaver at all encoder stages. The (4,2,2) Hadamard code has been chosen as the mother code in our study since it was shown in [9] to yield codes with high minimum distance. Further, the inverse of this code is easily obtained as shown in Fig. 2. Encoding equations and their reciprocals read: \( O_1=I_2, \) \( O_2=I_1 \oplus I_2 \) and \( O_3=I_1 \oplus I_2, \) \( O_2=I_1, \) respectively.

![Fig. 2: Encoding relations for the (4,2,2) Hadamard code](image)

III. SOFT-DECISION DECODING OF CORTEX CODES

Fig. 3 shows how to construct a (16,8,5) Cortex code from the (4,2,2) Hadamard code, using 4 encoding stages separated by 3 identical interleavers. The minimum distance \( d_{\text{min}}=5 \) is known to be the highest possible minimum distance that can be achieved with a (16,8) binary linear block code.

![Fig. 3: (16,8,5) Cortex code built from (4,2,2) Hadamard code](image)

The soft-decision decoding algorithm introduced in [7] first applies a series of \( \text{Neps} \) error patterns in order to try to eliminate the errors located in the least reliable positions inside the \( k \) information bits (first \( k \) bits in the received word). Each candidate information sequence is re-encoded to produce a candidate codeword. The same procedure is applied in parallel to the \( k \) parity bits, by inverting the encoding equations in order to re-compute the \( k \) message bits from the \( k \) parity bits. This produces a second list of \( \text{Nepr} \) candidate codewords. The decoder finally selects the candidate codeword at minimum Euclidean distance from the received word. Compared to the algorithms in [5] and [6], the proposed algorithm is computationally much simpler since it does not require a Gaussian elimination nor a hard-decision decoder. The error pattern generation strategy is similar to the one in [6].

![Fig. 4: Soft decoding performance of different Cortex codes with \( \text{Nep}=32+32 \) and \( n=[4,512] \)](image)
channel. Soft-decision decoding was performed on 8-bit fixed-point received samples, using $N_{ep}+N_{pr}=64$ error patterns for both the systematic and the parity part. Although not shown explicitly in Fig. 4, simulation results show that short Cortex codes ($n \leq 48$) essentially achieve ML decoding performance at low complexity. On the other hand, a higher number of error patterns is required to maintain performance close to ML soft-decision decoding with longer Cortex codes ($n > 48$).

IV. SOFT DECODER ARCHITECTURE FOR CORTEX CODES

Designing soft decoding architectures for Cortex codes is a challenging issue. In this section, a digital implementation of a decoder based on the proposed soft decoding algorithm for (32,16,8) Cortex code is detailed. The decoder uses information quantized on 8 bits with $L_{sy}=L_{sp}=6$ least reliable symbols and $N_{ep}=N_{ep}+N_{pr}=32+32$ error patterns. The decoder architecture consists of four blocks: reception, processing, transmission and control as shown in Fig. 5. In the reception part, the $n=32$ binary symbols of the received word are processed sequentially. So, this block computes successively positions of the $L_{sy}$ and $L_{sp}$ least reliable symbols for the systematic and parity parts of the received word. In parallel, serial-in parallel-out shift register memorizes sequentially the 32 symbols of the received word. The processing part is composed of three main tasks. First, error patterns are generated from the sign bits of the received word by testing different combinations of 0 and 1 in the least reliable bit positions. Then, these error patterns are encoded. Finally, a selection function allows the maximum likelihood code word to be found. This selection is done from metric values computed for each error pattern. Note that a parallel processing is done for $N_{ep}$ and $N_{pr}$ error patterns. Moreover, as the 32 binary symbols are available thanks to the serial-in parallel-out shift register, the metric of each encoded error pattern can be directly computed. The transmission unit is only composed of a parallel-in serial-out shift register. This operator enables to sequentially transmit the systematic part of the binary decoded word.

The three previous blocks are supervised by a control block. In our design, this task is achieved by a 5-bit counter that generates some control signals. The soft decoder architecture is structured in two pipelined stages: reception and processing-transmission as shown in Fig. 5. The first stage sequentially processes $n=32$ binary symbols in 32 clock periods. The second stage is composed of two main blocks. $N_{ep}$ and $N_{pr}$ error patterns are generated, encoded and compared in 32 clock periods thanks to a parallel processing. Finally, the 16 decoded bits are sequentially transmitted in 16 clock periods. The decoder latency, $L$, can be defined as the symbol number processed by the decoder during the decoding of one symbol. It depends on the number of pipeline stages and the codeword length $n$. According to this definition, the resulting latency of the decoder architecture is $L=2n=64$ clock symbols.

Logic syntheses for the hardware complexity estimations were performed using the Synopsys tool with a STMicroelectronics 0.09 μm CMOS process ASIC target. Soft decoder is clocked at $f=200 MHz$. Table 1 gives the complexity in terms of equivalent 2-input (NAND) gate count for each function of the soft decoder.

Table 1: hardware complexity of the soft decoder

<table>
<thead>
<tr>
<th>Block</th>
<th>Soft decoder functions</th>
<th>Equivalent gate count</th>
</tr>
</thead>
<tbody>
<tr>
<td>reception block</td>
<td>least reliable bits</td>
<td>1 644</td>
</tr>
<tr>
<td></td>
<td>serial-in, parallel-out</td>
<td>2 679</td>
</tr>
<tr>
<td></td>
<td>shift register 32x8</td>
<td></td>
</tr>
<tr>
<td>processing block</td>
<td>error pattern construction</td>
<td>2184</td>
</tr>
<tr>
<td></td>
<td>error pattern encoding</td>
<td></td>
</tr>
<tr>
<td></td>
<td>metric computation</td>
<td>4 043</td>
</tr>
<tr>
<td></td>
<td>and selection</td>
<td></td>
</tr>
<tr>
<td>transmission block</td>
<td>parallel-in, serial-out</td>
<td>194</td>
</tr>
<tr>
<td></td>
<td>shift register 16x1</td>
<td></td>
</tr>
<tr>
<td>control block</td>
<td>5-bit counter</td>
<td>47</td>
</tr>
</tbody>
</table>

As shown, the more complex function is the metric computation and selection. Its complexity is almost the half of the total soft decoder complexity. By analyzing the architecture of this critical part, two parameters appear to directly affect its complexity: $N_{ep}$ (error patterns) and $L_s$ (least reliable binary symbols). The number of quantization bits $q$ has also a direct impact on the decoder complexity and, in particular, on the shift register sizes. Decreasing these
parameter values improves area-efficiency while the performance could decrease. A complexity analysis of the soft decoder has to be done to lead to low a complexity architecture with negligible performance degradation.

V. FPGA Prototype of Designed Soft Decoder

In order to validate the designed soft decoder, BER performance measures have to be carried out. For this reason, we have integrated the proposed decoder into an experimental setup. The experimental setup is a development board from Dimigroup that contains 6 Xilinx Virtex5 LX330 devices. All the components of the experimental setup were implemented onto only one of the FPGAs. A Pseudo Random Generator (PRG) sends out pseudo random data streams at each clock period \( f_0 \). This module is composed of flip-flops and XOR gates. An \((32,16,8)\) Cortex code encoder processes the data streams. The last task of the transmitter is a BPSK mapping. Each output sample is a 5 bit vector to be sent in one clock period. Computation resources of the complete system take up 2,116 slice Flip-Flops and 3,974 slice LUTs. Moreover, 7 DSP resources and 1 BlockRAM of 18kbits are also necessary. The soft decoder occupies 1,114 slice LUTs, 2,905 slice Flip-Flops and 0 BlockRAM of 18kbs. The maximum frequency estimated after place and route is 72 MHz for the soft decoder, resulting in an input data rate of \( T_{in} = 72 \) Mb/s. However, taking into account the code rate \( R = 0.5 \), the output data rate becomes \( T_{out} = 36 \) Mb/s.

Simulated performance of ML soft decoding algorithm and measured performance of designed soft decoder for the \((32,16,8)\) Cortex code are plotted in Fig. 6. Performance is evaluated by Monte-Carlo simulation and hardware emulation using our experimental setup, respectively. Monte-Carlo simulations are done using a random variable and Wallace method for the AWGN channel. The prototype shows identical performance when compared to fixed-point simulation based on Wallace method, for \( N_{ep} = 32 + 32 \) error patterns.

VI. Conclusion

Soft-decision decoding of short Cortex codes has been investigated. A soft-decision decoding algorithm has been introduced which exploits the code structure to achieve ML performance using a small number of error patterns. The digital implementation of this algorithm has been described for a specific Cortex code. The simulation results and the hardware complexity of the prototype demonstrate the practicality and the benefits of the proposed decoding algorithm in this context.
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