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Abstract—In this paper, the use of Independent Component (IC) Discriminant Analysis (ICDA) for remote sensing classification is proposed. ICDA is a nonparametric method for discriminant analysis based on the application of a Bayesian classification rule on a signal composed by ICs. The method uses IC Analysis (ICA) to choose a transform matrix so that the transformed components are as independent as possible. When the data are projected in an independent space, the estimates of their multivariate density function can be computed in a much easier way as the product of univariate densities. A non-parametric kernel density estimator is used to compute the density functions of each IC. Finally, the Bayes rule is applied for the classification assignment. In this paper, we investigate the possibility of using ICDA for the classification of hyperspectral images. We study the influence of the algorithm used to enforce independence and of the number of IC retained for the classification, proposing an effective method to estimate the most suitable number. The proposed method is applied to several hyperspectral images, in order to test different data set conditions (urban/agricultural area, size of the training set, and type of sensor). Obtained results are compared with one of the most commonly used classifiers of hyperspectral images (support vector machines) and show the comparative effectiveness of the proposed method in terms of accuracy.

Index Terms—Bayesian classification, curse of dimensionality, hyperspectral data, Independent Component (IC) Analysis (ICA).

I. INTRODUCTION

HYPERSONSPECTRAL images are composed of hundreds of bands with a very high spectral resolution, from the visible to the infrared region. The wide spectral range, coupled with an always increasing spatial resolution, allows us to better characterize materials and gives the ability to pinpoint ground objects laying on the observed surface and to distinguish between spectrally close ground classes, making hyperspectral imagery suitable for land cover classification. Due to their features, hyperspectral data have, in recent years, gained a continuously growing interest among the remote sensing community [1], [2].

The huge quantity of information and the high spectral resolution of hyperspectral images give the possibility to solve problems which usually cannot be solved by multispectral images. In classification of hyperspectral images, the higher dimensionality of the data increases the capability to detect and distinguish various classes with improved accuracy. However, several significant issues need to be considered in the classification process for this kind of images. The most common of such issues are the spatial variability of the spectral signature, the high cost of true sample labeling, the quality of data, and problems associated with the very high number of spectral channels. The large dimensionality of the data in the spectral domain leads to theoretical and practical problems. For example, for high-dimension data, normally distributed data have a tendency to concentrate on the tails of the distribution, conversely to what appears for low-dimension data (one or two dimensions). Consequently, intuitive considerations, based on the “bell shape” 1- or 2-D distribution, fail for high-dimension Gaussian distributions. For the purpose of classification, these problems are related to the course of dimensionality. Therefore, very important information for land cover classification can be hidden in a relatively small dimensional area of the data space and can be easily neglected.

In the context of supervised classification, one of the most challenging issues is related to the small ratio between the number of samples used for training and the number of features of the data. As the dimension of the data space becomes higher, the number of training samples necessary to define the statistical behavior of the data increases exponentially [7], which makes it impossible to obtain reasonable estimates of the class-conditional probability density functions used in standard statistical classifiers. The first consequence is that when increasing the number of features of the data used as input of the classifier over a given threshold (which depends on the number of training samples and the kind of classifier adopted), the classification accuracy decreases, according to the so-called Hughes’ phenomenon [6]. Because of the aforementioned limitations, parametric classifiers such as the maximum likelihood classifier [5] or the Bayesian classifier [3], [4], which model probability density functions for individual classes with parameters estimated from the training samples, are often ineffective when used for classification of hyperspectral data.
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It is well known that the probability of error achieved with a Bayes classifier is the best that can be obtained [5], thus making Bayesian classifiers attractive in pattern recognition. Nevertheless, the construction of an optimal Bayesian classifier is very challenging when dealing with high-dimensional data, which would require large training sets in order to obtain accurate estimates of the density functions of the classes. To overcome the problem of a small size of the labeled samples, when these classifiers are applied, it is often assumed that each class can be represented by a multivariate normal model depending on the mean and covariance matrix of the class-specific data. This assumption can be accepted in the case of low input dimensionality, but it is usually far from the reality for hyperspectral remote sensing data, leading to low generalization capabilities for nonlabeled data and, consequently, to poor classification accuracies. Many efforts have been reported in the literature to overcome the intrinsic problems of high-dimensionality data [8]–[13]. The main approaches that can be found in the literature are regularization of the sample covariance matrix, semisupervised classification for the exploitation of the classified (semilabeled) samples, and projection of the data into a lower dimensional space by preprocessing hyperspectral data with feature selection/extraction.

In order to reduce the small sample size problem and mitigate the course of dimensionality, several improved covariance matrix estimators have been proposed to reduce the variance of the estimate [8], [9]. The main problem involved by this kind of estimators is the possibility that the estimated covariance matrices overfit the few available training samples and lead to a poor approximation of statistics for the testing set and the whole image to be classified. Semisupervised classifiers give a rough classification of the data using the information of the training set and then iteratively update the class statistics according to the results of the classification [10]. The main drawbacks of this approach are the required high computational burden and the risk of overfitting when a limited number of training samples is available. Finally, another approach that has been proposed to overcome the problem of high dimensionality of the data is to use feature reduction/selection algorithms in order to reduce the dimensionality of the input space. Many techniques have been proposed, such as Decision Boundary Feature Extraction [11], Projection Pursuit [12], and Nonparametric Weighted Feature Extraction [13]. Nevertheless, the higher computational time required or the inevitable loss of information introduced by these techniques often represents an obstacle in obtaining high performances, in terms of processing time or classification accuracy.

Advanced classifiers like artificial neural networks (NNs) [14]–[16] and kernel-based classifiers [17], [23], [26]–[28] have more recently been applied for hyperspectral data classification, because they are distribution free and do not make assumptions about the density functions of the data. Multilayer NNs [14] basically suffer from two main limitations. The first limitation is that the number and the size of hidden layers need to be set, and this is not a straightforward task. The second limitation is that a very large number of iterations are sometimes needed to find a solution, making feature reduction a very useful step before the classification process. RBF NNs [15] overcome these shortcomings, but their classification accuracy strongly depends on the selection of the centers and widths of the kernel functions associated with the hidden neurons of the network. Kernel methods have been widely investigated in the last decade for remote sensing and hyperspectral data analysis. Such methods show even better performances than NNs in terms of accuracies, also providing good results in case of very limited training sets. During recent years, a number of powerful kernel-based learning classifiers (e.g., support vector machines (SVMs) [23], kernel Fisher discriminant analysis [26], support vector clustering [27], and the regularized AdaBoost algorithm [28]) have been proposed in the machine learning community, providing successful results in various fields. SVMs, in particular, have been widely investigated recently in the remote sensing community [24], [25], [29], [30]. Camps-Valls and Bruzzone compared in [17] a number of these methods. SVMs provided the most attractive classifier when dealing with high-dimensional data, providing very good results in terms of accuracy and robustness to common levels of noise. The main limitations of SVMs are the training time and the need to find the optimal parameters for the kernel. The training time, although much smaller than other kernel methods, quadratically depends on the size of the training set and can be very large, particularly when a large number of labeled samples is available. The choice of the parameters of the kernel is usually done using a cross-validation approach. Bazi and Melgani recently proposed a classification approach based on Gaussian processes [31], which showed results similar to those of SVMs but with a bigger computational burden. Due to the challenging problems of hyperspectral data classification, several approaches have been recently proposed to exploit also the spatial information of the data [32], [33].

In this paper, a nonparametric method for discriminant analysis based on the application of a Bayesian classification rule on a signal composed by independent components (ICs) originally presented in [34] is proposed for the classification of hyperspectral images. The main characteristics of the method are the use of IC Analysis (ICA) to retrieve ICs from the original data and the estimate of the multivariate density in the new data space computed with the ICA. When the data are projected in an independent space, the estimates of their multivariate density function can be computed in a much easier way as the product of univariate densities. The use of ICA is an elegant way which allows us to overcome the problem of the high dimensionality of input data, obtaining reliable estimates of the class conditional densities which can be used to build a Bayesian classifier. A nonparametric kernel density estimator is used to compute the density function of each IC. Finally, the Bayes rule is applied for classification assignment. The main contributions of this paper are the following: First, we propose an in-depth experimental analysis to highlight the potentialities of the method when used to classify hyperdimensional data. Second, we propose a simple but effective approach to choose the number of ICs which has to be retained for the classification process, in order to make the classifier suitable for hyperspectral data analysis. Finally, we perform a detailed comparison with respect to the SVM, one of the most used hyperspectral classifiers, considered as the one providing the best results.
The remainder of this paper is organized as follows. In Section II, the general framework of IC Discriminant Analysis (ICDA) is introduced. The experimental part is shown in Section III, and finally, conclusions are drawn in Section IV.

II. ICDA

The proposed method is a generalization of the quadratic discriminant analysis, where the ability of ICA to retrieve components as independent as possible is exploited to estimate the class-conditional joint densities \( f_k(x) \) as the product of the marginal densities of the transformed components. The joint densities, which are hard to estimate when dealing with high-dimensional data, can be computed in a much simpler way in an independent space. The risk incurred when performing a classification of a measured vector \( x \) into one of \( K \) possible classes is given by

\[
R(\hat{k}|x) = \frac{\sum_{k=1}^{K} L(k, \hat{k}) f_k(x) \pi_k}{\sum_{k=1}^{K} f_k(x) \pi_k}
\]  

(1)

where \( \pi_k \) is the \textit{a priori} probability that a sample could belong to the class \( k \), \( f_k \) is the class-conditional \textit{a priori} density of class \( k \), and \( L \) is the cost or loss incurred when assigning the sample \( x \) to the class \( k \), to the class \( \hat{k} \). In the case of hard classification (i.e., classification where only one class is selected), this cost is expressed by the so-called symmetrical loss function

\[
L(k, \hat{k}) = \begin{cases} 
0, & \text{if } k = \hat{k} \\
1, & \text{if } k \neq \hat{k}.
\end{cases}
\]

By choosing \( \hat{k} \) such that the numerator of (1) is minimized, this leads to the so-called Bayes decision rule. In the case of hard classification, the Bayes rule reduces to the following rule: Assign \( x \) to the class \( k \) such that

\[
\hat{k} = d(x) = \arg \max_{k=1,...,K} \{ f_k(x) \pi_k \} \quad k = 1, \ldots, K.
\]  

(2)

The design of the Bayes classifier is then determined by the conditional densities \( f_k(x) \) and by the prior probabilities \( \pi_k \). While the prior probabilities can be easily obtained from the training set, following the relation

\[
\pi_k = N_k / N
\]  

(3)

where \( N_k \) is the number of samples of the class \( k \) and \( N \) is the overall number of samples of the training set, the determination of the class-conditional density is much more challenging. Owing to its analytical tractability, the Gaussian (or normal) multivariate density is the most often used density for classification. The general expression of a multivariate normal density in \( d \) dimensions is written as

\[
f_k(x) = \frac{1}{(2\pi)^{d/2} |\Sigma_k|^{1/2}} \exp \left[ -\frac{1}{2} (x - \mu)^{T} \Sigma_k^{-1} (x - \mu) \right]
\]  

(4)

denotes the transpose of \((x - \mu)\). These classification rules are, in general, derived by assuming that the class-conditional densities are \( p \)-variate normal with mean vectors \( \mu_k \) and that variance–covariance matrices \( \Sigma_k \) are nonsingular [37]. These two parameters are estimated from the training samples according to

\[
\hat{\mu}_k = \frac{1}{N_k} \sum_{i=1}^{N_k} x_{ik}
\]  

(5)

\[
\hat{\Sigma}_k = \frac{1}{N_k - 1} \sum_{i=1}^{N_k} (x_{ik} - \hat{\mu}_k)(x_{ik} - \hat{\mu}_k)^T
\]  

(6)

where \( x_k = \{ x_{ik}, i = 1, \ldots, N_k \} \) are the training samples of the class \( k \). This approach works well when the class-conditional densities are approximately normal and good estimates can be obtained from the training samples. However, it is highly affected by substantial divergence from normal density and by a limited training set [35], as it is often the case for hyperspectral remote sensing data.

In order to overcome problems linked to the aforementioned limitations, the parametric approach to discriminant analysis has been extended to the case where nothing is known about the densities \( f_k \) except for some assumptions about their general behavior [36]. The idea is to apply a nonparametric density estimator to the training samples and then to substitute the obtained estimates into the Bayes decision rule (2). This family of density estimators does not assume any prior knowledge about the distribution of the data like parametric estimators do. Many other nonparametric estimators can be found in the literature, such as the histogram approach, \( k \)-nearest neighbor, and the expansion by basis function method [38]. Owing to its properties in terms of computation and accuracy, one of the most common procedures is to use a multivariate kernel density estimator of the form

\[
\hat{f}_k(x) = \sum_{i=1}^{N_k} \mathcal{K}\{x - x_{ik}; H_k\}
\]  

(7)

where \( \mathcal{K} \) denotes an unbiased kernel function and \( H_k \) is a diagonal covariance matrix. It has been shown that the choice of the kernel used for the estimation is, in general, not crucial [38]. In our experiments, we have considered one of the most widely used kernels, the Gaussian one

\[
\mathcal{K} = \frac{1}{h \sqrt{2\pi}} \exp \left\{ -\frac{x^2}{2h^2} \right\}.
\]  

(8)

Multidimensional density estimation is highly affected by the high dimensionality of the data and, practically, is not tractable when the dimension of the data is comparable with the size of the training data, as it often happens in hyperspectral data analysis. In these cases, the kernel \( \mathcal{K} \) is substituted by the product of univariate Gaussian kernel function, leading to estimates of the form [39]

\[
\hat{f}_k(x) = (2\pi)^{-p/2} \mathcal{H}_k^{-1} \prod_{i=1}^{p} \exp \left\{ - \frac{(x_j - x_{ik,j})^2}{2h_{ij}^2} \right\}
\]  

(9)
where $h_{kj}$ is the $j$th element in the $H_k$ diagonal matrix, $x_{ljk}$ is the $l$th observation of the samples belonging to the class $k$, and

$$H = \frac{1}{\prod_{j=1}^{p} h_{kj}}. \quad (10)$$

The main drawback of this approach is that some important information for the classification process is not retrieved. In fact, it particularly occurs when dealing with high-dimensional data where very important information for the classification process can be hidden in relatively low density regions. Therefore, the estimation of the tails of the distribution becomes crucial in order not to degrade the final results. Consequently, in such a case, a Gaussian kernel product estimator can be inappropriate, due to the short-tailed normal density.

In [34], Amato et al. proposed an interesting approach to circumvent the problems of nonparametric multivariate kernel density estimators and used ICA to enforce independence to the components of the analyzed data. In their approach, the components become as independent as possible after a transformation based on ICA, which allows one to estimate a multivariate density as the product of univariate densities, which is then based on ICA, which allows one to estimate a multivariate density to [49]–[51].

The basic steps of the proposed approach are stated as follows.

1) Center the data on the $k$ class, for each class $k = 1, \ldots, K$, and use the ICA to derive the optimal transform $A_k$ according to the training samples of the class.

2) Project the data using the computed transform and use an adaptive univariate kernel density estimator to estimate the density of each component.

3) For a new observation $x$, the joint density of $Y = \hat{A}_k x$ is first computed for each class as the product of the estimated marginal densities, since the components are independent. The density of $x$ can then be derived from that of $Y$ with a simple change of variable. The results are then substituted into the Bayes rule to obtain the final assignment.

In the rest of this paper, we refer to the aforementioned approach as ICDA.

A. ICA

ICA consists of finding a linear decomposition of observed data into statistically ICs. Given an observation model

$$x = \mathbf{A}s \quad (11)$$

where $x$ is the vector of the observed signals, $\mathbf{A}$ is a scalar matrix of the mixing coefficients, and $s$ is the vector of the source signals, ICA finds a separating matrix $\mathbf{W}$ such that

$$y = \mathbf{W}x = \mathbf{W}s \quad (12)$$

where $y$ is a vector of ICs. This means that the value of any of the components does not give any information about the value of the other components. ICA basically makes the following three general assumptions, in order to make sure that its basic model can be estimated.

1) The components of $y$, estimated from the observed signal $x$, are statistically independent. This is the basic principle on which all the ICA models rest.

2) At most one signal has a Gaussian distribution. If more than one component has a Gaussian distribution, we do not have enough information to separate mixtures of Gaussian sources. In the case of two or more Gaussian distributions, the higher order cumulants are equal to zero. This information is essential in order to estimate the ICA model; thus, the algorithm cannot work under these conditions.

3) The unknown mixing matrix $\mathbf{A}$ is square and invertible. This assumption is equivalent to saying that the number of ICs is equal to the number of observed mixtures. It is done in order to simplify the estimation very much, but it can sometimes be relaxed.

Under these three assumptions (or at least the first two), the ICs and the mixing matrix can be estimated under some indeterminancies that will necessarily hold. In fact, for (11), if both $\mathbf{A}$ and $s$ are unknown, at least two ambiguities cannot be avoided. First, the variances of ICs cannot be computed. In fact, any scalar multiplier in one of the sources could always be canceled by dividing the corresponding column of the mixing matrix. Due to this, the energy of the components is, at first, fixed by whitening in order to make them all have variances equal to unity, and consequently, the mixing matrix is adapted. Second, because of similar reasons, the ICs cannot be ranked because any change in their order will not change the possibility to estimate the model. Due to its attractive properties, ICA is receiving a growing interest among the remote sensing community for feature reduction and spectral unmixing [52]–[54].

A detailed explanation of the basics of ICA is out of the scope of this paper. In the next section, we briefly review several possibilities to compute independence. We refer the reader interested in a complete explanation of the general framework of ICA to [49]–[51].

B. Independence Measures

Independence is a much stronger assumption than uncorrelatedness. Unlike common decorrelation methods, such as Principal Component Analysis and Factor Analysis, which use information provided by a covariance matrix in order to retrieve uncorrelated components, ICA considers higher (than second) order statistics. However, starting from the probabilistic definition of independence, several practical independence criteria can be defined. In addition to the basic concept of contrast function, two of the most classical criteria are based on nonlinear decorrelation and maximum non-Gaussianity.

1) Nonlinear decorrelation. Find the matrix $\mathbf{W}$ so that the components $y_i$ and $y_j$ are uncorrelated and the transformed components $g(y_i)$ and $h(y_i)$ are uncorrelated, where $g$ and $h$ are some suitable nonlinear functions.
Possible nonlinear functions can be derived through the maximum likelihood or the mutual information.

2) Maximum non-Gaussianity. Find the local maxima of non-Gaussianity of a linear combination under the constraint that the variance of y is constant and the components not correlated (i.e., after prewhitening). Each local maximum gives one IC.

Classical algorithms, such as FastICA [40] and Infomax [41], have been developed using the aforementioned criteria. Another approach for the estimation of the ICs is joint diagonalization of eigenmatrices (JADE) [42], which makes use of fourth-order cumulant tensors. In the following experiments, we have used JADE as ICA algorithm to enforce independence, due to the effectiveness shown when dealing with hyperspectral remote sensing data [46, 47] and since it has provided better results than FastICA and Infomax in a preliminary test.

Cumulant tensors can be considered as the generalization of the covariance matrix at an order higher than the second. If we consider a random vector x with a probability density function p(x), its characteristic function is defined as the inverse Fourier transform of the pdf [43]

\[ \Phi(\omega) = E \left\{ \exp(j\omega x) \right\} = \int_{-\infty}^{\infty} \exp(j\omega x) p(x) \, dx \] (13)

where j is equal to \( \sqrt{-1} \) and \( \omega \) is the transformed row vector corresponding to x. Every probability density function corresponds to a unique characteristic function and vice versa. Due to its attractive properties, the natural logarithm of the characteristic function is often considered. Given the Taylor series expansion of the characteristic function

\[ \Phi(\omega) = \sum_{k=0}^{\infty} a_k \frac{(j\omega)^k}{k!} \] (14)

the \( k \)th cumulant is defined as the derivative

\[ a_k = (-j)^k \left. \frac{d^k \Phi(\omega)}{d\omega^k} \right|_{\omega=0}. \] (15)

It can be shown that the second- and third-order cumulants for a zero mean random vector are [44]

\[ \text{cum}(x_i, x_j) = E \{ x_i x_j \} \] (16)

\[ \text{cum}(x_i, x_j, x_k) = E \{ x_i x_j x_k \}. \] (17)

We refer the reader interested in a more detailed explanation of the cumulants and their properties to [45] and [48]. The fourth-order cumulants contain all the information about the fourth-order statistics of the data. In the case the data are independent, all the cumulants with two or more different indices are equal to zero.

The cumulant tensor is a linear operator defined by the fourth-order cumulants \( \text{cum}(x_i x_j x_k x_l) \) in an analog way to the case of a covariance matrix, which defines a linear operator. In this case, we have a linear transformation in the space of \( n \times n \) matrices instead of the space of \( n \)-dimensional vectors. The space of such matrices is a linear space of dimension \( n \times n \), so it is simple to define the linear transformation. The elements of this transformation can be defined as

\[ F_{ij}(M) = \sum_{kl} m_{kl} \text{cum}(x_i, x_j, x_k, x_l) \] (18)

where \( m_{kl} \) are the elements in the matrix M that is transformed. JADE refers to one of the principles of solving the problem of equal eigenvalues of the cumulant tensor. As any symmetric linear operator, the cumulant tensor has an eigenvalue decomposition. An eigenmatrix of the tensor is, by definition, a matrix M such that

\[ F(M) = \lambda M \] (19)

where \( \lambda \) is a scalar eigenvalue.

Let us consider data which follow the ICA model with whitened data

\[ z = VA = HS \] (20)

where \( H^T \) denotes the whitened mixing matrix. The eigenvalue decomposition allows us to point out some interesting features of the cumulant tensor of z. Every matrix of the form

\[ M = h_m h_m^T \] (21)

is an eigenmatrix. The vector \( h_m \) represents here one of the columns of \( H \) and, thus, one of the columns of the whitened mixing matrix \( H^T \). Due to the independence of the sources, the corresponding eigenvalues are given by the kurtosis of the ICs and all the other eigenvalues are zero. By determining these eigenvalues, we can obtain the independent sources that we are looking for.

III. EXPERIMENTAL RESULTS

A. Data Sets

In order to have a representation of the possible scenarios provided by the hyperspectral images as complete as possible (satellite/airborne sensors, urban/agricultural/geological area, and large/small/very small size of the training set), four hyperspectral data sets were considered in this paper.

The first one is an airborne data set from the ROSIS-03 with 115 spectral bands in the spectral range from 0.43 to 0.86 \( \mu m \) acquired over the University of Pavia, Italy. The spatial resolution is 1.3 m/pixel. The data set is 610 by 340 pixels. Twelve data channels were removed due to noise, and the remaining 103 spectral dimensions were processed. Nine classes of interest were considered. The training set is composed by about 10% of all the labelled samples that were available for the data.

The second data set is a small segment of an Airborne Visible InfraRed Imaging Spectrometer (AVIRIS) data set over the agricultural area of Indiana. For each spectral channel, the image contains 145 \( \times \) 145 pixels. There are 220 spectral channels (spaced at about 10 nm) acquired in the 0.4–2.5 \( \mu m \) region. Four of the original 224 channels were removed, because they were containing only zeros. All the remaining 220 bands were
TABLE I
INFORMATION ABOUT THE TRAINING AND THE TESTING SET OF THE FOUR CONSIDERED DATA SETS

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Train</th>
<th>Test</th>
<th>Name</th>
<th>Train</th>
<th>Test</th>
<th>Name</th>
<th>Train</th>
<th>Test</th>
<th>Name</th>
<th>Train</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Asphalt</td>
<td>548</td>
<td>6641</td>
<td>Alfalfa</td>
<td>20</td>
<td>54</td>
<td>Andesite lava 1970</td>
<td>50</td>
<td>973</td>
<td>Roof</td>
<td>10</td>
<td>3794</td>
</tr>
<tr>
<td>2</td>
<td>Meadow</td>
<td>540</td>
<td>18649</td>
<td>Corn-no till</td>
<td>20</td>
<td>1434</td>
<td>And. lava 1980 I</td>
<td>50</td>
<td>634</td>
<td>Road</td>
<td>10</td>
<td>376</td>
</tr>
<tr>
<td>3</td>
<td>Gravel</td>
<td>392</td>
<td>2099</td>
<td>Corn-min till</td>
<td>20</td>
<td>834</td>
<td>And. lava 1980 II</td>
<td>50</td>
<td>408</td>
<td>Trail</td>
<td>10</td>
<td>135</td>
</tr>
<tr>
<td>4</td>
<td>Tree</td>
<td>524</td>
<td>3064</td>
<td>Corn</td>
<td>20</td>
<td>234</td>
<td>And. lava 1991 I</td>
<td>50</td>
<td>500</td>
<td>Grass</td>
<td>10</td>
<td>1888</td>
</tr>
<tr>
<td>5</td>
<td>Metal Sheet</td>
<td>265</td>
<td>1345</td>
<td>Grass-Pasture</td>
<td>20</td>
<td>497</td>
<td>And. lava 1991 II</td>
<td>50</td>
<td>1446</td>
<td>Tree</td>
<td>10</td>
<td>365</td>
</tr>
<tr>
<td>6</td>
<td>Bare Soil</td>
<td>532</td>
<td>5029</td>
<td>Grass-Trees</td>
<td>20</td>
<td>747</td>
<td>And. lava moss cover</td>
<td>50</td>
<td>650</td>
<td>Water</td>
<td>10</td>
<td>1184</td>
</tr>
<tr>
<td>7</td>
<td>Bitumen</td>
<td>375</td>
<td>1330</td>
<td>Grass-Mowed</td>
<td>20</td>
<td>26</td>
<td>Hyaloclastite formation</td>
<td>50</td>
<td>292</td>
<td>Shadow</td>
<td>10</td>
<td>57</td>
</tr>
<tr>
<td>8</td>
<td>Brick</td>
<td>514</td>
<td>3682</td>
<td>Hay-windrowed</td>
<td>20</td>
<td>489</td>
<td>Lava tephra covered</td>
<td>50</td>
<td>354</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Shadow</td>
<td>231</td>
<td>947</td>
<td>Oats</td>
<td>20</td>
<td>20</td>
<td>Rhyolite</td>
<td>50</td>
<td>658</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Soybean-no till</td>
<td>20</td>
<td>968</td>
<td>Scoria</td>
<td>50</td>
<td>663</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Soybean-min till</td>
<td>20</td>
<td>2468</td>
<td>Firn-glacier ice</td>
<td>50</td>
<td>360</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Soybean-clean t</td>
<td>20</td>
<td>614</td>
<td>Snow</td>
<td>50</td>
<td>268</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Wheat</td>
<td>20</td>
<td>212</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Woods</td>
<td>20</td>
<td>1294</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Bldg-Trees-Drive</td>
<td>20</td>
<td>380</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Stone-Steel Tower</td>
<td>20</td>
<td>95</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

processed, without discarding channels affected by atmospheric absorption. Sixteen reference data classes were considered. The ground truth is composed of 10,366 pixels. Different training sets were randomly constructed from the reference data with a total of, respectively, 320 pixels (20 samples per class). Due to the very small size of the training set, to increase the statistical significance of the test, the experiment was repeated ten times with different training sets and the average results reported.

The third study site is the region surrounding the central volcano Hekla in Iceland, one of the most active volcanoes in the country. Since 1970, Hekla has erupted quite regularly every ten years, in 1970, 1980–1981, 1991, and 2000. The volcano is located on the southwestern margin of the eastern volcanic zone in South Iceland. Hekla’s products are mainly andesitic and basaltic lavas and tephra. AVIRIS data that were collected on a cloud-free day, June 17, 1991, were used for the classification. The image contains 560 × 600 pixels. As in the previous case, the sensor system has 224 data channels, utilizing four spectrometers, whereas the width of each spectral band is approximately equal to 10 nm [55]. During image acquisition, spectrometer 4, which operates in the wavelength range from 1.84 to 2.4 \( \mu \text{m} \) (64 bands), was not working properly. These 64 bands were deleted from the imagery along with the first channels for all the other spectrometers, so that only 157 data channels were considered. The training set was composed of 50 samples per class randomly chosen from the labeled data, and ten different training sets were selected.

Finally, airborne data from the Hyperspectral Digital Imagery Collection Experiment (HYDICE) sensor were used for the experiments. The HYDICE was used to collect data from flightline over the Washington DC Mall. Hyperspectral HYDICE data originally contained 210 bands in the 0.4–2.4 \( \mu \text{m} \) region. Noisy channels have been removed, and the set consists of 191 spectral channels. It was collected in August 1995, and each channel has 1280 lines with 307 pixels each. Seven information classes were defined. Also in this case, ten experiments were performed with the same training set size (ten samples per class). All the pieces of information about the ground truth (name of the classes, number of training, and testing samples) are listed in Table I.

B. Influence and Choice of the Number of ICs

The proposed method ICDA was used to classify the four data sets, and the results of the experiments were compared with those obtained by a one-versus-one SVM, with a Gaussian kernel and tenfold cross-validation selection of the kernel’s parameter [56] applied to the full feature space. When applying ICDA, the number of components considered to compute the density estimation has an influence both on the final classification accuracy and on the computational burden. The maximum number of ICs that can be used for the classification depends on the rank of the covariance matrix obtained from the training samples of each class, and it is equal to the number of training samples of a class. In order not to bias the final assignment of the analyzed samples, the number of ICs computed in step 1 of the proposed algorithm should be the same for each class. Therefore, when the covariance matrix obtained from the training samples of a class is singular, that will decrease the maximum number of components which can be retained and it will influence all the classes. Because of the singularity of the covariance matrix of some classes, the maximum number of components which can be retrieved in the case of AVIRIS Indian Pine data set is 19, while it is 9 in the case of the HYDICE DC Mall. A larger number of components could be computed for the other two data sets. Fig. 1 shows the variation of the coefficient of agreement (Kappa), the average class accuracy, which represents the average of the classification accuracies for the individual classes and the processing time with respect to the ICs retained for the four considered data
sets. The Kappa coefficient of agreement is a parameter that estimates the correct percentage classification without considering the percentage accuracy that could be expected, performing a random classification [57].

Although the number of components has a large influence on the final results, it can be seen that there is a wide region where the proposed method outperforms SVM. In three among the four cases (AVIRIS Indian Pine, AVIRIS Hekla, and HYDICE DC Mall), once a minimum number of ICs is computed (in order to have enough information for the probability density estimation), the accuracy is much better than that of the SVM. In the case of the ROSIS data set, the trend is not so linear, but still, the choice of the number of ICs is not critical, i.e., we have a large range of values for which ICDA performs better.
TABLE II
Comparison of Classification Accuracy Obtained with the Proposed Method ICDA (Best Case) and SVM in the Four Analyzed Data Sets and Processing Time of the Two Methods, Where Several Training Sets Have Been Selected on the Same Data Set, the Standard Deviation is Also Indicated

<table>
<thead>
<tr>
<th>Approach</th>
<th>SVM</th>
<th>ICDA</th>
<th>SVM</th>
<th>ICDA</th>
<th>SVM</th>
<th>ICDA</th>
<th>SVM</th>
<th>ICDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA</td>
<td>81.01%</td>
<td>82.14%</td>
<td>56.42 ± 1.45%</td>
<td>64.98 ± 2.10%</td>
<td>90.39 ± 1.17%</td>
<td>94.22 ± 0.31%</td>
<td>94.78 ± 1.00%</td>
<td>97.23 ± 1.46%</td>
</tr>
<tr>
<td>Kappa coeff.</td>
<td>75.86%</td>
<td>77.38%</td>
<td>50.99 ± 1.35%</td>
<td>60.80 ± 2.20%</td>
<td>88.96 ± 1.31%</td>
<td>93.32 ± 0.36%</td>
<td>92.37 ± 1.44%</td>
<td>95.95 ± 2.12%</td>
</tr>
<tr>
<td>AA</td>
<td>88.25%</td>
<td>87.48%</td>
<td>70.10 ± 0.87%</td>
<td>76.15 ± 1.02%</td>
<td>90.37 ± 0.71%</td>
<td>92.28 ± 0.50%</td>
<td>93.62 ± 1.15%</td>
<td>94.71 ± 1.93%</td>
</tr>
</tbody>
</table>

Class 1 | 84.93% | 76.40% | 84.44% | 83.33% | 88.36% | 96.92% | 96.38% | 97.79% |
Class 2 | 70.79% | 77.74% | 36.79% | 55.97% | 87.25% | 95.14% | 99.16% | 92.61% |
Class 3 | 67.16% | 77.42% | 40.67% | 51.61% | 88.24% | 94.19% | 96.79% | 94.48% |
Class 4 | 97.77% | 98.07% | 72.31% | 78.80% | 84.94% | 96.54% | 98.41% | 99.95% |
Class 5 | 99.46% | 100% | 80.40% | 84.87% | 93.33% | 86.11% | 98.23% | 98.15% |
Class 6 | 92.83% | 88.86% | 78.93% | 92.53% | 94.24% | 98.56% | 81.85% | 88.73% |
Class 7 | 90.42% | 91.35% | 95.38% | 96.15% | 87.54% | 96.06% | 84.48% | 90.69% |
Class 8 | 92.78% | 82.02% | 76.11% | 90.43% | 91.69% | 79.54% | - | - |
Class 9 | 98.11% | 95.35% | 100% | 100% | 85.88% | 87.29% | - | - |
Class 10 | - | - | 53.80% | 57.25% | 74.20% | 80.20% | - | - |
Class 11 | - | - | 39.73% | 49.78% | 100% | 100% | - | - |
Class 12 | - | - | 49.12% | 60.07% | 97.59% | 98.19% | - | - |
Class 13 | - | - | 91.42% | 99.15% | - | - | - | - |
Class 14 | - | - | 81.31% | 92.30% | - | - | - | - |
Class 15 | - | - | 47.05% | 51.89% | - | - | - | - |
Class 16 | - | - | 94.11% | 90.53% | - | - | - | - |

Pr. time | 240 m | 53 m | 580 s | 420 s | 20 m | 12 m | 36 s | 66 s |

than SVM. The difference of the behavior of the ROSIS data set with respect to the others has to be attributed to the way the training samples were collected. While in the other three cases the samples were randomly selected from the reference data, in this case, the training set was composed by spatially close zones, thus granting a worse capability of generalization.

Nevertheless, the choice of the appropriate number of ICs used during the classification process is a very important task in order to obtain a good accuracy of classification. In [34], the authors propose to retain the maximum possible number of ICs. This criterion is not appropriate for hyperspectral data: The computation of so many ICs can be very demanding from a computational viewpoint, and if the information provided by the components is redundant, the increase of ICs can lead to a decrease of classification accuracy, as pointed out in the first two columns of Fig. 1. In order to choose the number of ICs which has to be retained by the algorithm, we propose a simple but effective method. We apply the ICDA to the training set, using the same samples for testing. Since we just have to choose the number of ICs which better characterize the classes of the image, we do not expect problems of the generalization of the results, as could appear when selecting the kernel’s parameter of SVM. The cross-validation approach has been discarded because of two reasons: 1) The very limited number of training samples of some data sets can lead to misleading results, and 2) splitting the number of samples in the cross-validation procedure influences the maximum number of components which can be retained. Since preliminary experiments have shown that the smallest and biggest values of ICs are not useful, because they do not contain enough information or they have redundant features, to avoid a large computational time, the range investigated was [10–30] in the case of ROSIS and AVIRIS Hekla data sets, [10–19] for the AVIRIS Indian Pine, and [3–9] for the HYDICE data set. This way, a finer step can be used, avoiding too much computational effort.

C. Performance Analysis

Table II presents a comparison between the results obtained by the SVM (applied to the full feature space) and the ICDA (with the proposed method to choose the number of ICs). The comparison is in terms of overall accuracy (OA), which is the number of correctly classified test samples with respect to the total number of test samples, average accuracy (AA), and the Kappa coefficient of agreement ($\kappa$). In all the considered data sets, the Kappa coefficient of agreement provided by the ICDA is better than the corresponding result for SVM. The ROSIS data set gives the only case where the average class accuracy of SVM is higher than ICDA. In the three experiments where multiple training sets were considered, the standard deviation was also computed. In two cases, the standard deviation obtained with the SVM was smaller than that for the ICDA.
That happened for the AVIRIS Indian Pine and the HYDICE data sets, where very small training sets were selected. The best results were obtained with a number of ICs retained, which was varying for the different training sets. Due to the small number of training samples, large variations were seen according to the number of ICs retained, also for small differences, thus leading to a higher value of standard deviation. This phenomenon was less important for the AVIRIS Hekla data set due to the larger number of training samples selected. As an example, Figs. 2 and 3 show some classification maps obtained with the SVM and with the proposed method. It has been shown in [58] that the comparison of two classification results in terms of OA may be inappropriate, being explicitly based on an assumption that the two sets considered are independent. This is not true in our experiments, where the samples used for the training and testing processes of the two different classifications are exactly the same. In order to better evaluate the statistical significance of the difference between ICDA and SVM, we performed McNemar’s test, which is based upon the standardized normal test statistic

\[ Z = \frac{f_{12} - f_{21}}{\sqrt{f_{12} + f_{21}}} \]  

(22)

where \( f_{12} \) indicates the number of samples classified correctly by classifier 1 and incorrectly by classifier 2. The difference in accuracy between classifiers 1 and 2 is said to be statistically significant if \( |Z| > 1.96 \). The sign of \( Z \) indicates whether classifier 1 is more accurate than classifier 2 (\( Z > 0 \)) or vice versa (\( Z < 0 \)). This test assumes related testing samples and, thus,
is adapted to our situation since the training and testing sets were the same for each experiment. The results of McNemar’s test [58] are shown in Table III and confirm the conclusions of previous experiments.

Finally, the computational burdens of SVM and ICDA were investigated. The processing time of SVM quadratically depends on the size of the training set, and it is longer where a large number of training samples is used. In opposite, ICDA has a very short training time, due to the fast computation of density estimations of the training samples, and a longer testing time, because these densities have to be calculated for each of the testing samples. Fig. 1 shows in the third column how the processing time of ICDA varies according to the number of IC retained. As could be expected, SVM is computationally less demanding than the ICDA when considering data sets with a medium/large amount of training samples is available. The SVM is computationally less demanding for small training sets, but in such cases, time is not a critical issue. Further developments of this work include a comprehensive research of the influence of the ICA algorithm used to enforce independence and an investigation of the possibility of including contextual spatial information within the Bayesian framework.

### IV. Conclusion

In this paper, a new approach for hyperspectral data classification, the ICDA, has been proposed. The proposed approach is based on the application of ICA to the data in order to retrieve ICs, the use of a kernel density estimate to obtain reliable estimation of class-dependent densities, and the substitution on the Bayes rule for the final assignment. Experiments have been carried out on four different real data sets. The results of the experiments showed the effectiveness of the proposed method, which provided better results than those of the state-of-the-art hyperspectral classifier, the SVM. Moreover, the proposed method presents several other advantages: 1) Its Bayesian nature allows the integration of any kind of prior information in the classification process, as long as they can be stated as a probability function, and 2) it is suitable to be used jointly with spectral–spatial techniques recently developed for SVM [32], [33].

Although the classification accuracy obtained by the ICDA is influenced by the number of components retained after applying ICA, this choice is not critical, since there is a large region around the optimal number for such accuracy for which the proposed method has similar results and outperforms SVM in terms of classification accuracy. Moreover, a simple and effective technique for choosing the number of components to retain was proposed, providing results significantly better than those of the SVM. The computational burden of the proposed method is smaller with respect of the SVM when a medium/large amount of training samples is available. The SVM is computationally less demanding for small training sets, but in such cases, time is not a critical issue. Further developments of this work include a comprehensive research of the influence of the ICA algorithm used to enforce independence and an investigation of the possibility of including contextual spatial information within the Bayesian framework.
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