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Abstract:

River discharge and lake water storage are critical elements of land surface hydrology, but are poorly observed globally. The Surface Water and Ocean Topography (SWOT) satellite mission will provide high-resolution measurements of water surface elevations with global coverage. Feasibility studies have been undertaken to help define the orbit inclination and repeat period. Preliminary error budgets have been computed for estimating instantaneous and monthly river discharge from SWOT measurements (errors are assumed uncorrelated).

Errors on monthly discharge due to SWOT temporal sampling were estimated using gauges and their observation times for two SWOT orbits with different inclinations (78° and 74°). These errors have then been extrapolated to rivers globally. The 78° and 74° orbital inclinations allow a good sampling frequency, avoid tidal aliasing and cover almost all the continental surface. For a 22 day repeat orbit, a single point at 72°N is sampled 11 and 16 times during one repeat period for the 78° and 74° inclination orbit, respectively. Errors in instantaneous discharge are below 25% for rivers wider than 50 m (48% of all rivers). Errors in monthly discharge are below 20% for rivers with drainage areas larger than 7 000 km² (34% of all rivers).

A rough estimate of global lake storage change has been computed. Currently available satellite nadir altimetry data can only monitor 15% of the global lake volume variation, whereas from 50% to more than 65% of this variation will be observed by SWOT, thus providing a significant increase in our knowledge of lake hydrology.
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1. Introduction

Surface and atmospheric water represents 0.4% of the world’s freshwater and 0.01% of the total water on earth, respectively. Freshwater lakes and reservoirs account for 74.5% of surface water; 1.8% resides in rivers; and the remainder is found in wetlands, soil, plants and animals [1]. Rivers and lakes are a key component of the continental hydrological cycle and are societally important. Between 1996 and 2005, about 80% of all natural disasters were of meteorological or hydrological origin [2]. Since 1960, a significant rise of water-related extreme events (such as floods and windstorms) has occurred [2]. These events dramatically affect human societies; between 2000 and 2004, more than 1.5 billion people were affected by 1,942 water-related disasters. During the last decade, economic losses due to such disasters have been estimated at $446 billion [2]. These extreme events are very challenging to predict.

Surface freshwater measurements are limited mostly to in situ networks of gauges that record water surface elevations at fixed points along river channels. The spatial distribution of gauges around the world is far from homogenous, especially in developing nations [2]. Gauge networks are implemented at the national level, and data availability depends on national policy. Measurement accuracy is highly dependent on the method used and the state of the river itself (gauge measurement accuracies decrease significantly during flood events and gauges can be affected by external factors). Finally, when and where gauge time series are available, they suffer from gaps in record, differences in processing and quality control [3].

Globally, the spatial and temporal distribution of water stored on the land surface and moving through river channels is known only crudely. Water movement in wetlands and across floodplains throughout the world is essentially unmeasured, significantly limiting our understanding of flood processes. Satellite data can be used to complement in-situ networks [4]. The height of water in rivers and lakes can be measured from nadir altimeters (ERS-1/2,
JASON-1/2, TOPEX/Poseidon), and water masks can be derived from optical data (Landsat, MERIS, MODIS, SPOT) and SAR (Synthetic Aperture Radar) data. The main limitations of existing satellite datasets are their temporal revisit periods (10 to 30 days for altimeters) and their spatial resolutions (for nadir altimeters, rivers must be wider than 1 km and their coverage has large gaps).

In the near future, new satellite missions will be launched to measure different components of the hydrological cycle: snow pack (Cold Regions Hydrology High-resolution Observatory, CoRe-H2O mission and Deformation Ecosystem Structure and Dynamics of Ice, DESDynI mission), soil moisture (Soil Moisture Active-Passive, SMAP mission and Soil Moisture and Ocean Salinity, SMOS mission), gravity field and large-scale water movement (Gravity Recovery and Climate Experiment II, GRACE-II mission) and surface water (Surface Water and Ocean Topography, SWOT mission). These missions will greatly increase our knowledge of continental hydrology. Wide swath altimetry measurements made by the SWOT satellite mission will provide the potential for high-resolution characterization of water surface elevations and will contribute to a fundamental understanding of the global water cycle by providing global measurements of terrestrial surface water storage changes and discharge, which are critical for present and future climate modelling. The SWOT mission ([4], [5]) benefits from the strong heritage of the Shuttle Radar Topography Mission (SRTM, [6]), which occurred in February 2000 and allowed to compute the highest-resolution digital elevation model of the Earth, and the Wide Swath Ocean Altimeter (WSOA, [7]), which was initially planned to be implemented on JASON 2, before being cancelled.

The study presented here focuses on surface water hydrology that will be derived from the SWOT mission. It aims at developing a methodology to estimate the impact of different sources of error on the products that will be delivered by the SWOT mission. This satellite is not a gauge replacement mission and should be seen as powerful complement to in-situ
networks. Previous studies ([4], [8]) have reviewed which hydrologic parameters can be measured with available satellite data and associated accuracy; this paper presents quantitative error estimates associated with the SWOT satellite mission. Different errors will affect SWOT data and the derived discharge: errors due to the satellite itself (instrument noise, roll angle error, phase error, error due to the orbit, to the spatial and temporal resolution, etc.), due to media delay error (ionosphere and wet troposphere errors) and due to ancillary data to estimate discharge (river bathymetry, etc.). The study presented here focuses only on few of them: error on the measured water elevation (assumed to be equal to a 10 cm error as requested in the science requirements, with no systematic bias, which results from different source of errors like instrumental noise, media delay, etc.) and due to the temporal sampling. Moreover, for simplicity and better understanding of their impact, these two types of errors are considered separately, even if in reality they will occur at the same time and impact each other.

2. The SWOT mission

2.1. Presentation of the mission

The SWOT mission will provide high-resolution measurements of water surface elevations over the ocean and continental surface water bodies. The main satellite payload is the Ka-band Radar Interferometer (KaRIN), a wide swath radar interferometer. Two antennas separated by a 10 m boom will observe two ground swaths of 60 km on each side of the nadir separated by 20 km (Figure 1). The distance between the two swaths will be partially covered by the measurements from a nadir altimeter. The intrinsic pixel resolution will vary from 60 m (near range) to 10 m (far range) across-track and will be at best around 5 m along-track.
(yet, this value will be a function of decorrelation time). The satellite is currently planned to be launched between 2013 and 2016 [9].

Over continents, the vertical accuracy for the water height measurements will be 10 cm for a 1 km\(^2\) pixel and the relative error on water body area estimated using SWOT water mask will be smaller than 20% of the total water body area (SWOT science requirements). Table 1 summarizes SWOT design parameters and science requirements for the hydrology mission. Classical altimeters like TOPEX/Poseidon or JASON 1 and 2 can only observe the water surface along their nadir, leading to 1D along track observations, which miss large portions of rivers, lakes and wetlands [4]. SWOT will provide 2D maps of water elevation with no gap during its nominal phase at an unprecedented horizontal resolution.

2.2. SWOT Orbits

The nominal lifetime of the mission is three years. The first three months will be a calibration-validation period (called ‘fast sampling phase’), and the remaining time will correspond to the nominal phase of the mission. The nominal phase is a 22-day repeat orbit, which will yield a global coverage of the earth. The fast sampling phase corresponds to a 3-day repeat orbit, allowing a more frequent revisit time but with incomplete global coverage (Figure 2). The altitude of both orbits is approximately 970 km.

In this study, both 74° and 78° orbital inclinations have been considered. These two inclinations have been selected as they allow a good sampling frequency, avoid tidal aliasing and cover almost all the continental surface (except the most northern part of Greenland). The main difference between these two inclinations is the coverage at high latitude (Figure 2). The 74° inclination yields more frequent revisits of the arctic basins; the 78° inclination samples
more of the high latitude oceans and ice sheets. This work analyzed the differences in the error budget for continental hydrology as a function of the orbit inclination and repeat period.

3. Rivers

Two primary sources of error associated with estimating discharge from SWOT measurements have been considered: 1) the impact of the SWOT measurement error on the instantaneous derived discharge product, and 2) the impact of the SWOT time sampling on the monthly discharge estimates (an hydrologic quantity frequently used for seasonal studies).

3.1. Datasets

To study the impact of SWOT measurement errors on estimates of instantaneous discharge, in-situ daily measurements of both discharge and water height measurements are required. A total of 74 gauges, in major river basins that represent a variety of hydroclimatological environments worldwide (Figure 3), were found to comply with the needs of the study (i.e. with both discharge and water height measurements). These datasets were obtained from the USGS (United States Geological Survey, [10]) for North America, the ANA (Agencia Nacional de Aguas, [11]), HyBAm (Hydro-geodynamique actuelle du Bassin Amazonien, [12]) for South America and the IWM (Institute of Water Modelling, Bangladesh, [13]) for gauges on different rivers in Bangladesh.

To analyze the impact of the SWOT temporal sampling on monthly discharge estimates, daily discharge time series on rivers with different hydrological regimes have been used. 216 in-situ daily discharge time series, with no gaps for at least two years, have been obtained from different institutions: USGS for North America gauges, ANA and HyBAm for
gauges in the Amazon basin, ArcticRIMS (Arctic Rapid Integrated Monitoring System, [14]) for Arctic gauges and GRDC (Global Runoff Data Centre, [15]) for all the other gauges. Gauge locations are shown in Figure 4.

In-situ data used in these two studies have been measured on natural rivers but also on rivers which could be impacted by human activity (especially for mid-latitude rivers). At least no data on artificial canal have been used and all data have a seasonal cycle with some interannual variability.

In order to plot SWOT errors derived from gauges along a global river network (see section 3.2.2 for more details), the HYDRO1k dataset has been used (http://edc.usgs.gov/products/elevation/gtopo30/hydro/). It is a globally consistent hydrologic derivative dataset developed by the USGS, based on the world GTOPO30 DEM (30 arc-second digital elevation model) and includes elevation data, compound topographic index, slope, flow direction, flow accumulation, drainage basins and streams.

3.2. Instantaneous discharge error estimate

3.2.1. Methodology

Discharge estimates are derived from SWOT’s accurate measurements of the water surface elevation. The error associated with the instantaneous discharge estimates depends on the model used to derive discharge from water surface elevation. In this study, the relationship between water elevation measured by SWOT ($H_{SWOT}$) and discharge ($Q$) has been modelled by a power law (equation 1) with constant parameters ($b$, $c$ and $H_0$). Note that other more complex techniques have also been investigated by previous studies to convert water height to discharge, like assimilating SWOT measurements in hydraulic model ([16], [17]).
\[ Q = c^*(H_{SWOT} - H_0)^b \]  

**eq. 1**

In equation 1, \( H_0 \) is the water elevation of the effective zero flow (close to the elevation of the river bed). This equation is frequently used to derive discharge from in-situ stage measurements in operational hydrology [18]. In this study, it has been assumed that the rating curve does not vary in time. This is a limitation of the methodology used, as the coefficients of the power law are dependent on the hydraulic flow regime (magnitude of flow from high to low), transition between gradually varied flow and rapidly varied flow, vegetation growth, change in channel shape, … . Nevertheless, previous remote sensing studies have also successfully used rating curves to convert water elevation measured from nadir altimetry to estimate discharge, with error on the instantaneous discharge below 20% ([19], [20], [21], [22]). These methods require using in-situ discharge measurements located near the satellite ground tracks to compute rating curves between in-situ discharge and satellite measured water height.

Our goal is to express the error on instantaneous discharge as a function of the error in the SWOT measurement. If \( H_0 \) is assumed to be known, the error on the river depth \( D = H_{SWOT} - H_0 \) is only due to the error on the SWOT measurement, \( H_{SWOT} \). Assuming that the error on the discharge (\( Q \)) is due to independent errors in \( D \) and in the model for \( Q \), the error on the discharge can be written as follows:

\[ \delta Q = \frac{\delta Q(D)}{\delta D} \delta D + \varepsilon_Q \]  

**eq. 2**

where \( \varepsilon_Q \) is the model error, assumed to be independent from the measurement error, \( \delta D \). In evaluating the predictive power of various physical quantities to estimate discharge, Dingman and Sharma [23] and Bjerklie et al. [24] showed that model errors are approximately multiplicative. Therefore, model error can be modelled as follow:

\[ \varepsilon_Q = \eta Q \]  

**eq. 3**

where \( \eta \) is the fractional model error. From equation 1, the partial derivative is:
\[
\frac{\delta Q}{\delta D} = b \frac{Q}{D} \quad \text{eq. 4}
\]

From equations 2 to 4, a simple prediction for the fractional discharge error is:

\[
\frac{\sigma_Q}{Q} = \sqrt{\eta^2 + \left( b \frac{\sigma_D}{D} \right)^2} \quad \text{eq. 5}
\]

For the rest of this study, the error in river depth estimation (\(\sigma_D\)) is assumed to be equal to the SWOT measurement error and is set to 10cm, the required precision of the KaRIN instrument. Equation 4 is obtained assuming that the coefficients of the rating curve are constants, which is a main limitation of the methodology used.

3.2.2. Results

As described in Appendix A, discharge and water height time series from the gauges presented in Figure 3 has allowed us to estimate the fractional model error \(\eta\) as 0.2 and the \(b\) coefficient as 2.0. Consequently SWOT discharge error (\(\sigma_Q/Q\)) can be computed globally using equation 5 and the river characteristics derived from HYDRO1k. First, however, river depth \(D\) must be estimated for each HYDRO1k river segment. This can be done by using drainage area estimates associated with HYDRO1k. Indeed, a power law relationship between drainage area and mean discharge has been derived using 19,589 GRDC gauges globally. Each continent was partitioned into 9 large-scale basins according to the Pfafstetter system [25] and different regression relationship was developed for each basin. Moreover, river depth for each river segment was then estimated from the mean discharge using a power law relationship from Moody and Troutman [26]: \(D=0.27Q^{0.39}\) (the 95% confidence intervals for the exponent and the multiplicative coefficients are [0.38; 0.40] and [0.12; 0.63], respectively). The Moody and Troutman’s regression was obtained with discharge data close to the mean annual value. Figure 5 shows a map of the estimated errors in instantaneous
SWOT discharge estimates for South America (for discharge values around their annual mean). For most of the rivers globally, discharge error is between 20% (the minimum error, due to rating curve model used) and 30%.

Based on the work presented here (applying equation 5 with the fractional model error \( \eta \) equal to 0.2 and the \( b \) coefficient equal to 2), it has been established that for rivers deeper than 0.9 m, the error in the instantaneous discharge will be below 30%. For rivers deeper than 1.3 m, the error will be below 25% (see appendix A and especially figure A.3 for an estimation of the sensitivity to the \( b \) coefficient).

3.3. Sampling issues

3.3.1. Methodology

The number of SWOT revisits per 22 day repeat orbit will be a function of latitude, ranging from twice at the equator to more than ten times at high latitudes for the nominal phase of the mission. Thus, while SWOT measurements will not provide daily discharge estimates, they will be utilized to provide weekly, monthly, and seasonal discharge estimates. The accuracy of these estimates will depend on temporal sampling; for instance, monthly discharge estimates will likely be more accurate for a river with six revisits per 22 day repeat orbit than for a river with two revisits. For example, for a location where a river is sampled twice in the 22-day repeat cycle, if both overpasses occurred during flood stage, an overestimation of the monthly discharge based on these observations will occur. Likewise, in some cases, SWOT may completely miss some events, leading to an error in estimates of maximum or minimum monthly discharge. This study assesses these errors using daily in-situ measurements from 216 river gauges around the world (Figure 4). For simplicity and better
understanding of the impact of temporal sampling error, it is assumed that SWOT measurements have already been converted to discharge data and error on the instantaneous estimation of discharge is not taken into account, even if in reality they will impact each other. This assumption is made because in-situ discharge time series are much more readily available than those of water height. Since the errors on the monthly discharge are expressed in percentage, the results should be fairly similar for water height. Moreover, error on estimating discharge from SWOT measurements is characterized in the previous section.

First, SWOT observation times were determined for each of the 216 gauges in the dataset. Then, monthly discharge was estimated from both the entire time series of daily measurements (defined as the ‘true’ monthly discharge, Q_m) as well as from the discharge only at SWOT measurement times (defined as the SWOT monthly discharge, Q_m^{SWOT}). Thus, the error due to SWOT time sampling is given by equation 6.

\[
\frac{\sigma}{Q} = \frac{std(Q_m - Q_m^{SWOT})}{mean(Q_d)}
\]  

\text{eq. 6} 

3.3.2. General considerations in discharge sampling

In the previous section, the daily discharge is assumed to be representative of the truth for computing monthly and seasonal discharge variability while many hydrologic events (like rain events) occur at sub-daily time scales. To investigate this issue, sub-daily discharge variability in readily-available datasets was characterized. Hourly discharge time series for 122 gauges on the Ohio River and its tributaries (in Ohio, West Virginia and Kentucky states) were obtained from the USGS [10] (the shortest time series has a 1 year length and the longest has an 18 years length). A Fourier transform was performed for each gauge and the integrated variance for frequencies above 1/1day was computed as a percentage of the integrated variance for the frequencies above 1/365day. The variance is the square of the Fourier
transform norm and the integrated variance for frequencies above $1/X\text{day}$ is the integral of the variance over all periods below $X$ days. Figure 6.a shows the value of this variance for each gauge as a function of drainage area. The variance contained in periods shorter than one day increases when the drainage area decreases. This is intuitively consistent with the idea that smaller river basins are more sensitive to individual precipitation events.

The intrinsic SWOT pixel horizontal resolution varies from 10m to 60m across-track, so the minimum river width seen by SWOT will be around 50m. The variance included in the periods below one day as a function of the mean river width at each gauge location is shown in Figure 6.b. The mean river width was derived from the drainage area by using a power law relationship, estimated for river width (derived from Landsat images) and drainage area at USGS gauge locations for the whole Ohio basin. The relationship used to calculate width is given by: $\text{Width}=1.62\text{Area}^{0.48}$ ($r^2=0.96$). Of the 122 gauges used, only 20 have a river width above 50m, for which the variance included in periods below one day is uniformly less than 1% (Table 2). The variance included in the periods shorter than 3 days, 5 days, 10 days and 20 days was also computed (Table 2). These results strongly suggest that daily data can be used as “truth” for rivers wider than 50m. A 5-day temporal sampling should be adequate to study river discharge, at least for the Ohio and for rivers wider than 50m, as periods greater than 5 days include 94% of the variance.

To investigate this last result, the methodology described in section 3.1 (with daily discharge as truth) has been applied to a 5-day, 10-day and 20-day sub-sampling (which are regular samplings, unlike the SWOT irregular samplings). The mean error on the monthly estimate for the 216 gauges is equal to 6%, 14% and 26% for the 5-day, 10-day and 20-day sub-sampling, respectively. A 5-day sampling, for river width above 50m, gives fairly similar information compared to daily discharge. A 10-day sub-sampling leads to error on the
monthly discharge around 15%. A sampling above 10 days is too coarse to give an accurate estimate of the monthly discharge.

3.3.3. SWOT temporal sampling

The methodology described in section 3.3.1 was applied to orbits with 74° and 78° inclinations for both the nominal and the fast sampling phase (i.e., for four orbits, total). Three different analyses were performed. Firstly, we calculated the number of times each gauge location was sampled, and characterized the relationship between the number of revisits and latitude. Secondly, we calculated monthly discharge error, and characterized these errors with the upstream contributing area of the river measured by the gauge. Thirdly, we summarized the monthly discharge error; the first two analyses were performed for the nominal phase only, and the third analysis was performed for both nominal and fast-sampling phase. All analyses were performed for both 74° and 78° inclination orbits. Figure 7 shows the histogram of the number of observations at the 216 gauges during one repeat period (i.e. 22 days) for the 78° (Figure 7.a) and 74° (Figure 7.c) inclinations. For both orbits, the median number of observations per 22 days is 3. For the 78° and 74° orbital inclinations, respectively 35.3% and 33.8% of gauges are seen twice (the minimum number of observations) per repeat period. Figures 7.b and 7.d show the number of observations for each gauge as a function of latitude for the 78° and 74° inclinations, respectively. It is important to remember that the choice of inclination will primarily impact the high latitude gauges. SWOT sampling is not uniformly distributed in time during one repeat period. Depending on gauge location and orbital inclination, some gauges may be observed twice in two consecutive days and then not be sampled again for the next 10 days, therefore affecting the monthly discharge error. On average, the maximum time between two observations is 13 days for both orbits.
Monthly discharge errors have been plotted as a function of the river drainage area for each gauge location (see Figure 8 for the nominal phase). For the nominal phase the mean monthly discharge error is 15% for the 78° inclination orbit and 14% for the 74° inclination orbit. From these plots, it is also possible to fit the mean and the maximum error on the monthly discharge as a function of drainage area (dashed blue and solid green curves, respectively, Figure 8). The fit to the maximum error was estimated by least-squares error minimization under the constraint that all data points be less than the polynomial prediction (except for Figure 8.b where a point has been excluded as it was an outlier and the maximum error fit would have been overestimated). It is thus possible to estimate the maximum and mean error along each river even if no in-situ measurements are available as long as the drainage area can be estimated. There is a clear relationship between monthly discharge error and contributing area. For 78° and 74° inclination orbits, rivers with drainage areas above 6 900 km$^2$ and 4 300 km$^2$, respectively, are expected to have monthly discharge error less than 20%. For comparison, the drainage area of the Yellowstone river at Corwin Springs (Montana) is equal to 6783 km$^2$ and the drainage area of the Hudson river at Hadley (New York) is equal to 4310 km$^2$ [10]. An explanation of the clear decreasing relationship between error on the monthly discharge and drainage area is the flashiness of rivers with small drainage area. Indeed, these rivers are more sensitive to individual rain events and therefore have rapid short term changes in streamflow, which are not correctly sampled by SWOT (and sometimes not even seen by the satellite), leading to high error on the monthly discharge.

Table 3 presents the mean error on the monthly discharge for the 78° and 74° inclination orbits for both nominal and fast sampling phases for all gauges. The mean error is also shown separately for Arctic gauges (gauges above 50°N latitude), as the mean difference between the two inclinations is most important at high latitudes (Figure 7.b and 7.d). From
Table 3, it is apparent that there are no significant differences between 78° and 74° inclinations. Thus, despite the greater number of high latitude observations, the 74° inclination orbit does not improve error on the monthly discharge.

Using the HYDRO1k dataset to estimate the percentage of rivers seen during the fast sampling phase (the nominal phase does not have any gaps in its coverage), reveals that 39% and 41% of the world rivers are seen by the 78° and 74° inclination orbits, respectively.

In conclusion, the error on the monthly discharge estimate due to SWOT time sampling is expected to be around 15% for the nominal phase and 3% for the fast sampling phase. The study also shows there is almost no difference between 74° and 78° inclination orbits when computing the error on the monthly discharge, so for hydrologic studies, both inclinations are appropriate.

4. Lakes

Over lakes, SWOT will provide estimates of water volume variations and a time varying water mask. At present, there is a large uncertainty on the total number of lakes in the world [27], but SWOT measurements should greatly reduce this uncertainty. Storage change variations are a key term in the hydrologic water balance. In this section, an attempt is made to estimate the total annual storage change summed over all lakes on earth and the percentage of that change measureable by SWOT.

4.1. Data used

Three different datasets of yearly lake water level variation were used. The first one
comes from TOPEX/Poseidon water elevation measurements over 12 African lakes from Mercier et al. [28]. The second dataset includes 94 lakes in North America measured in-situ by the USGS. The last dataset is the World Lake Database (WLD, http://www.ilec.or.jp/database/database.html) which provides annual water level fluctuation for 118 lakes, both regulated and unregulated.

4.2. Methodology

A simple approach is followed to estimate the total annual lake water volume change. For different bins of lake area between 0.001 km\(^2\) and 100,000 km\(^2\), the number of lakes whose area belongs to the different bins is estimated. Then, an estimate of the annual lake water level change for each bin is derived for the three datasets presented in section 4.1, and finally the water volume change for each bin is computed (equation 7).

Downing et al. [27] established a power-law relationship between number of lakes and lake area using 17,357 lakes, with areas from 10km\(^2\) to 378,119 km\(^2\) (the latter represents the area of the Caspian Sea), from the Global Lakes and Wetlands Database (GLWD) of Lehner and Döll [29], which includes both natural lakes and manmade reservoirs. Using this relationship, they estimated that around 304 million lakes have an area above 0.001km\(^2\). This relationship has been used to estimate the number of lakes in 71 lake area bins with a size above 0.001 km\(^2\) (Figure 9). The only issue is that for very large lake areas, if the bin is too small, there is no lake in the bin. Therefore, in this study, the last two bins were chosen to correspond to lakes with areas between 10,000km\(^2\) and 100,000 km\(^2\) (10 lakes) and area between 100,000 km\(^2\) and 1,000,000 km\(^2\) (1 lake, the Caspian sea). Figure 9 shows the relationship between the number of lakes and lake areas for the 71 bins. For each bin a mean lake area has been computed and associated with the number of lakes.
To estimate the amplitude of the annual water level change for each bin, the water level changes from USGS dataset were plotted versus drainage area (Figure 10.a) and from WLD data versus mean lake area (Figure 10.b). It was found that there is no correlation between the lake area or drainage area, and the lake amplitude. Indeed, it appears that the amplitude of the lake water level variation can be modelled as a log-normal distribution, as shown in Figure 11. Thus, it is assumed that the amplitude of water level variations in global lakes follows this log-normal distribution. The implication is that the total amount of annual storage change occurring in each of the bins in Figure 9 can be computed. This calculation could proceed in several ways; here it has been chosen to model the amplitude of the water level variations in each bin using a Monte Carlo method.

Then for each bin, the global storage change due to all the lakes in the bin can be computed as follow:

\[
dS_i = A_i \cdot \sum_{j=1}^{N_i} dH_i(j)\]  
\text{eq. 7}

where \(dS_i\) is the global storage change for bin \(i\), \(A_i\) is the mean lake area, \(N_i\) is the number of lakes in the bin and \(dH_i\) is a vector of \(N_i\) heights generated using Monte Carlo methods and the log-normal distribution shown in Figure 11. Equation 7 assumed that all lakes have a cylindrical shape.

4.3. Results and discussion

The methodology presented here predicts an annual volume variation for all lakes of around 9,000 \(\text{km}^3\). Due to the fact that there are many more small lakes than large lakes, 50% of the total water volume change is due to lakes with an area below 1\(\text{km}^2\) (Figure 12).

Figure 12 shows an estimation of the percentage of total lake storage change that can be observed with current spaceborne remote sensing capabilities. Water storage change is
currently measured from satellite by combining optical observations of water surface area and nadir altimeter measurements of water level [30]. These two datasets have different resolutions in space and time, and the altimetry data has a coarser resolution. Nadir altimeters cannot provide accurate measurement for lakes with an area below 100 km$^2$ ([28], [30]). This means that, in theory, current satellite data cannot measure more than 30% of the total water storage change (see red dashed line on Figure 12). Alsdorf et al. [4] show that nadir altimeters with 10-day (TOPEX/Poseidon, Jason series), 16-day (Terra series) and 35-day (ERS-1/2, ENVISAT series) repeat orbit periods and 98° inclination orbits miss, respectively, 80%, 73% and 54% of the world lakes. Therefore, up to now, satellite data cannot measure more than 15% of the total lake storage change, assuming that current altimeters can at best see 50% of all lakes.

Figure 12 also shows the percentage of storage change that SWOT shall be able to estimate (in green, it is a mission requirement that SWOT shall sample all the lakes with an area greater than 1 km$^2$) and the percentage SWOT could be able to observe (in blue, it is a mission goal to see all lakes with an area above 250x250 m$^2$, see below for more details).

Thus, SWOT should be able to monitor 51% of the global lake storage change (dashed green curve, Figure 12) if SWOT observes lakes with an area above 1 km$^2$ and with 10 cm height accuracy (mission requirement).

SWOT should detect some lakes with areas less than 1 km$^2$ (SWOT mission goals to sample lakes with an area larger than 250x250 m$^2$), even if the instrumental noise for these lakes is higher than for lakes with areas larger than 1 km$^2$. Therefore, we assume that the satellite will be able to observe lakes with an area above 250x250 m (mission goal) with height accuracy dependent on lake area. The height accuracy for a 50x50 m pixel is 1 m and decreases when the lake area increases (aggregation of pixels decreases the measurement errors). However, it has been considered that the minimum height accuracy can never be
lower than 10 cm. When taking into account the science goal, it is found that SWOT should be able to monitor more than 68% of the global lake storage change.

A key assumption made in this study was that a log-normal distribution can accurately model annual lake height variations. To evaluate the sensitivity of these results to the parameters of the log-normal distribution, the storage change seen by SWOT was recomputed for different values of the log-normal mean and standard deviation (Figure 13).

In Figure 13, the top panel shows the global storage change measured by SWOT using the science goal (with a minimum lake size of 250x250 m$^2$) and the bottom plot using the science requirement (with a minimum lake size of 1 km$^2$). On both plots, the black squares show the results obtained with the nominal log-normal parameters (2.4 m mean and 2.1 m standard deviation). These results show that the storage change estimate is not very sensitive to the log-normal distribution parameters.

Another important source of error is the power law relationship between the number of lakes and their areas. Downing et al. [27] show that the number of lakes with large areas is pretty well known, whereas the number of small lakes (especially below 10 km$^2$) is difficult to estimate. Yet, these small lakes contribute significantly to the total storage change and therefore error on their number can greatly impact global estimation of lake storage change.

Using GLWD, it is estimated that for the fast sampling phase 45% and 49% of all lake areas will be seen with an orbit inclination of 74° and 78°, respectively.

5. Conclusion and perspectives

This study is a first attempt to estimate discharge errors derived from water height measured by the SWOT mission. The first source of error on derived discharge is the SWOT measurement error. From the mission science requirements, the instrument error on water
height measurement will be 10 cm. Assuming that the relationship between discharge and river depth can be modelled by a power law with constant coefficients (which is a significant limitation of the methodology used), the SWOT measurement error has been converted to error in instantaneous discharge estimates. Yet, for most rivers, discharge error is mainly due to model error, rather than measurement error, except for the smallest rivers. A second source of error is due to SWOT time sampling on monthly discharge estimates. Here again, the smaller the river, the flashier it is and therefore the higher the error is. From this work, these two types of error have been first estimated from in-situ measurements and have then been extrapolated globally. Yet, they have been considered separately for the moment, whereas in reality they will be combined. This issue will be addressed in future work, as well as the hypothesis of constant coefficients in the rating curve for the estimation of the first source of error.

The benefit of SWOT to improve our knowledge about lakes has also been investigated. A simple methodology has been used to estimate annual storage change over all lakes with an area above 0.001 km$^2$. It has been estimated that using current satellite data, only 15% of the lake volume variation can be observed, whereas with SWOT from 50% to more than 65% of the global lake storage change will be observed. In the future, the study could be extended to artificial reservoirs using the ICOLD (International Commission On Large Dams) database.

The SWOT mission represents a step increase for continental hydrology. Further studies are needed to refine the SWOT error budget for discharge and storage change. In particular, the impact of water mask and bathymetry errors has not been addressed here and requires further investigation.
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Appendix A

Estimating sensitivity of discharge error to parameter and model error when using a rating curve

The parameters of the rating curve (b, c and $H_0$ in equation 1) and the fractional model error $\eta$ can be computed from water elevation and discharge measured by in-situ gauges. The fractional discharge error due to the SWOT measurement error can be computed for the 74 gauges shown in Figure 3. Figure A.1 shows the estimated fractional model error ($\eta$) versus the SWOT measurement error ($b \cdot \sigma_D / D$) for all gauges. For most of them, the model error, which covers a wider range of values, outweighs the measurement error. The median, mean and maximum errors due to the measurement error are 4%, 6% and 24%, respectively, whereas the median, mean and maximum model errors are 5%, 11% and 47%, respectively. Furthermore, the median, mean and maximum discharge errors ($\sigma_Q / Q$) computed from equation 5 for the in-situ gauges are 9%, 13% and 49%, respectively.
It is difficult to estimate model errors from in-situ measurements, as the model errors can be under/overestimated in some cases, as illustrated in Figure A.2. The four plots in this figure show discharge versus water height measurements (blue dots) for four gauges and the fitted power law for these gauges (dashed red curve). Very often, discharge data are not measured directly but are derived from a power law applied to the water height measurements (Figure A.2.a). Therefore the model error is close to zero, which is, of course, unrealistic. For other gauges (Figure A.2.c), outliers in the measurements lead to erroneous estimation of the fitted rating curve, thus the model error is overestimated. Finally, data from some gauges are inconsistent (because of changes in the gauge baseline for example) or a single rating curve can not be applied, as in Figure A.2.d. However, for gauges with no obvious defect in the fitted rating curve, the model error is about 20% (Figure A.2.b). Thus, it can then be assumed that a fractional model error of 20% in equation 5 is a good estimate. This result is similar to previous studies ([23], [24]).

After computing and analyzing instantaneous discharge errors from individual gauges, these results were extrapolated to estimate instantaneous discharge errors globally, even where no in-situ data are available. In equation 5, $\sigma_D$ is known (equal to 10 cm), from the previous results $\eta$ can be fixed at 0.20, and D can be derived from the HYDRO1k network and in-situ data (see section 3.2). The power law exponent (coefficient $b$ in equation 1) needs to be studied further, especially to assess sensitivities in $\sigma_Q/Q$ to $b$. Figure A.3 shows discharge error versus river depth for three values of the $b$ coefficient. Discharge error is more sensitive to the $b$ coefficient when the river is shallow. For values of $b$ below 3, this error is always below 30% for rivers deeper than 1.5 m. Figure A.4 shows the histogram of the $b$ coefficient for 70 gauges (the other 4 gauges have $b$ coefficients above 10), and Table A.1 shows the median value of the $b$ coefficient for each river.
The $b$ coefficient depends on the gauge location and varies along the same river (because of river topography, friction, etc.) and thus cannot be interpolated along the river. Nevertheless, from Figure A.4 and Table A.1, it appears that, for most rivers, the median value of the $b$ coefficient is around 2. Similarly, previous studies ([31], [32]) found a $b$ coefficient equal to 2 from theoretical consideration and few in-situ measurements. From hydraulic theory, Maidment et al. [18] write that “because natural channels are often parabolic in cross section, a value of about 2 for the exponent $[b]$ is appropriate where there is channel friction control”.

Therefore, from in-situ measurements it can be inferred that the exponent of the rating curve is approximately equal to 2 and the fractional model error is around 0.2.
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Figure A.1: Fractional model error ($\eta$) and measurement error ($b.\sigma_D/D$) from 74 gauges
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Figure A.3: Fractional discharge error ($\sigma_Q/Q$) versus river depth (D) for $\eta = 0.20$ and $\sigma_D = 0.10m$
Figure A.4: Histogram of the $b$ coefficient for 70 gauges (the other 4 have a $b$ coefficient above 10)
### Tables

#### Table 1:

<table>
<thead>
<tr>
<th>Orbit</th>
<th>Altitude</th>
<th>970 km</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inclination</td>
<td>78° (74°)</td>
</tr>
<tr>
<td></td>
<td>Repeat period</td>
<td>22 days (nominal phase)</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>Non-sun synchronous</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>KaRIN instrument (SWOT main payload)</th>
<th>1 swath coverage</th>
<th>60 km</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total coverage</td>
<td>140 km</td>
</tr>
<tr>
<td>Mast length (baseline)</td>
<td>10 m</td>
<td></td>
</tr>
<tr>
<td>Along-track resolution</td>
<td>5 m</td>
<td></td>
</tr>
<tr>
<td>Across-track resolution</td>
<td>10 m to 60 m</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scientific requirements on the SWOT mission</th>
<th>Minimum water body area seen</th>
<th>250 m²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minimum river width seen</td>
<td>100 m</td>
</tr>
<tr>
<td></td>
<td>Height accuracy</td>
<td>&lt;10 cm (over 1 m²)</td>
</tr>
<tr>
<td></td>
<td>Slope accuracy</td>
<td>1 cm/km (over 10 km)</td>
</tr>
<tr>
<td></td>
<td>Water mask area error</td>
<td>&lt;20% of the total water body area</td>
</tr>
<tr>
<td></td>
<td>Minimum life time</td>
<td>3 years</td>
</tr>
<tr>
<td></td>
<td>Data collect constraint</td>
<td>90% of the orbit coverage during 90% of the time</td>
</tr>
<tr>
<td></td>
<td>Calibration phase</td>
<td>3 months on a 3-day repeat orbit</td>
</tr>
</tbody>
</table>

#### Table 2:

<table>
<thead>
<tr>
<th>Variance (% of total variance for frequencies&gt;1/365day)</th>
<th>Mean (20 gauges W&gt;50m)</th>
<th>Median (20 gauges W&gt;50m)</th>
<th>Maximum (20 gauges W&gt;50m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequencies&gt;1/1day</td>
<td>0.3</td>
<td>0.2</td>
<td>1.1</td>
</tr>
<tr>
<td>Frequencies&gt;1/3day</td>
<td>2.3</td>
<td>2.0</td>
<td>6.2</td>
</tr>
<tr>
<td>Frequencies&gt;1/5day</td>
<td>6.0</td>
<td>6.2</td>
<td>14.4</td>
</tr>
<tr>
<td>Frequencies&gt;1/10day</td>
<td>17.8</td>
<td>18.8</td>
<td>38.8</td>
</tr>
<tr>
<td>Frequencies&gt;1/20day</td>
<td>34.8</td>
<td>34.6</td>
<td>58.2</td>
</tr>
</tbody>
</table>
Table 3:

<table>
<thead>
<tr>
<th>Nominal phase</th>
<th>78° inclination</th>
<th>Arctic (76 gauges)</th>
<th>Error on the monthly discharge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15%</td>
<td>18%</td>
<td>All (216 gauges)</td>
</tr>
<tr>
<td>74° inclination</td>
<td>14%</td>
<td>16%</td>
<td></td>
</tr>
<tr>
<td>Fast sampling phase</td>
<td>3%</td>
<td>4%</td>
<td></td>
</tr>
<tr>
<td>74° inclination</td>
<td>3%</td>
<td>4%</td>
<td></td>
</tr>
</tbody>
</table>

Table A.1:

<table>
<thead>
<tr>
<th>Rivers</th>
<th>Median(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon and tributaries</td>
<td>2.0</td>
</tr>
<tr>
<td>Brahmaputra, Ganges, Meghna and Teesta</td>
<td>3.2</td>
</tr>
<tr>
<td>Colorado</td>
<td>2.5</td>
</tr>
<tr>
<td>Mississippi</td>
<td>1.6</td>
</tr>
<tr>
<td>Missouri</td>
<td>3.8</td>
</tr>
<tr>
<td>All rivers</td>
<td>2.3</td>
</tr>
</tbody>
</table>
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a. Mean error: 0.15
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a. Lake water level Amplitude from USGS gauges

b. Lake water level Amplitude from World Lakes Database
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