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Quality estimators aspire to quantify the perceptual resemblance, but not the usefulness, of a distorted image when compared to a reference natural image. However, humans can successfully accomplish tasks (e.g., object identification) using visibly distorted images that are not necessarily of high quality. A suite of novel subjective experiments reveals that quality does not accurately predict utility (i.e., usefulness). Thus, even accurate quality estimation cannot accurately estimate utility. In the absence of utility estimators, leading quality estimators are assessed as both quality and utility estimators and dismantled to understand those image characteristics that distinguish utility from quality. A newly proposed utility estimator demonstrates that a measure of contour degradation is sufficient to accurately estimate utility and is argued to be compatible with shape-based theories of object perception. © 2011 Optical Society of America
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1. INTRODUCTION

Imaging systems that capture, process, compress, transmit, and/or store natural images [1] supply information to humans to permit or to facilitate the performance of a particular task. For instance, people working in the public safety sector (e.g., law enforcement, fire control, and emergency services) use natural imaging systems in real-time scenarios to make immediate decisions about how best to respond to an incident [2,3]. In another example, investigators not only examine recordings obtained with video surveillance systems, but also introduce such recordings as evidence for criminal investigations [4-6].

Consumer imaging systems (e.g., digital cameras) directly used by human observers to perform a particular task capture a broad class of source content and are vulnerable to a broad class of distortions, including compression and transmission errors. When operating with limited resources (e.g., communication bandwidth or memory storage), such imaging systems can produce visibly distorted natural images. A visibly distorted image could impede a human’s ability to perform a task and provoke inappropriate responses, or it could have no impact at all. Understanding the impact of distortions is clearly important to system designers, users, as well as the subjects who may be captured. Poorer task performance implies that the distorted image is less useful to a human observer than its undistorted counterpart: the “perceived utility” decreases. The perceived utility characterizes the usefulness of a distorted image as a surrogate for a reference (i.e., undistorted) natural image. For such systems and the images generated by them, an objective estimator of perceived utility would facilitate current and future system design, optimization, and improvement.

Prior work on the perceived utility of natural images can be traced back to the Boston University Optical Research Laboratory formed in 1946, where the human viewing the images was first studied as a component in a reconnaissance imaging system [7]. Later, Johnson quantified task performance in terms of empirically determined sampling criteria for detection, recognition, and identification of a target object [8,9]. The sampling criteria were specified in terms of the number of resolved cycles along the minimum dimension of the target object and established the level of object discrimination with respect to the distance of the target object. Johnson’s criteria provide basic guidelines for the design of imaging sensors and the expected performance for a given task (i.e., target recognition).

Other work has investigated alternatives and refinements to Johnson’s criteria [10-12]. For example, recognition of a target has been demonstrated to be equivalent to the detection of an equally sized circular disk, which allows for imaging devices to be characterized in terms of the smallest detectable circular disk [10]. A recent study observed that Johnson’s criteria was restricted to the objects used in Johnson’s study [11]. In another example, Vollmerhausen et al. proposed a targeting task performance (TTP) metric that accounts for variations among imaging sensors and computes the integral of the square root of the product of the target contrast, the sensor frequency response, and the contrast sensitivity function of the human visual system (HVS) [12]. The TTP metric was demonstrated to predict task performance more accurately than Johnson’s criteria [12].

The impact of various image compression artifacts on task performance has been investigated. One study investigated the use of uncompressed and compressed synthetic aperture radar imagery captured by an airborne sensor to perform various tasks (e.g., vehicle counting and vehicle classification) and reported the relationship between task performance and the compression ratio [13]. Given the same compression...
ratio, Irvine et al. observed that wavelet-based compression techniques yield better task performance than standard JPEG compression [13]. Another study conducted a target identification experiment using uncompressed and compressed close-range thermal imagery containing one of a finite number of known targets [14]. O’Shea et al. demonstrated that the TTP metric can be used to predict task performance of compressed imagery using the frequency response of a parameterized Gaussian blur as the sensor frequency response in the TTP metric, where the parameters of the Gaussian blur were selected to fit the experimental results [14].

A fundamental limitation of the prior work on image utility is the use of a priori knowledge about the target objects imaged. The experiments conducted to measure task performance train observers to identify a specific set of targets that will appear in the test images [12, 14] or prompt observers to perform specific tasks that imply information about the potential content of the image (e.g., vehicle counting) [13]. The models developed in the prior work also incorporate a priori knowledge about the target object(s) such as the contrast of the target [12, 14]. Practical use of such a priori knowledge in models requires (1) a mechanism that correctly associates known target information with the image under evaluation, which increases the complexity of the model, and (2) a database of target information, which limits the scope of images to which the model can be reliably applied. In short, the results from prior work are tailored to specific applications and provide little insight into the underlying image characteristics that allow human observers to achieve a desired task performance level for a broad class of images, and the work in this paper seeks to understand and identify those underlying image characteristics.

Over the past three decades, consumer imaging systems have been largely studied in the context of perceived quality to characterize the perceptual resemblance of a distorted image to a reference (either known or implied) [15–24]. Objective estimators of perceived quality have been proposed that are designed according to various principles (e.g., signal fidelity measures or HVS models), and these estimators are then tuned to or trained on image databases containing distorted images with subjective scores. Such image databases contain distortions typically affecting consumer imaging systems; for example, the LIVE and CSIQ image databases [25, 26] contain images with distortions due to blur, compression, transmission errors, additive noise, and/or global contrast loss. Thus, such estimators are expected to accommodate a broad class of source content and distortions, and various estimators have achieved very good predictive performance of perceived quality for these databases.

The work presented in this paper is motivated by the prior work in both image quality and utility and expands the previous narrowly studied definitions of utility in a manner that allows both a broader evaluation of utility as well as a characterization of the underlying image characteristics that impact usefulness. Unlike the specific tasks performed with images in prior work, the “task” is instead to report the content of an image as it is gradually improved from an initially extremely distorted and unrecognizable version to a visually lossless [27] version. A novel suite of experiments presented here provides utility scores for distorted images, and quality scores are collected using a standard test methodology. Distortions were strategically selected to disrupt various spatial frequencies in a broader sense than those traditionally studied in perceived quality experiments.

An analysis of the resulting relationship between perceived quality and perceived utility demonstrates that an image’s perceived quality does not imply that image’s usefulness and vice versa. Therefore, an objective estimator that accurately estimates perceived quality scores cannot accurately estimate perceived utility scores and vice versa. These results motivate a thorough analysis of the images to understand the image characteristics that produce distorted but useful images for human observers. We assess the performance of several objective estimators as both quality and utility estimators. Although most of these objective estimators have been designed to estimate perceived quality, they serve as signal analysis tools not only to develop an understanding of those image characteristics that impact usefulness but also to suggest signal analysis tools for an objective utility estimator.

Two objective estimators are shown to accurately estimate utility. The first is an objective estimator that is customarily used as a quality estimator. A modified version of this estimator, in which the modifications adjust the relative importance of distortions across spatial frequencies to the overall objective estimate, is shown to generate the most accurate estimates of perceived quality among the objective estimators evaluated.

The second objective estimator is the newly proposed natural image contour evaluation (NICE) utility estimator, which was inspired by the importance of contour information to the HVS for object perception [28–30]. NICE is based on the hypothesis that degradation to image contours restrict the content that an image conveys to a human and decreases perceived utility. In particular, NICE estimates utility as a function of both lost and introduced contour information in a distorted image when compared with a reference image.

To the best of our knowledge, no experimental methods exist to measure the perceived utility of distorted natural images when the task is to report the content of an image. This paper reports the first usage of such experimental methods as well as a subsequent analysis. Section 2 presents the proposed experimental methodology used to collect perceived utility scores. Several standard methods are available to collect perceived quality scores for distorted natural images, and Section 3 reviews the experimental methodology we used to collect perceived quality scores. Experimental results illustrating the relationship between the perceived utility and perceived quality scores are presented in Section 4. Section 5 reviews objective estimators that are assessed as both utility and quality estimators of distorted natural images in Section 6. The results from both the subjective experiments and the analysis of objective estimators as utility and quality estimators are discussed in Section 7. General conclusions are provided in Section 8.

2. METHODS: PERCEIVED UTILITY SCORES

A distorted natural image is viewed as a surrogate for an undistorted, reference image. A perceived utility score quantifies the usefulness of that distorted image with respect to the reference image for a task. More useful images provide more information about the image content to a human.
Two meaningful anchors on the perceived utility scale describe the usefulness of an image: the recognition threshold (RT) equivalence class and the reference equivalence class (REC). The RT equivalence class, henceforth denoted the RT, specifies an equivalence class of maximally degraded images from which humans accurately recognize the "basic content" of the reference image. The perceived utility score of the RT can distinguish useful distorted images from useless distorted images formed from a reference image. In particular, an image with a perceived utility score greater than that of its RT is useful, whereas an image with a perceived utility score less than that of the RT is useless. Humans recognize at least the basic content of useful images but recognize nothing in useless images.

The basic content of a reference image is subjective for our task, which is reporting the content of an image, so a specific experiment (see Subsection 2.C.3) was conducted to estimate the RT. In that experiment, observers read descriptions (provided by anonymous observers) of distorted images and judged if the description indicated that the "writer" recognized the basic content of the reference image. This allowed the collective responses from all the observers define the basic content of the reference image.

The REC specifies an equivalence class of images, including the reference image, that yield the same interpretation of the content as the reference image. Images in the REC may contain signal degradations that may or may not be visible to a human observer but still convey the same information as the reference image. A visually lossless image could contain signal distortions, yet remain visually indistinguishable from the reference image, so a visually lossless image belongs to the REC. Any distorted image whose perceived utility score is statistically equivalent to that of a visually lossless image formed from the same reference image belongs to the REC.

Two experiments [31] were conducted to obtain perceived utility scores. The first experiment acquires subjective data that were processed (see Subsection 2.D) to produce relative perceived utility scores for a collection of distorted natural images generated from each reference image. These relative perceived utility scores correspond to a unique range of values that only are meaningful for distorted images formed from a specific reference image. The relative perceived utility scores for the RT and the REC of each reference image are used to linearly map the relative perceived utility scores to a common range of values. On this common range of values, the RT is indicated by a perceived utility score of 0, and the REC is indicated by a perceived utility score of 100. The subjective data obtained in the second experiment is used to estimate the RT of each reference image. The REC did not need to be estimated from experimental data because both the reference image and any visually lossless image belong to the REC. A visually lossless image generated via JPEG-2000 (J2K) compression using the dynamic contrast-based quantization (DCQ) strategy [32] defined the REC of each reference image (see Subsection 2.A.3).

The remainder of this section describes the methods used to collect subjective data and produce perceived utility scores. First, the distortion types used to construct reference/distortion image sequences are described. Then, the methods are reported for the experiments conducted using these sequences to acquire subjective data to (1) produce relative perceived utility scores and (2) estimate the RTs of reference images. Last, the derivation of perceived utility scores from the collected subjective data is explained.

A. Reference/Distortion Image Sequences

Sequences of decreasingly distorted natural images were generated from a reference natural image. Each sequence corresponds to a specific distortion and evolves such that subsequent images in the sequence gradually refine detail or information relative to the previous images. For brevity, such a sequence is henceforth denoted (1) generically as a reference/distortion sequence and (2) more specifically by explicitly indicating either the reference image name, the distortion, or both (e.g., reference/JPEG denotes a sequence of JPEG distorted images corresponding to the same undisclosed reference). The reference/distortion sequences were formed by varying a single parameter that controlled the level of distortion. For a single reference subjected to a single distortion, perceived utility is assumed to exhibit a monotonically, nondecreasing relationship with decreasing distortion level. Thus, as a reference/distortion sequence evolves toward a visually lossless image, the perceived utility does not decrease. The sequences of distorted images that correspond to different distortions served as test stimuli in the experiments. Select images from the airplane/J2K + DCQ sequence are shown in Fig. 3.

Each distortion is spatially correlated with the reference natural image and disrupts different image characteristics. The image characteristics disrupted include the spatial frequency content, contour integrity (i.e., edges), and the level of detail (i.e., textures). Example images with each distortion are shown in Fig. 1, and Table 1 summarizes each distortion. Subsections 2.A.1, 2.A.2, 2.A.3, 2.A.4, and 2.A.5 describe the five distortions evaluated in the experiments.

1. JPEG: Quantized Discrete Cosine Transform (DCT) Coefficients

JPEG achieves lossy compression of natural images by quantizing block-based DCT coefficients [33]. The quantization strategy implemented in the source code library provided by the Independent JPEG Group [34] is used and parameterized by \( P_{\text{jpeg}} \in [0,100] \), which scales the example luminance component quantization table suggested in the JPEG specification [35]. A sequence of images with JPEG compression artifacts evolves by increasing the parameter \( P_{\text{jpeg}} \).

2. BLOCK: Extreme Blocking Artifacts

Extremely low-rate JPEG images effectively replace each \( 8 \times 8 \) block of pixels with their average value. To simulate this, a reference/BLOCK sequence of images has extreme blocking artifacts and evolves by decreasing the quantization step-size \( Q_{\text{avg}} \) of the average block pixel value.

3. J2K + DCQ: Quantized Discrete Wavelet Transform Coefficients

The lossy J2K image compression standard represents natural images as a linear combination of wavelet basis functions [36]. Distortions are introduced by quantizing the basis function coefficients found using a discrete wavelet transform to achieve a desired encoding bitrate, \( R \). The DCQ strategy assigns quantization step sizes according to a measure of visual
distortion parameterized by characteristics of the image, the wavelet subband coefficients, and the display. The DCQ strategy’s visual distortion measure distinguishes visually lossless images from visibly distorted images, so the DCQ strategy can specify subband quantization step sizes for lossy compression that yield a visually lossless image. A reference/J2K + DCQ sequence of images has distortions due to J2K compression using the DCQ strategy and evolves by increasing the encoding bitrate, R.

4. Texture Smoothing (TS)

Edges distinguish objects and regions (i.e., sky and rooftop) in natural images that convey substantial meaning to human observers, whereas textures generally provide secondary information about these objects or regions. Furthermore, the extrastriate visual cortex exhibits the greatest response to images that retain contour information and lack texture information [30]. The apparent significance of edges to the HVS inspired the evaluation of distortions that deliberately smooth texture regions in images with limited disruption to edges.

Total variation (TV) regularization traditionally has been used to remove noise from images by producing piecewise smooth images that lack textures [37]. TV regularization executed via soft thresholding of undecimated Haar wavelet coefficients in all subbands, except the low-frequency residual subband, smooths texture regions in natural images [37–40]. A five-level undecimated Haar wavelet transform is used. A reference/TS sequence of images has distortions due to TS and evolves by decreasing a smoothing parameter γ that controls the degree of TS induced by soft thresholding.

5. TS + HPF: TS plus High-Pass Filtering

Low-frequency content is not critical to preserve the appearance of edges, which commonly coincide with object boundaries in natural images, so images subjected to TS and high-pass filtering were evaluated. When viewing high-pass filtered images, observers necessarily cannot use very low-frequency content by squinting, moving, or otherwise blurring the appearance of the stimulus to interpret the image content. A high-pass filter (HPF) that removes low-frequency content from images with TS distortions produces the TS + HPF distortions.

B. Experiment 1: Subjective Data to Derive Relative Perceived Utility Scores

This experiment collected subjective data that was processed to derive relative perceived utility scores of distorted images formed from the same reference image. Distorted images of the same reference image but subjected to different distortions were compared using a paired comparison test methodology. The images compared were selected from reference/distortion sequences corresponding to the same reference
image but different distortions. The comparisons of images with different distortions were used to align different reference/distortion sequences for the same reference image.

For example, these comparisons allow the images from both an airplane/J2K+DCQ sequence and an airplane/TS sequence to be placed in relation to one another in terms of their relative perceived utility. For the same reference image, all reference/distortion sequences corresponding to each distortion were aligned, and these aligned sequences can be merged to form a single sequence of increasingly useful images that contain all distorted images of the same reference image.

1. Stimuli
Nine grayscale natural images of size 512 × 512 pixels were cropped from original natural images and served as the reference images for these experiments. The content of the natural images consisted of either one or two main objects (e.g., an airplane or a boy and a cat) or a human in action (e.g., skiing or playing guitar). The nine natural images used in the experiments are shown in Figs. 1(a) and 2.

Table 1. Summary of Image Distortions Studied

<table>
<thead>
<tr>
<th>Distortion</th>
<th>Description</th>
<th>Parameter Versus Distortion Level</th>
<th>Example</th>
<th>Magnified Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>Reference airplane image</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>JPEG</td>
<td>Quantized DCT coefficients according to the lossy JPEG image compression standard. Parameterized by JPEG quality parameter $P_{\text{jpeg}}$.</td>
<td>Increasing $P_{\text{jpeg}}$ decreases the level of distortion.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>J2K + DCQ</td>
<td>Quantized discrete wavelet transform coefficients using quantization step-sizes specified by the DCQ strategy for a target encoding bitrate, $R$.</td>
<td>Increasing $R$ decreases the level of distortion.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLOCK</td>
<td>Replace each 8 × 8 block of pixels by their average and quantize this average pixel value using the quantization parameter $Q_{\text{avg}}$.</td>
<td>Decreasing $Q_{\text{avg}}$ decreases the level of distortion.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS</td>
<td>TS with limited disruption to image edges. Parameterize by TS parameter $\gamma$.</td>
<td>Decreasing $\gamma$ decreases the level of distortion.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS + HPF</td>
<td>TS (i.e., TS distortions) plus high-pass filtering. Parameterize by TS parameter $\gamma$.</td>
<td>Decreasing $\gamma$ decreases the level of distortion.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The relationship between the distortion parameter and the level of distortion is described for each distortion. For a reference image subjected to one distortion type, utility and quality are assumed to exhibit a monotonically, nondecreasing relationship with decreasing distortion level.*
using the DCQ strategy and J2K compression. Four of the six images from the airplane/J2K + DCQ sequence are shown in Fig. 3. Images with TS and TS + HPF distortions were formed using smoothing parameters \( \gamma = 2048, 446, 97, 21, 5, \) and 1. The entire collection contained 243 distorted images.

2. Procedure
A paired comparison testing methodology was used to collect subjective responses. Soft copies of the distorted images were presented on a display at a distance of approximately four picture heights. Observers were asked to select an image from a pair of distorted images corresponding to the same reference image in response to the query “Which image tells you more about the content?” Most of the observers were Francophones, and for those observers, the query was presented in French as “Quelle est l’image qui donne le plus d’information sur le contenu de l’image?” The distorted images in each pair correspond to the same reference image but different distortions (e.g., airplane with J2K + DCQ distortions and airplane with TS + HPF distortions). Each observer provided responses for a pair of images once. Certain pair comparisons were determined to be unnecessary based on responses collected in a preliminary experiment (e.g., comparing the most distorted image with J2K + DCQ distortions to the least distorted image with TS distortions), so the number of comparisons for each reference image was reduced. The images in each pair were simultaneously presented side by side on the display, and the placement of the pair of images on the display was randomized. The order that pairs were presented to observers was randomized.

Because of the large number of comparisons, the paired comparison tests were split into four testing sessions.
Observers completed each session in approximately 30 min. Distorted images corresponding to the reference images airplane, boy and cat, caged birds, guitarist, and train were compared in the first two test sessions. J2K + DCQ, TS, and TS + HPF distorted images were included in the first session, and JPEG, BLOCK, TS, and TS + HPF distorted images were included in the second session. Both TS and TS + HPF distorted images appear in both sessions, so that the combined responses from each session also can be used to determine the relationship among J2K + DCQ distorted images and both BLOCK and JPEG distorted images via transitivity.

Distorted images corresponding to the reference images backhoe, jackolanterns, pianist, and skier were compared in the last two test sessions. The last two sessions were designed such that observers compared half of the distorted images in a single test session, and the distorted images in each session spanned the full range of distortion levels tested. All five types of distortions appeared in each of these last two test sessions.

3. Observers
A total of 82 observers with verbally verified normal or corrected-to-normal acuity participated in the experiment over the four test sessions. Forty naive, Francophone observers participated in the first test session. An analysis of the results obtained from the first test session revealed that fewer observers would yield statistically equivalent results, so the remaining test sessions were conducted with fewer observers. In the second test session, ten naive, Francophone observers and ten expert, French- or English-speaking observers participated. Twenty-two naive, Francophone observers participated in the last two sessions with 11 observers per session.

C. Experiment 2: RTs of Natural Images
The experiment to estimate RTs for each of the nine reference images subjected to J2K + DCQ, TS, and TS + HPF distortions consisted of two parts. In the first part, observers called writers provided descriptions of the distorted images. In the second part, new observers called readers read these descriptions and decided which description indicated that the writer recognized the image content. Since writers typed their descriptions, response time is not a suitable indicator of recognition. The experimental methods used to estimate the RTs of the nine reference images are described.

1. Stimuli
To accurately estimate observer RTs of the reference images, reference/distortion sequences were constructed for each reference image using a dense set of distortion parameters for the J2K + DCQ, TS, or TS + HPF distortions. Reference/J2K + DCQ sequences contained 20 images corresponding to encoding bitrates $R$ that were logarithmically equally spaced from 0.01 to 0.30 bits/pixel. The choice of extremely low bitrates guaranteed that unrecognizable images appear at the beginning of the sequence. Both reference/TS and reference/TS + HPF sequences contained 24 images corresponding to smoothing parameters $\gamma$ that were logarithmically equally spaced from 2048 to 1. The first image of a reference/TS sequence contained an image with only very low-frequency content, and the first image of a reference/TS + HPF sequence contained an image with a constant valued, gray image. With nine reference images and three distortions, there were a total of 27 reference/distortion sequences.

2. Part 1: Procedure to Collect Descriptions of Distorted Natural Images
In this part of the experiment, which is similar in design to that of Bruner and Potter [41], observers called writers viewed a distorted image and typed a brief description of the recognizable image content. The images that a writer viewed and described were ordered such that a writer cycled through each image of one reference/distortion sequence in order of decreasing distortion level. After completely viewing one reference/distortion sequence, the writer cycled through a new reference/distortion sequence corresponding to a different reference image and possibly a different distortion.

A writer necessarily viewed and described the images of at most nine reference/distortion sequences, each sequence corresponding to a different reference image. The order that the reference/distortion sequences were presented to each writer was randomized. Participants completed this task in about 30 min.

3. Part 2: Procedure to Identify RTs from Descriptions Collected in Part 1
In this part of the experiment, observers called readers who had not previously viewed the images read the descriptions produced by the writers.

This experiment consisted of consecutive trials. In each trial, a reader read all the descriptions provided by an unidentified writer for the images of a single reference/distortion.
sequence. The reference image corresponding to a reference/distortion sequence was simultaneously presented to the reader to compare with the descriptions, but information about the distortion viewed by the writer was hidden from the reader. The list of descriptions typed by a writer were ordered for the reader such that the first description corresponded to the first image of the reference/distortion sequence (i.e., an unrecognizable image), and the last description corresponded to the last image of the sequence. In each trial, the reader was instructed to select the first description that indicated the basic content of the reference natural image had been recognized. Trials were randomized for each reader.

This experiment was split into four sessions to alleviate observer fatigue. No time limit was imposed, and observers completed each session in approximately 30 min.

4. Observers
A total of 49 observers with verbally verified normal or corrected-to-normal acuity participated in the experiments to estimate RTs for the nine reference images. Forty-six English-speaking observers (i.e., writers) participated in the experiment that collected descriptions of images in sequences corresponding to the different distortions. Nine to 13 observers viewed and described the distorted images in the reference/distortion sequence for all nine reference images. Not all observers viewed a reference/JPEG + DCQ sequence of images corresponding to each of the nine reference images. Twelve observers viewed and described the distorted images in the reference/TS and reference/TS + HPF sequences for all nine reference images. Three English-speaking observers (i.e., readers) participated in the experiment to identify RTs from writers’ descriptions.

D. Perceived Utility Scores from Subjective Data

Perceived utility scores were obtained using the subjective data collected in the two experiments described in Subsections 2.B and 2.C. The process to obtain perceived utility scores is described as three steps.

1. Relative Perceived Utility Scores from Subjective Data
Relative perceived utility scores were derived from the subjective data collected using the paired comparison test method (see Subsection 2.B). In particular, given two differently distorted images formed from the same reference image, the subjective data collected for the pair of images was used to estimate the actual probability that one distorted image is more useful to a human than the other.

Bradley and Terry specified a mathematical model that relates the probability that the response to stimulus $X_i$ is greater than the response to stimulus $X_j$ to a continuum of raw scale values that ranks the collection of stimuli $\{X_i\}_{i=1}^n$ according to some measure of merit [42]. This mathematical model was used to derive relative perceived utility scores (i.e., the raw scale values). For a reference image $X_{ref}$, let $X_i$ denote a distorted image formed from $X_{ref}$, and let $p_{ij}$ denote the probability that image $X_i$ conveys more information to a human about the content of $X_{ref}$ than image $X_j$. The Bradley–Terry model was used to map the estimates of $p_{ij}$, based on the subjective data, to relative perceived utility scores.

Distorted images subjected to the same distortion were not compared in the paired comparison test because perceived utility is assumed to exhibit a monotonically, nondecreasing relationship as the distortion level decreased in the reference/distortion sequences. This assumption was imposed by explicitly defining the estimate of the probability $p_{ij}$ for two types of comparisons. First, for comparisons of an image with itself, the estimate of $p_{ii}$ was set to 0.5, since observers were expected to choose either image with equal probability. Second, for two different distorted images corresponding to the same reference/distortion sequence, the image with less distortion was assumed to have greater perceived utility than the image with more distortion. This second assumption was imposed by setting $p_{ij} = 0.99$ when image $X_i$ and $X_j$ belong to the same reference/distortion sequence (e.g., a JPEG distortion sequence), but the level of distortion for $X_i$ is less than that of $X_j$. The images used in the paired comparison test were broadly spaced in terms of the distortion level to accommodate this second assumption. For example, suppose $X_{R_1}$ and $X_{R_2}$ are two JPEG + DCQ distorted images formed from the reference image using encoding bitrates $R_1$ and $R_2$, where $R_1 < R_2$. Because a larger encoding bitrate implies a lower level of distortion for JPEG + DCQ distortions, the second assumption was imposed by setting $P(X_{R_1} > X_{R_2}) = 0.99$.

For each reference image, relative perceived utility scores for the corresponding set of distorted images were obtained from the estimates of $p_{ij}$ using a generalized linear model, which Critchlow and Flinger demonstrated is equivalent to the maximum-likelihood method used by Bradley and Terry [43]. The estimates of $p_{ij}$ were either generated from the subjective data or explicitly defined to impose the assumptions regarding the relationship among perceived utility and the distortion parameters for a single distortion. In addition to producing relative perceived utility scores, this data provides a mapping from each distortion parameter to the relative perceived utility scores for each reference image, which was used in the next step.

2. Relative Perceived Utility Scores for the RT and the REC
The RT and the REC of each reference image are used as anchors to map the relative perceived utility scores to the common utility scale (see Subsection 2.D.3). The estimates of the relative perceived utility scores for the RT and REC are described.

The subjective data from the second experiment (see Subsection 2.C) were used to estimate the relative perceived utility score coinciding with the RT of each reference image. The processed subjective data from the first experiment was used to construct mappings from each distortion parameter to the relative perceived utility scores. The RT for each reference/distortion sequence was estimated in terms of the corresponding distortion parameter based on the results from the experiments described in Subsection 2.C (e.g., the RT for a JPEG + DCQ sequence was specified in terms of the encoding bitrate $R$). The relative perceived utility score of the reference/distortion sequence’s RT was found by linear interpolation using the mappings from each distortion parameter to the relative perceived utility scores. For a reference image, this yields several estimates of the relative perceived utility score for the RT, one corresponding to each distortion. The relative perceived utility score for the actual RT is estimated as the average of the relative perceived utility scores for the RT.
for each distortion because the relative perceived utility scores for the RT for each distortion were found to be statistically equivalent.

Both the reference image and any visually lossless image belong to the REC. Thus, the relative perceived utility score coinciding with the minimum bitrate visually lossless image generated via JPEG compression using the DCQ strategy was used to define the relative perceived utility score of the REC (see Subsection 2.A.3). These visually lossless images were included in the paired comparison experiments, so the relative perceived utility scores of the REC of each reference image were directly estimated.

3. Perceived Utility Scores: Relative Perceived Utility Scores Mapped to a Common Utility Scale
Perceived utility scores were obtained by mapping the relative perceived utility scores to a common utility scale, where the RT was mapped to a perceived utility score of 0 and the REC was mapped to a perceived utility score of 100. The relative perceived utility scores for the RT and the REC were used to define a linear mapping from relative perceived utility scores for the distorted images generated from the same reference image to perceived utility scores on the common utility scale.

3. METHODS: PERCEIVED QUALITY SCORES
Human judgments of perceived quality generally indicate the perceptual resemblance of an image to a reference and are quantified by a perceived quality score. The reference is either (1) an explicit, external natural image that is presented to the observer or (2) an internal reference based upon observer expectations that is only accessible to the observer. Despite the vagueness of the term “quality,” observers frequently attend to particular distortions (e.g., “blocky,” “blurry,” “sharp,” etc.) to draw conclusions about the perceived quality [44].

Distorted natural images have been studied more often in the context of perceived quality than perceived utility, and several objective estimators have been developed to estimate perceived quality (see Section 5). The relationship between perceived quality and perceived utility is unclear; however, a poor quality image is expected to be less useful than an excellent quality image. If perceived quality accurately estimates perceived utility, then existing objective quality estimators should be suitable as utility estimators. Otherwise, those image characteristics that differentiate judgments of perceived quality from those of perceived utility need to be determined to properly design both quality and utility estimators robust to a variety of distortions.

An experiment was conducted to acquire perceived quality scores for the same images for which perceived utility scores were obtained to understand the relationship between quality and utility. The methods employed to acquire perceived quality scores are reported.

A. Stimuli
The nine reference images and the 243 distorted images formed from these reference images according to the methods described in Subsection 2.B.1 served as test stimuli in this experiment.

B. Procedure
The absolute category rating (ACR) [45] testing methodology [46] was used to collect perceived quality opinions of distorted images from human observers and consists of consecutive trials. In each trial, an observer was presented with a stimulus for 10 s. Then, the display was set to a constant gray background, and the observer was immediately requested to provide a opinion score that indicated his perceived quality of the previously displayed stimulus. The reference images were included in the test stimuli evaluated by the observer, and an observer was unaware if a stimulus was a distorted or reference image. The order of the stimuli presented was random and varied for each observer.

A discrete category rating scale was used that has five categories. Observers provide opinions of quality using the adjectives “bad,” “poor,” “fair,” “good,” and “excellent” that define the quality categories. The observers participating in the experiment were Francophones; the rating scale respectively translated to French is “mauvais,” “mâdiocre,” “assez bon,” “bon,” and “excellent.”

To alleviate observer fatigue due to prolonged evaluation sessions, the test was split into two sessions, each containing roughly half of the stimuli. Observers completed each session in approximately 30 min and rested for 5 min between the two testing sessions.

C. Observers
Twenty-six naive, Francophone observers with verbally verified normal or corrected-to-normal acuity participated in the experiment, and one observer was rejected as an outlier according to criteria specified in the VQEG multimedia phase I report [47]. The 25 opinion scores from the remaining 25 observers were used to produce perceived quality scores for each stimulus.

D. Perceived Quality Scores from Subjective Data
Observers provided quality judgments that correspond to one of the five category levels (i.e., “bad,” “poor,” “fair,” “good,” and “excellent”). These five levels were mapped to the integers on the range 1 to 5 and yield observer opinion scores. The perceived quality score [48] for each test image was computed by averaging the corresponding observer opinion scores.

4. RESULTS: QUALITY IS NOT A PROXY FOR UTILITY
The subjective data collected in Sections 2 and 3 provide perceived utility scores and perceived quality scores for a collection of distorted natural images. An analysis of the resulting relationship between the perceived quality scores and the perceived utility scores is reported and followed by a summary of the image characteristics that appear to influence human judgments of quality and utility, respectively, based on an analysis of the distortions. Example images that illustrate that quality is not a proxy for utility are then presented and discussed.

A. Relationship between Quality and Utility
Perceived quality scores lie on the closed interval \( Q = [1, 5] \), whereas perceived utility scores lie on the set of real numbers \( \mathbb{R} \) with 0 denoting the RT and 100 denoting the REC. Images with perceived utility scores less than 0 are unrecognizable...
and useless, and images with perceived utility scores greater than 100 are more useful than the reference image.

The relationship between quality and utility was analyzed only for those images whose perceived utility scores lie on the closed interval \( U = [-15, 115] \). No images had perceived utility scores greater than 115, but many images \((n = 80)\) had perceived utility scores less than –15. Differences between perceived utility scores for images well below the RT convey less information about utility, since these values result from comparisons of two unrecognizable images. Furthermore, unrecognizable images were rated as having “bad” quality: the perceived quality scores for these images have small standard deviation and both mean and median approximately equal to 1 [49]. Images whose perceived utility scores fall just below the RT were included because Bruner and Potter reported that human observers, especially adults, tend to maintain incorrect hypotheses about the actual content when viewing reference/distortion sequences beginning with a very distorted, unrecognizable images as compared to observers that first view a reference/distorted sequence beginning with a less distorted image [41]. Our experiments to estimate RTs had observers first view very distorted unrecognizable images in the reference/distortion sequences, so including images whose perceived utility scores lie on the interval \([-15, 0]\) accounts for possible overestimates of the RTs due to the phenomenon reported by Bruner and Potter.

To test whether quality is a robust proxy for utility, both correlation and accuracy statistics were used. Specifically, quality is not a robust proxy for utility if (1) perceived quality scores and perceived utility scores are weakly correlated and (2) perceived quality scores inaccurately estimate perceived utility scores. The Pearson linear correlation \(r\), the Spearman rank correlation \(\rho\), and the Kendall rank correlation \(\tau\) are used to quantify the relationship between perceived quality scores and perceived utility scores [50]. The rank correlation measures, the \(\rho\) and \(\tau\), quantify the discrepancies between the rank order of the two sets of subjective scores. Neither \(\rho\) nor \(\tau\) are affected by a monotonic, nonlinear mapping.

The root mean squared error (RMSE) and the outlier ratio (OR) were chosen to quantify the accuracy with which perceived quality scores estimate perceived utility scores. The RMSE was computed after fitting the perceived quality scores and the perceived utility scores to a monotonic, nonlinear mapping [see Eq. (1)]. The OR is the proportion of nonlinearly mapped quality scores (i.e., the utility score estimated from quality) that lie outside the 95% confidence interval of the perceived utility score.

Monotonic nonlinear functions were fitted to the subjective scores and used to map perceived quality scores to the utility range, since perceived quality exhibits a nonlinear relationship with perceived utility (see Figure 4). Let \( Q = [1, 5] \) denote the domain of the quality range, and let \( U = [-15, 115] \) denote the domain of the utility range. Let \( q_i \) and \( u_i \) respectively denote the perceived quality score and perceived utility score of image \( i \). The nonlinear function \( f: Q \rightarrow U \) given as

\[
f(q) = a \log(q) + b
\]

maps perceived quality scores to the utility range, and the parameters \((a, b)\) were found by minimizing the sum of the squared error based on the residuals \( f(q_i) - u_i \) over \( i \), where \( n \) is the number of images with both perceived quality and perceived utility scores. The fit was considered sufficient if the residuals exhibit a Gaussian distribution. The Jarque–Bera (JB) normality test determines if a collection values come from an unspecified Gaussian distribution [51], was applied to the set of residuals \( \{f(q_i) - u_i\}_{i=1}^{n} \), and concluded that they did come from an unspecified Gaussian distribution at the 95% confidence level.

The two scatterplots in Figs. 4 and 5 illustrate the nonlinear relationship between quality and utility for the nine reference images and five distortions with perceived utility indicated on the left ordinate. In each scatter plot, the quality adjectives delineating the quality rating scale have been provided on the top abscissa, and the two anchors, the RT and the REC are denoted on the axis corresponding to perceived utility scores. The symbols indicate the distortion (cf. Figure 1) corresponding to each subjective score. See caption of Fig. 4.

**Fig. 4.** Quality is not a suitable proxy for utility. The scatterplot shows the relationship between perceived utility scores and the perceived quality scores for nine reference images. The symbols indicate the reference image corresponding to each subjective score. The RT and the REC are denoted on the axis corresponding to perceived utility scores. The quality adjectives are denoted on the axis corresponding to the perceived quality scores. Standard error bars have been included for both subjective scores. In each figure, the fitted nonlinear mapping from the abscissa to the ordinate is denoted by the solid curve, and the 95% PI for the fitted nonlinear mapping is denoted by the dashed curves. See also Fig. 5.

**Fig. 5.** Perceived utility versus perceived quality where the symbols indicate the distortion (cf. Figure 1) corresponding to each subjective score. See caption of Fig. 4.
REC, associated with perceived utility are indicated on the right ordinate. The symbols in Figs. 4 and 5 distinguish subjective scores according to the reference image and the distortion, respectively. The solid curve in each figure corresponds to the fitted nonlinear mapping from the abscissa to the ordinate [i.e., Eq. (1)], and the dashed curves define the 95% prediction interval (PI) for the fitted nonlinear mapping.

The nonlinear relationship between utility and quality indicates that the quality of a test image generally does not accurately predict its usefulness. The slope of the nonlinear relationship between utility and quality is positive and decreases with increasing quality, which indicates that variations in quality correspond to smaller variations in utility as quality increases. For example, there are test images rated as having perceived quality ranging from “fair” to “excellent” that have high perceived utility.

The relationship between quality and utility was analyzed for the entire collection of distorted images as well as subsets of the collection that were formed by treating (1) quality, (2) distortion type, and (3) reference image (i.e., scene content) as factors. The quality range spans the interval [1,5], and three “levels” of the quality factor were defined for analysis: low quality [1,2.25], medium quality [2.25,3.75], and high quality (3.75,5]. Subsets of distorted images spanning these different regions of quality were analyzed because the distorted images used in the experiment span a wide range of distortion levels ranging from unrecognizable to visually lossless. The five distortion types correspond to the “levels” of the distortion type factor: JPEG, BLOCKS, J2K + DCQ, TS, and TS + HPF. Subsets of distorted images corresponding to different distortion types were analyzed because each distortion type disrupts different image characteristics. Subsets of distorted images corresponding to different reference images were analyzed because different image characteristics may affect the relationship between quality and utility for each scene.

Statistical differences in either correlation or accuracy among the different levels of a factor (i.e., quality region or distortion type) preclude a reliable predictive relationship between perceived quality and perceived utility. Statistical differences between two correlation values were determined using a z test after applying the Fisher transformation to the correlation values [52,53]. Statistical differences between accuracy statistics were identified by analyzing the squared errors \( \{ f(q_i) - u_j \}^2 \) using a one-way analysis of variance (ANOVA) to determine if any of the mean squared errors (MSEs) statistically differ for a particular factor [53]. If ANOVA indicated that the accuracy differed according to a particular factor, then Tukey’s multiple comparison procedure was used to identify which levels (e.g., high quality or J2K + DCQ) of that factor had statistically different MSEs. The comparison results are reported as \( p \) values, where \( p \) values greater than 0.05 indicate that at the 95% confidence level the MSEs differ among the two levels of the factor that are compared. The OR is a binomial random variable, and statistical differences between two OR values are determined via a \( z \) test at the 95% confidence level using the Gaussian approximation of a binomial random variable [53].

Table 2 summarizes the correlation and accuracy statistics for all images and subsets of distorted images when either the quality region or the distortion is considered as a factor. The monotonic, nonlinear mapping [i.e., Eq. (1)] affects the Pearson linear correlation between the subjective scores. The Pearson linear correlation computed before applying the nonlinearity is denoted \( r \), and it is denoted \( r_{\text{lin}} \) when computed.

### Table 2. Results Summarizing the Relationship between Perceived Quality and Perceived Utility

<table>
<thead>
<tr>
<th>Factor</th>
<th>Image Subset</th>
<th>( n )</th>
<th>( r )</th>
<th>( \rho )</th>
<th>( \tau )</th>
<th>RMSE</th>
<th>( r_{\text{lin}} )</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality region</td>
<td>Low quality</td>
<td>72</td>
<td>0.819</td>
<td>0.791</td>
<td>0.606</td>
<td>12.4</td>
<td>0.812</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Medium quality</td>
<td>63</td>
<td>0.620</td>
<td>0.625</td>
<td>0.458</td>
<td>17.3</td>
<td>0.627</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>High quality</td>
<td>28</td>
<td>0.603</td>
<td>0.583</td>
<td>0.402</td>
<td>8.7</td>
<td>0.614</td>
<td>0.32</td>
</tr>
<tr>
<td>Distortion</td>
<td>JPEG</td>
<td>30</td>
<td>0.931</td>
<td>0.938</td>
<td>0.795</td>
<td>11.2</td>
<td>0.939</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>BLOCKS</td>
<td>6</td>
<td>0.228</td>
<td>0.116</td>
<td>0.138</td>
<td>6.3</td>
<td>0.221</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>J2K + DCQ</td>
<td>42</td>
<td>0.953</td>
<td>0.953</td>
<td>0.825</td>
<td>11.5</td>
<td>0.955</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>38</td>
<td>0.963</td>
<td>0.934</td>
<td>0.769</td>
<td>11.0</td>
<td>0.957</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>TS + HPF</td>
<td>38</td>
<td>0.884</td>
<td>0.868</td>
<td>0.690</td>
<td>16.5</td>
<td>0.894</td>
<td>0.71</td>
</tr>
<tr>
<td>Reference image</td>
<td>Airplane (set 1)</td>
<td>18</td>
<td>0.981</td>
<td>0.976</td>
<td>0.905</td>
<td>6.0</td>
<td>0.986</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>Backhoe (set 1)</td>
<td>16</td>
<td>0.968</td>
<td>0.945</td>
<td>0.812</td>
<td>7.7</td>
<td>0.972</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>Guitarist (set 1)</td>
<td>21</td>
<td>0.940</td>
<td>0.966</td>
<td>0.865</td>
<td>8.5</td>
<td>0.977</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>Jackolanters (set 1)</td>
<td>18</td>
<td>0.953</td>
<td>0.975</td>
<td>0.892</td>
<td>7.4</td>
<td>0.974</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>Boy and cat (set 2)</td>
<td>16</td>
<td>0.936</td>
<td>0.895</td>
<td>0.740</td>
<td>12.9</td>
<td>0.949</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Caged birds (set 2)</td>
<td>13</td>
<td>0.950</td>
<td>0.945</td>
<td>0.821</td>
<td>11.9</td>
<td>0.942</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Pianist (set 2)</td>
<td>21</td>
<td>0.912</td>
<td>0.943</td>
<td>0.823</td>
<td>11.9</td>
<td>0.950</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>Skier (set 2)</td>
<td>19</td>
<td>0.907</td>
<td>0.942</td>
<td>0.826</td>
<td>12.9</td>
<td>0.945</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>Train (set 2)</td>
<td>21</td>
<td>0.924</td>
<td>0.927</td>
<td>0.794</td>
<td>11.8</td>
<td>0.951</td>
<td>0.48</td>
</tr>
</tbody>
</table>

*Each row corresponds to a subset of \( n \) images either spanning a particular range of quality or corresponding to a particular distortion. The Pearson linear correlation \( r \), the Spearman rank correlation \( \rho \), and the Kendall rank correlation \( \tau \) are computed between the perceived quality and perceived utility scores. The RMSE and the OR were computed using the utility scores and the mapped [i.e., Eq. (1)] quality scores. \( r_{\text{lin}} \) denotes the Pearson linear correlation after applying the mapping. For the correlation statistics and OR, bold values are statistically equivalent to the largest value for a subset of images (excluding All). Bold RMSE values are statistically larger than the other subsets based on ANOVA.*
after applying the nonlinearity. For each statistic, values in boldface are statistically greater than those of the other levels within that factor. The following summarizes key observations, which appear in bold, followed by statistical justifications and interpretations.

Quality does not consistently and accurately predict utility for different regions of quality. The entire collection of distorted images range from unrecognizable to visually lossless, and a strong global correlation is observed, which implies that a poor-quality image is less useful than an excellent-quality image. However, the 95% PI for the fitted nonlinear mapping between utility and quality (i.e., Fig. 4) indicates that a perceived quality score corresponds to a broad range of perceived utility scores, and the range of the perceived utility scores varies for different regions of quality (e.g., the PI is wider in the medium-quality region than the low-quality region). An analysis of the relationship between the perceived utility scores and the perceived quality scores for individual quality regions provides more insight into the relationship between quality and utility.

For different quality regions, both the correlation and accuracy between the perceived utility scores and the nonlinearly mapped perceived quality scores vary. The perceived utility scores and perceived quality scores exhibit the most linear relationship \( r = 0.82 \) for images with low quality (i.e., rated as having either “bad” or “poor” perceived quality). Variations in perceived quality scores explain 67% (i.e., 100-33%) of the variation in perceived utility scores in this quality region. However, for the other quality regions, the correlation between perceived utility scores and perceived quality scores is statistically significantly smaller \( r < 0.62 \), which indicates that variations in the perceived quality scores explain no more than 40% of the variation in the perceived utility scores in the medium- and high-quality regions.

The quality region was found to be a factor that influences the squared errors between the perceived utility scores and the nonlinearly mapped perceived quality scores based on a one-way ANOVA \( F(2, 160) = 7.16, p < 0.01 \). The MSE between the perceived utility scores and the mapped perceived quality scores for distorted images in the medium-quality region is statistically larger than that of the other two quality regions \( p \leq 0.01 \).

The significant variation in both the correlation and accuracy statistics for different regions of quality demonstrate that quality does not generally provide a reliable estimate of utility. The observed relationship between quality and utility is discussed for each quality region.

Variations in quality for distorted images in the low-quality region largely coincide with variations in utility. The slope of the overall relationship between utility and quality decreases as quality increases and is steepest within the low-quality region, which indicates that small changes in perceived quality in the low-quality region affect perceived utility more than small changes in quality for other regions of quality. Consider, for example, a reference/distortion sequence beginning with an unrecognizable image and evolving toward a useful image with medium perceived quality. Subsequent images in the sequence will contain less distortion than the previous images, and the sequence will evolve from unrecognizable to recognizable within the low-quality region. The strong correlation \( r = 0.82 \) as well as the steep slope between utility and quality within this region reflect the dramatic perceptual changes coinciding with the evolution of images from unrecognizable to recognizable in this sequence. In other words, the observed relationship between quality and utility in the low-quality region suggests that observers largely judge lower-quality images in terms of their ability to interpret the content.

Distorted images in the medium-quality region are useful, but visibly distorted and nearly span the full range of utility: \([21, 115]\). Of the distorted images in the medium-quality region, 20% have very high utility (i.e., perceived utility scores greater than 90) and span nearly the entire range of the medium-quality region: [2.5, 3.7]. This clearly demonstrates that high utility does not necessarily imply high quality, since these images all have medium quality. Therefore, very useful images can contain a moderate amount of visible distortions (i.e., have medium quality). Further analysis revealed that most of the images with medium quality and high utility are TS + HPF distorted images, which suggests that removing low-frequency content can form a perceptually different image (i.e., decrease quality) without affecting the image’s usefulness.

Distorted images in the high-quality region contain few visible distortions and span a narrow range of utility: \([73, 108]\). In addition, more than 60% of the distorted images have very high utility (i.e., perceived utility scores greater than 90) with quality as low as 4 (i.e., “good” quality). Furthermore, both low correlation with and low RMSE between the perceived utility scores and the nonlinear mapped perceived quality scores was observed for distorted images in the high-quality region. In other words, as the level of distortion decreases utility saturates before quality saturates, and refinements in quality for high-quality images have little effect on utility.

The interpretation of the relationship between utility and quality must be qualified with respect to the natural images used in the experiments. In particular, the usefulness of the natural images was determined by an object or objects that generally occupy a large portion of the image, which led to useful images despite the presence of visible distortions (i.e., images in the medium-quality region). Had the usefulness of the images been dictated by either a smaller or less conspicuous object (e.g., recognition of the flower pot in the boy and cat image), the relationship between utility and quality could differ. For example, image usefulness dictated by a smaller, inconspicuous object is expected to require a higher quality image than if the usefulness is dictated by a larger, conspicuous object. Such variations in image usefulness reflect tasks that repurpose the original intent of the images. In this paper, the task was to report the content of each natural image, and the content of the images selected for the experiment is dictated by one or two conspicuous objects.

Utility is not accurately estimated using quality for TS + HPF distorted images. Both the accuracy with which perceived utility scores are estimated from mapped perceived quality scores as well as the correlation between the perceived utility scores and the perceived utility scores varies among the different distortion types \([54]\). The squared errors between the perceived utility scores and the mapped perceived quality scores were influenced by the distortion type factor based on a one-way ANOVA \( F(4, 158) = 3.43, p = 0.01 \). The MSEs for estimates of perceived utility scores from perceived quality scores for TS + HPF distortions were
found to be statistically larger than those for JPEG \((p < 0.04)\), J2K + DCQ \((p < 0.05)\), and TS distortions \((p < 0.03)\).

TS + HPF distortions disrupt both high-frequency content via TS and low-frequency content via high-pass filtering, whereas JPEG, J2K + DCQ, and TS distortions primarily disrupt high-frequency content before low-frequency content. The perceived utility scores exhibit very strong correlation \((r > 0.93)\) with the perceived quality scores for the JPEG, J2K + DCQ, and TS distorted images, and the highest correlation is observed for the TS distorted images \((r = 0.96)\). The very strong correlation between the perceived utility scores and the perceived quality scores for JPEG, J2K + DCQ, and TS distorted images indicates that distortions to high-frequency content affect both utility and quality. However, the correlation between the perceived utility scores and the perceived quality scores is statistically lower for the TS + HPF distorted images than the TS distorted images \((p = 0.01)\), yet the TS + HPF distorted images only lack the low-frequency content of the TS distorted images. The weak correlation as well as the large RMSE between the perceived utility scores and the mapped perceived quality scores for TS + HPF distorted images indicate that distortions to low-frequency content affect utility differently than they affect quality.

Overall, the analysis of the relationship between utility and quality demonstrate that an image with low quality also has low utility, and an image with high quality also has high utility. However, distorted images with quality in the medium region correspond to a wide range of perceived utility scores, including high utility. In other words, high utility does not imply high quality. The perceived utility scores of TS + HPF distorted images are less accurately estimated from the perceived quality scores than for the other distortions, especially when the TS + HPF distorted image has quality in the medium region and suggests that low-frequency content affects quality differently than utility.

Quality does not accurately predict utility for some reference images. The accuracy with which perceived utility scores are estimated from mapped perceived quality scores varies among the different reference images. As reported in Table 2, the squared errors between the perceived utility scores and the mapped perceived quality scores were not influenced by the reference image based on a one-way ANOVA \((F(8, 154) = 1.68, p = 0.11)\). However, when sets of reference images were compared to one another, significant differences in the squared errors between the perceived utility scores and the mapped perceived quality scores were noted \((F(1, 161) = 9.48, p < 0.01)\). The reference images were grouped into the two sets: Set 1 = \{airplane, backhoe, guitarist, jackolanterns\} and Set 2 = \{boycat, cagedbirds, pianist, skier, train\}.

The accuracy with which perceived utility scores were estimated from mapped perceived quality scores was significantly lower for the reference images in set 1 than those in set 2. Specifically, the TS + HPF distorted images generated from reference images in set 2 were generally rated as having perceived quality scores much lower than their TS distorted image counterparts (i.e., equal \(\gamma\)). In other words, observers were more sensitive to the loss of low-frequency content in image from set 2 than for images from set 1.

### B. Effects of Low-Frequency Content on Quality and Utility

JPEG, BLOCKS, J2K + DCQ, and TS distortions largely disrupt high-frequency content with limited disruption to low-frequency content. However, TS and TS + HPF distorted images with the same smoothing parameter \(\gamma\) only differ with regard to the inclusion of low-frequency content. The perceived utility scores and perceived quality scores for TS and TS + HPF distorted images were compared to determine the influence of low-frequency content on both utility and quality.

For each reference image, the subjective scores for TS and TS + HPF distorted images with equal smoothing parameters \(\gamma\) are tested for statistical differences when \(\gamma = 1, 5, 21, 97, 446\), and 2048. Statistical differences in the subjective scores imply that the disruption to low-frequency content influences the subjective scores. For TS and TS + HPF distorted images formed from the same reference image using smoothing parameter \(\gamma\), let \(S_{\text{TS}(\gamma)}\) and \(S_{\text{TS-HPF}(\gamma)}\) denote the subjective scores, respectively, and let \(\sigma_{S_{\text{TS}(\gamma)}}\) and \(\sigma_{S_{\text{TS-HPF}(\gamma)}}\) respectively denote the standard deviation of \(S_{\text{TS}(\gamma)}\) and \(S_{\text{TS-HPF}(\gamma)}\). \(z\) tests were used to determine if two scores are statistically different using the test statistic

\[
Z = \frac{S_{\text{TS}(\gamma)} - S_{\text{TS-HPF}(\gamma)}}{\sqrt{\sigma_{S_{\text{TS}(\gamma)}}^2 + \sigma_{S_{\text{TS-HPF}(\gamma)}}^2}}.
\]

The results of the \(z\) test are reported as the confidence that \(S_{\text{TS}(\gamma)}\) is greater than \(S_{\text{TS-HPF}(\gamma)}\) (i.e., \(P(z \leq z_{\text{stat}})\), where \(z\) is a zero-mean Gaussian random variable with unit variance) and is denoted as \(\text{Conf}(S_{\text{TS}(\gamma)} > S_{\text{TS-HPF}(\gamma)})\) \(\in [0, 1]\). Figures 6 and 7 present \(\text{Conf}(S_{\text{TS}(\gamma)} > S_{\text{TS-HPF}(\gamma)})\) as a function of the

![Fig. 6. Perceived quality either decreases or remains the same when low-frequency content is disrupted (i.e., for TS + HPF distortions relative to TS distortions). The figures show the confidence that the perceived quality \((Q)\) score of the TS distortions are greater than the perceived quality score for TS + HPF distortions with equal \(\gamma\) as a function of the perceived quality score of the TS distortions. See Subsection 4.1B for details regarding the confidence analysis and its interpretation.](image-url)
perceived quality score and the perceived utility score of a TS distorted image, respectively [55]. Key observations appear in bold, followed by a statistical justification and interpretation.

For the same reference image, a TS + HPF distorted image never is of higher quality than a TS distorted image with the same $\gamma$. Over all levels of quality, loss of low-frequency content led to an average decrease in perceived quality of 0.53, and, in most cases, the perceived quality of a TS distorted image is statistically greater than that of a TS + HPF distorted image formed from the same reference image using the same $\gamma$. For some images, the perceived quality of a TS and TS + HPF distorted image with equal $\gamma$ are statistically equivalent but only when the perceived quality of the TS distorted image is less than 3 (i.e., the quality is “fair” or worse). In short, because poorer-quality images are very heavily distorted, additional distortions that affect the low-frequency content of poorer-quality images have little influence on the perceived quality.

The relationship between the utility of TS and TS + HPF distorted images with the same $\gamma$ formed from the same reference image varies for each reference image. For many of the reference images, disruptions to low-frequency content (i.e., TS and TS + HPF distorted images with equal $\gamma$) do not affect perceived utility. However, disruptions to the low-frequency content of the skier, airplane, backhoe, and caged birds images did affect utility when the TS distorted image has high utility (i.e., perceived utility score greater than 70).

The skier image has a statistically greater perceived utility score when low-frequency content is disrupted (i.e., for TS + HPF distorted images) than when the low-frequency content is not disrupted (i.e., the TS distorted images). Moreover, a skier TS + HPF distorted image with medium quality has a perceived utility score statistically greater than 100: this image is more useful than the reference image. Removing the low-frequency content from the skier image introduces “halos” near edges that enhance the visibility of the skier and other objects (see Fig. 8). The increased visibility of the skier could explain why removing the low-frequency content (i.e., a TS distorted image versus a TS + HPF distorted image with the same $\gamma$) increased the perceived utility. However, the observer

![Fig. 7. Disruptions to low-frequency content do not affect the perceived utility of most images. The figures show the confidence that the perceived utility ($U$) score of the TS distortions are greater than the perceived utility score for TS + HPF distortions with equal $\gamma$ as a function of the perceived utility score of the TS distortions. Refer to the caption of Fig. 6.](image)

(a) $\text{TS (} \gamma = 1\text{)}, Q = 4.2, U = 98$

![Fig. 8. Example showing that the skier TS distorted image has statistically greater quality than the TS + HPF distorted image with equal $\gamma$ but statistically lower utility. Removing the low-frequency content from the skier image (i.e., the TS + HPF distorted image) introduces “halos” near edges that enhance the visibility of the skier. See also Figs. 6 and 7.](image)

(b) $\text{TS+HPF (} \gamma = 1\text{)}, Q = 3.4, U = 115$
responses do not indicate what criteria the observers used to choose the TS + HPF distorted image over the TS distorted image (see Subsection 7.A).

Among TS distorted images with high utility (i.e., greater than 70), the perceived utility scores of the airplane, backhoe, and caged birds images were statistically smaller for TS + HPF distorted images than TS distorted images for the same γ. Because a paired comparison test methodology without ties was used, observers were forced to choose one of the images in each pair presented. The binary responses collected from observers to obtain perceived utility scores preclude a definitive explanation for why the TS distorted images were chosen over TS + HPF distorted images, but there are two possible explanations for this result:

- Relative to the TS + HPF distorted images, the low-frequency content of TS distorted images may convey useful information about the content to observers. For example, in the airplane image, the removal of the low-frequency content darkens many regions of the image (e.g., the sky and the airplane). The sky similarly darkens in the backhoe image when low-frequency content is removed. These perceptual differences may cue different interpretations about the scene to observers, and the interpretation for the TS distorted image appears more accurate. The appearance of the specular reflections of the bird cage, which may provide an observer with information about the brightness of the room, are reduced in the caged birds TS + HPF image relative to its TS distorted version. Such features correspond to additional information about the image content beyond the visibility of the objects’ spatial details, which would be primarily conveyed by high-frequency content (e.g., edges).

- Observers may have found both TS and TS + HPF distorted images formed from the same reference using the same γ equally useful and more often reverted to judgments of quality to choose an image. This would suggest that quality is a secondary criteria to utility. In other words, given images with equal utility, observers generally preferred the higher-quality TS distorted image, except when the lower-quality TS + HPF distorted image conveyed sufficiently more information about the content (e.g., the skier image). For many of the reference images, the values of Conf(S_{TS} > S_{TS + HPF}) show evidence of a slight, though not statistically significant, bias toward observers choosing the TS distorted image over the TS + HPF distorted image with equal γ.

We conjecture that the second explanation (i.e., observers revert to quality judgments) is more plausible; however, different observers may have used different criteria to make a decision (see Subsection 7.A).

C. Examples Illustrating That Quality Is Not a Proxy for Utility
The analysis of the relationship between perceived utility scores and perceived quality scores demonstrates that quality does not accurately predict utility, and Fig. 9 illustrates several cases when the relationship between two distorted images based on quality does not reflect the relationship between those two images in terms of utility and vice versa. Each row of Fig. 9 corresponds to a different reference image, and for each row the images are arranged such that (1) the distorted image on the left and the distorted image in the middle have statistically equivalent perceived utility scores but statistically different perceived quality scores and (2) the distorted image in the middle and the distorted image on the right have statistically equivalent perceived quality scores but statistically different perceived utility scores.

The first two rows of the first two columns in Fig. 9 illustrate the relationship between TS and TS + HPF distorted images. The TS parameter γ must be increased (i.e., increasing the level of TS) for a TS distorted image to exhibit the same perceived quality observed as a TS + HPF distorted image, but the resulting TS distorted image will have lower perceived utility than the TS + HPF distorted image (first row of Fig. 9). Similarly, a J2K + DCQ distorted image that exhibits the same perceived quality as a TS + HPF distorted image also has lower perceived utility (second row of Fig. 9). In other words, high-frequency content must be disrupted to form a distorted image with equal quality to an image that lacks low-frequency content.

The last row of Fig. 9 contains three images that respectively have J2K + DCQ, JPEG, and TS + HPF distortions. High-frequency content is disrupted for both J2K + DCQ and JPEG distorted images with limited disruption to low-frequency content. For the TS + HPF distorted image, the low-frequency content is lost with little disruption to the high-frequency content. The TS + HPF distorted image has “fair” perceived quality (statistically equivalent to the JPEG distorted image) but perceived utility corresponding to the REC.

These examples illustrate that distorted images corresponding to a specific level of utility can significantly vary in terms of quality, and distorted images corresponding to a specific level of quality can significantly vary in terms of utility. Thus, quality does not reliably predict utility. Furthermore, the observed relationship between utility and quality implies that any objective estimator that accurately estimates perceived quality (utility) scores cannot also accurately estimate perceived utility (quality) scores across a variety of distortion types.

5. OBJECTIVE ESTIMATORS OF SUBJECTIVE SCORES
This section reviews several signal analysis tools that could provide meaningful estimates of subjective scores of natural images: (1) amplitude–spectrum statistics of natural images, (2) natural image quality estimators, and (3) a proposed natural image utility estimator that compares image contours.

A. Amplitude–Spectrum Statistics
A well-known characteristic of natural scenes is the relationship between the spatial frequency and the amplitude of the spatial frequency component [56]. This characteristic is mathematically specified as $A(f) = \hat{f}^{-\beta}$, where $\beta$ defines the spectral slope of an image. Natural images have been reported to have spectral slope values near 1.2 on average [56,57].

Human performance on visual discrimination tasks has demonstrated a decrease when the spectral slope of the test stimuli are artificially increased or decreased [57]. Such results motivate the use of the spectral slope as an indicator of perceived utility as a natural image is increasingly distorted. In this paper, the spectral slope $\beta$ of a test image is evaluated as a means to estimate subjective scores.
B. Full-Reference Image Quality Estimators

The psychometric evidence presented in Section 4 establishes that perceived quality scores do not reliably predict perceived utility scores. This evidence implies that an objective estimator that accurately estimates perceived quality scores cannot accurately estimate perceived utility scores. Accurate estimation of the perceived quality of distorted natural images remains an open research problem, so current quality estimators may produce accurate estimates of the perceived utility scores of distorted natural images. Therefore, full-reference quality estimators are treated as mathematical formulas and, in particular, signal analysis tools that quantify the comparison of a distorted image to a reference image. This section reviews the full-reference quality estimators assessed according to their performance as utility estimators and quality estimators in Section 6.

Full-reference quality estimators use both an explicit, external reference image $X$ and the test image $\hat{X}$ to estimate the subjective score of the test image. The full-reference quality estimators evaluated in this paper can be categorized as (1) conventional signal fidelity measures, (2) estimators based on properties of the HVS, and (3) estimators derived from hypothetical high-level HVS objectives.

1. Conventional Signal Fidelity Measures

MSE, which is used to compute the peak signal-to-noise ratio (PSNR), and rms distortion contrast provide computationally simple evaluations of signal fidelity. These measures evaluate fidelity solely in terms of the overall energy of the distortions. Rms distortion contrast $C_{\text{rms}}(E)$ measures fidelity based on the visibility of the distortions $E = X - \hat{X}$ when comparing the images on a particular display device [58] and is given by
The VIF criterion [23] generates objective scores based on a measurement of the mutual information between the test and reference image. VIF uses Gaussian models of spatially local wavelet coefficients of the test image and reference image, so the mutual information measurement reduces to a local SNR in the wavelet domain [see Eq. (A3)]. A modification of VIF, denoted VIF*, is also evaluated [78]. VIF* normalizes the individual image scale measurements used by VIF before linearly pooling. Consequently, VIF* exhibits a greater sensitivity to low-frequency content disruptions than VIF. A mathematical description of VIF* is provided in the Appendix A.

C. NICE Utility Estimator

Processing in the HVS parses a visual stimulus into meaningful pieces that facilitate the perception of objects. The primary visual cortex extracts local, oriented edge information from a visual stimulus. This information is later processed by cortical regions of the HVS that have been associated with object perception [79]. Cells within the extrastriate cortex, in particular V4, have been functionally described as shape describers [28]. The extrastriate visual cortex has been shown to exhibit an increased activation in response to images that contain contour information [30]. Thus, the evidence suggests that the HVS uses contour information for object perception.

A degradation to image contours is hypothesized to inhibit object perception. Furthermore, we hypothesize that the perceived usefulness of a distorted image is related to a human’s ability to recognize objects within that image. Biderman and Ju reported that human observers can recognize objects from line drawings nearly as efficiently as photographs [50], and the authors of the present paper have shown elsewhere that humans can recognize image content from contour information detected using a Canny edge detector operating at different image scales [81]. The fidelity of contour information from a test image with respect to a reference image may be a reliable indicator of perceived utility, and, specifically in this paper, a human’s ability to extract information from the test image.

The NICE utility estimator compares the contours identified in a test image to those identified in the reference image to produce a numerical score indicating the estimated utility score of the test image [78,82]. Image contours or edges, defined by sudden intensity changes in pixel values, can be identified by the presence of an absolute maximum magnitude in the gradient of an image [83].

Image contours can be detected from a single image scale or across multiple image scales. For example, the Sobel edge detector analyzes image content from a single image scale to identify contours. However, energy from edges span multiple image scales, and the HVS does not strictly analyze one image scale of visual information [61]. A wavelet decomposition coarsely approximates the multiscale, multiorientation analysis conducted by the primary visual cortex, and can be used to identify contours at multiple image scales. The Sobel edge detector is computationally efficient, but multiscale contour identification uses visual information from multiple image scales that would be available to the HVS. The performance of NICE was evaluated using both single- and multiscale contour identification methods. The computation that NICE conducts using identified contours is described and followed:

\[
C_{\text{ms}}(E) = \frac{1}{\mu_{L(X)}} \left[ \frac{1}{M} \sum_{i=1}^{M} (L(E_i + \mu_X) - \mu_{L(E_i+\mu_X)})^2 \right]^{1/2},
\]

where \(\mu_{L(X)}\) denotes the average luminance of the reference image \(X\), \(L(E_i + \mu_X)\) denotes the luminance of the \(i\)th pixel of \(E + \mu_X\), \(\mu_{L(E_i+\mu_X)}\) denotes the average luminance of the mean shifted distortions \(E + \mu_X\), and \(M\) is the total number of pixels. Equation (3) normalizes the standard deviation of the luminance values \(E + \mu_X\) according to the mean luminance of \(X\). This normalization accounts for Weber’s law, which asserts that distortions of equal energy are more difficult to detect in brighter regions of an image than in darker image regions. Various other signal fidelity measures have been analyzed with regard to their performance to estimate perceived quality [59,60].

2. Estimators Based on Properties of the HVS

Several quality estimators capitalize on models and principles characterizing low-level HVS properties such as contrast sensitivity [61], contrast masking [32,61,62], and perceived contrast [63,64]. These properties model the detection of a visual target (e.g., the distortions in an image) under a variety of conditions based on the contrast of the distortions. Many quality estimators have been proposed [15–17,21–23,65–75], but this section summarizes a subset that represents a variety of approaches.

Two quality estimators, the weighted SNR (WSNR) and noise quality measure (NQM), evaluate images by incorporating HVS properties to simulate the appearance of the reference and test images to a human and compute the SNR as a function of the difference of the simulated images [72]. Another quality estimator, the visual SNR (VSNR), evaluates images according to a contrast model accounting for low-level HVS properties and the midlevel HVS property of global precedence [74,76]. The last quality estimator in this category, criterion 4 (C4), assesses images using elaborate models of several processing areas of the visual cortex [74]. The models in C4 describe color vision, frequency-orientation analysis, contour detection, perceptual and localization of patterns, object discrimination, and visual memory.

3. Estimators Based on Hypothesized Objectives of the HVS

A family of quality estimators has been developed based on the premise that the HVS has evolved in response to the statistical regularities exhibited by the physical world. The estimators operate under the hypothesis that differences between the statistical characteristics of the reference and test images correspond to a change in perceived quality. Estimators from this family include the structural similarity (SSIM) index [22], a multiscale extension of SSIM (MS-SSIM) [73], and the visual information fidelity (VIF) criterion [23].

SSIM employs a local measure of spatial correlation between the pixels of the reference and test images that is modulated by distortions quantified by locally normalized first (mean) and second (variance) moments. MS-SSIM extends SSIM by evaluating this modified spatial correlation measure across several image scales. The authors of this paper have reported extended discussions and analyses of SSIM and MS-SSIM elsewhere [40,77].
by individual descriptions of the single-scale and multiscale contour identification methods used for NICE.

1. Contour Comparison
An objective score with NICE is computed by comparing the contours of the reference and test images, which are represented as binary images. Before the contours of the reference and test images are compared, binary images representing the contour maps are individually subjected to morphological dilation with a $3 \times 3$ plus sign-shaped structuring element $E$ [34]. Morphological dilation accommodates local registration errors between the reference and test contour maps introduced by distortions in the test image that should not be quantified as errors.

The contours of the reference and test images are compared across S image scales, and $B_i$ and $\hat{B}_i$ respectively denote the contours of the reference and test images at scale $s$. The overall NICE score for the test image is

$$NICE = \frac{\sum_{i=1}^{S} d_H(B_i \oplus E, \hat{B}_i \oplus E)}{\sum_{i=1}^{S} N_{B_i}},$$

where $N_{B_i}$ is the number of nonzero elements of $B_i \oplus E$, $d_H(X, Y)$ denotes the Hamming distance [85] between the two binary vectors $X$ and $Y$, and $B_i \oplus E$ denotes the dilation of the binary image $B$ using the morphological structuring element $E$. The Hamming distance quantifies (1) the number of pixels corresponding to contours in the reference image that have been lost in the test image due to the distortions and (2) the number of pixels corresponding to contours in the test image introduced by the distortions that were absent in the reference image. Since the content of natural images vary, the proportion of pixels corresponding to contours will vary. The factor $N_{B_i}$ accounts for this variability by adaptively scaling the raw score $d_H(B \oplus E, \hat{B} \oplus E)$ according to the extent of the contour information identified in the reference image.

2. Single-Scale Contour Identification with Classical Edge Detectors
Numerous image processing tools have been designed to detect edges in natural images [83,86,87]. These are used to generate the binary images $B_i$ and $\hat{B}_i$ corresponding to contours of the finest image scale of the respective reference and test images for the single-scale implementation of NICE [i.e., $S = 1$ in Eq. (4)]. Edge detectors incorporate a filtering operation that approximates the first derivative of the image. The Sobel and Canny edge detectors were used for the single-scale version of NICE.

The Sobel edge detector filters an image with two $3 \times 3$ linear filters, one that approximates a horizontally oriented derivative and another that approximates a vertically oriented derivative. If $G_x$ and $G_y$ correspond to the approximated horizontal and vertical derivatives of the original image, respectively, then an edge-intensity image, given as $G = G_x^2 + G_y^2$, is subjected to hard thresholding, using a threshold given as twice the average value of $G$ to produce a binary image identifying image contours.

The Canny edge detector filters the image with the derivative of a Gaussian specified for a particular $\sigma > 0$ and applies thresholding to generate a binary image [86]. The parameter $\sigma$ in the Canny filter controls the suppression of high-frequency content (i.e., textures and uncorrelated noise) before detecting edges, and NICE was implemented with the Canny edge detector for $\sigma = 1$.

3. Multiscale Contour Identification
A wavelet representation of an image provides multiscale directional derivatives of that image, which can be used to identify image contours at different image scales. Both the reference and test images are represented using an undecimated implementation of the steerable pyramid [88] using $D$ orientations and $S$ scales [89]. Let $W_{s,0}(i)$ and $\hat{W}_{s,0}(i)$ denote the $i$th wavelet coefficient of the respective reference and test images in the subband corresponding to scale $s \in \{1, 2, \ldots, S\}$ and orientation $\theta \in \{0, \frac{\pi}{2}, \frac{\pi}{4}, \ldots, \frac{\pi}{D} \}$.

For each image scale $s$, the local modulus maxima (LMM) [90] of wavelet coefficient scales correspond to image contours for the reference and test images. The LMM are determined from gradient vectors formed from wavelet subbands corresponding to derivatives in horizontal and vertical spatial directions [90]. Define $G_s(i) = W_{s,0}(i) - jW_{s,2}(i)$ and $\hat{G}_s(i) = W_{s,0}(i) - jW_{s,2}(i)$ as the gradient of the respective reference and test images at scale $s$, where $j = \sqrt{-1}$. For image scale $s$, let $M_s(i) = |G_s(i)|$ and $A_s(i) = \angle G_s(i)$ denote the respective modulus and angle of the gradient of the reference image. Similarly, define $\hat{M}_s(i) = |\hat{G}_s(i)|$ and $\hat{A}_s(i) = \angle \hat{G}_s(i)$ for the test image. The LMM of the reference image correspond to points of $\hat{M}_s(i)$ greater than the two adjacent neighbors in the direction indicated by $\hat{A}_s(i)$, and for the test image, the LMM are similarly identified using $M_s(i)$ and $A_s(i)$. For scale $s$, let $I_s$ and $\hat{I}_s$ denote the binary image masks where $s$ is defined as

$$B_s(i) = \begin{cases} 1 & M_s(i) > \beta_s \text{ and } i \in I_s, \\ 0 & \text{else}, \end{cases}$$

$\hat{B}_s(i)$ is similarly defined using $\hat{M}_s$, $\hat{I}_s$, and $\beta_s$.

6. RESULTS: OBJECTIVE ESTIMATES OF UTILITY AND QUALITY
Subjective experiments are reliable but prohibitively expensive methods to estimate either utility or quality, but an objective estimator that is consistent with subjective responses for either utility or quality can be used in lieu of the subjective experiments. This section evaluates each objective estimator described in Section 3 as both a utility estimator and a quality estimator. Specifically, the objective estimates are evaluated using the perceived utility and perceived quality scores from the subjective experiments. Objective estimators that provide accurate and reliable estimates of the subjective scores also serve as signal analysis tools that can be analyzed to understand which image characteristics impact the subjective
scores. For example, an objective estimator that reliably estimates perceived utility scores can be dismantled to understand the image characteristics that affect utility.

The implementations of all the objective estimators were obtained from the respective authors and are available in the Metrix Mux compilation of objective estimators [91]. Single-scale implementations of NICE are evaluated using the Sobel and Canny edge detector, respectively denoted as NICE$_{\text{sobel}}$ and NICE$_{\text{Canny}}$. Multiscale implementations of NICE are evaluated using up to four scales [i.e., for $S = 1, 2, 3, 4$ in Eq. (4)], where each implementation is denoted MS-NICE$_S$ (i.e., MS-NICE$_{C}$ denotes MS-NICE using the first three image scales).

A monotonic, nonlinear mapping between objective estimates and subjective scores is often recommended before analyzing the performance of an objective estimator [92]. However, the nonlinear mapping functionally compensates for objective estimator’s shortcomings and obscures the relationship between the image characteristics analyzed by that objective estimator and those that affect the subjective scores. Thus, a linear mapping between the objective estimates and the subjective scores was used to avoid drawing erroneous conclusions from the results that are due to the nonlinear mapping and not the objective estimator. Furthermore, objective estimators that estimate either utility or quality using only a linear mapping are preferred, since training data is not needed to calibrate the nonlinear mapping associated with the objective estimator (see also Appendix VI.3 of [93]).

An affine linear function $h_{\tau}$ that maps the objective estimates to the range of values corresponding to the subjective scores that lie in the domain $\mathcal{E}$ was fitted to the data. The parameters of $h_{\tau}$ were found by minimizing the sum of the set of squared residuals $\{[h_{\tau}(d_i) - e_i]^2\}_{i=1}^n$ for the $n$ images, where $d_i$ and $e_i$ respectively denote an objective estimate and a subjective score for image $i$.

To test the performance of an objective estimator as a utility estimator and a quality estimator both correlation and accuracy statistics were used to quantify the relationship between its objective estimates and the respective subjective scores. Specifically, (1) the objective estimates and the subjective scores must be strongly correlated and (2) the objective estimator must accurately estimate the subjective scores.

The correlation and accuracy statistics used in Subsection 4.A (i.e., ρ, τ, r, RMSE, and OR) are used to evaluate the ability of the objective estimators to estimate subjective scores. The resolving power (RP$_{0.05}$) is another accuracy statistic that is used to specify the smallest difference in fitted objective scores for a pair of test images such that the difference is significant based on the estimated error of the subjective scores at the 95% confidence level [94].

The skewness and kurtosis of the set of residuals $\{[h_{\tau}(d_i) - e_i]^2\}_{i=1}^n$ are also reported. Values of skewness and kurtosis that differ from 0 and 3, respectively, suggest that the residuals do not come from a Gaussian distribution. The best performing objective estimators will have residuals that come from a Gaussian distribution with a small standard deviation (i.e., small RMSE); such estimators analyze important image characteristics that describe the variation in the subjective scores.

Statistical differences in accuracy are determined by comparing the variance of the residuals corresponding to different objective estimators. An $F$ test frequently is used to compare the variance of the residuals corresponding to different objective estimators, but an assumption with the $F$ test is that the residuals come from a Gaussian distribution [53,92]. For most objective estimators, the residuals did not come from a Gaussian distribution according to the JB normality test [51], so the Brown–Forsythe–Levene (BFL) test [95], rather than the $F$ test, was used to compare the variance of the residuals for different objective estimators, with results reported by the corresponding $p$ value. With the BFL test, $p$ values greater than 0.05 indicate that the variance of the residuals for two estimators are statistically equivalent at the 95% confidence level.

The results that characterize the performance of the objective estimator as both (1) utility estimators and (2) quality estimators are reported separately. A general summary of the results is presented.

A. Results: Objective Estimates of Perceived Utility
A utility estimator should both detect recognizable images and provide accurate estimates of perceived utility.

1. Determining If Test Images Are Recognizable
Objective estimators can be used to determine if test images are recognizable by applying an appropriate threshold to the score generated by that estimator.

An image is either recognizable or unrecognizable. Cast as a two-class detection problem, the performance of an estimator as a detector can be characterized by its receiver operating characteristic (ROC) [96–98]. A ROC curve summarizes the relationship between the proportion of true positives and false-positives for a given estimator using a range of threshold values. The area under the ROC curve (AUC) collapses the performance of an objective estimator to a single number. Given a pair of test images belonging to each class (i.e., one recognizable and one unrecognizable), the AUC quantifies the probability that an estimator correctly distinguishes recognizable images from unrecognizable images.

The objective estimators were evaluated as recognition detectors by applying a threshold to the objective estimates to classify an image as either recognizable or unrecognizable. A total of 1000 thresholds were tested ranging from 0.95 of the minimum objective estimate to 1.05 times the maximum objective estimate. For each threshold, the true positive rate (i.e., the proportion of times an image was correctly classified as recognizable) and the false-positive rate (i.e., the proportion of times an image was incorrectly classified as recognizable) were recorded. ROC curves were generated from the recorded pairs of true-positive and false-positive rates. The AUC was estimated by the trapezoidal rule [97]. The AUC is a statistic estimated from available data and is therefore a random variable, so the 95% confidence intervals for the estimates of the AUC were computed [97]. The first column of Table 3 lists the AUC as the recognition detection accuracy for each objective estimator that was used to detect recognizable images across all distortions.

VIF, VIF$^p$, NICE$_{sobel}$, NICE$_{Canny}$, and all versions of MS-NICE correctly distinguish recognizable images from unrecognizable images with statistically greater probability than the other objective estimators. All of the other objective estimators correctly rank two such images with probability greater than chance. In Table 3, the absolute maximum value of the recognition detection accuracy is shown in bold, and values
that are statistically equivalent with 95% confidence are italicized. The subjective experiments revealed a linear relationship between perceived quality scores and perceived utility scores for low-quality distorted images, so an objective estimator that produces accurate estimates of perceived quality scores should also accurately detect recognizable images. All the other objective estimators exhibit poor recognition detection accuracy because these estimators severely underestimate the perceived utility scores of TS + HF distorted images. Specific details about the performance of these estimators are discussed alongside the results presented in Subsection 6.A.2.

2. Estimating the Perceived Utility of Recognizable Test Images
A utility estimator should accurately estimate the perceived utility of a test image deemed recognizable. Only those test images with perceived utility scores exceeding –15 (n = 163 test images) are used to evaluate an estimator’s performance as a utility estimator, since accurate estimates of perceived utility scores for unrecognizable images are unnecessary. Table 3 summarizes the correlation and accuracy statistics for all the objective estimators when analyzing their linearly mapped objective estimates with respect to the perceived utility scores. The p value for the BFL test BFLp is reported when the residuals of each objective estimator were compared with the residuals of VIF, since residuals for VIF exhibited the smallest variance when VIF was evaluated as a utility estimator.

The following reports the key results, which appear in bold, followed by a summary of the results for subsets of objective estimators that exhibit similar performance. Statistical justifications, general interpretations, and specific remarks about the objective estimators are reported.

Estimators that strictly analyze distortions to high-frequency content and measure degradations to image contours accurately estimate perceived utility. VIF, NICE_Sobel, NICE_Canny, and MS-NICE_S2 outperform the other objective estimators as utility estimators. Relative to the other estimators evaluated, estimates from these estimators strongly correlate with the perceived utility scores (r > 0.91, p > 0.93, r > 0.78). Estimates from these objective estimators more accurately estimate the perceived utility scores than the other estimators (RMSE ≤ 15.4, OR < 0.6, RP0.05 < 39.2).

VIF, NICE_Sobel, NICE_Canny, and MS-NICE_S2 strictly analyze the high-frequency content of the reference and test images. NICE_Sobel, NICE_Canny, and MS-NICE_S2 primarily analyze disruptions to contours, whereas VIF analyzes any disruption to high-frequency content (i.e., both contours and textures). Most importantly, all of these estimators do not analyze disruptions to low-frequency content, which contributed to the poorer performance of many of the other objective estimators as utility estimators. A detailed discussion that compares VIF to NICE is presented in Subsection 7.B.

Among the various implementations of NICE and MS-NICE, estimates from NICE_Canny most accurately estimate the perceived utility scores. The RMSE for NICE_Canny is smallest among the various implementations of NICE and MS-NICE, but is not statistically significant. However, the residuals for NICE_Canny exhibit much higher kurtosis that those for the other implementations of NICE and MS-NICE. Residuals exhibiting high kurtosis indicate that most of the estimates from NICE_Canny are very accurate with respect to the

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Recognition Detection Accuracy</th>
<th>Correlation Measures</th>
<th>Accuracy Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ρ</td>
<td>β</td>
<td>r</td>
</tr>
<tr>
<td>Spectral slope</td>
<td>0.729</td>
<td>0.751 0.535 0.730</td>
<td>25.6 0.748 64.4 &lt;10⁻³ 0.51/2.8</td>
</tr>
<tr>
<td>Signal fidelity measures</td>
<td>PSNR, C(m(E))</td>
<td>0.768</td>
<td>0.520 0.422 0.414</td>
</tr>
<tr>
<td>Estimators based on HVS properties</td>
<td>WSNR, NQM, VSNR, C4</td>
<td>0.792</td>
<td>0.521 0.404 0.211</td>
</tr>
<tr>
<td>Estimators based on hypothesized HVS objectives</td>
<td>SSIM, MS-SSIM, VIF, VIF*</td>
<td>0.924</td>
<td>0.862 0.682 0.845</td>
</tr>
<tr>
<td>Proposed utility estimators</td>
<td>NICE_Sobel, NICE_Canny, MS-NICE, MS-NICE_S2</td>
<td>0.980</td>
<td>0.951 0.804 0.924</td>
</tr>
</tbody>
</table>

Table 3. Statistics Summarizing the Performance of Estimators as Utility Estimators*
perceived utility scores and poorly estimated for only a few distorted images. Further inspection of the relationship between estimates from \( \text{NICE}_\text{Canny} \) and the perceived utility scores revealed that \( \text{NICE}_\text{Canny} \) less accurately estimates the perceived utility scores for distorted images formed from the skier and caged birds images relative to distorted images formed from the remaining seven images. Removing distorted images formed from the skier and caged birds images, both significantly increases the linear correlation and significantly reduces the RMSE to 0.97 and 9.3, respectively. The interpretation of none of the other estimators changes as significantly when these distorted images are removed; even the RMSE for VIF only reduces to 11.

\( \text{NICE}_\text{Canny} \) underestimates the perceived utility scores for the skier distorted images. The Canny edge detector identifies contours within the snow region below the skier in the skier image. Because all of the distortions blur the pixel values in the snow region of the image, \( \text{NICE}_\text{Canny} \) no longer detects most of these contours in the snow region in any of the distorted images at the lowest level of distortion. Consequently, \( \text{NICE}_\text{Canny} \) measures a large degradation to image contours in these slightly distorted images. Furthermore, a majority of the contours detected in the reference image correspond to the snow region of the image, so additional degradations to contours have a small impact on the estimate from \( \text{NICE}_\text{Canny} \). The Sobel edge detector did not identify any contours in the snow region of the image, and thus removing skier distorted images from the data set did not change the interpretation of its performance as a utility estimator.

\( \text{NICE}_\text{Canny} \) overestimates the perceived utility scores for the caged birds distorted images. The cage in the caged birds image blocks the two birds, and the bars of the cage contribute strong edges that are identified by the Canny edge detector. As this image is distorted, the strong edges corresponding to the bars of the cage are not significantly suppressed, and thus, \( \text{NICE}_\text{Canny} \) only measures a small overall degradation to the image contours. Because the cage partially occludes the birds, a higher-level, more complex analysis is necessary to distinguish the birds from the cage and measure the degradation of their respective contours. We hypothesize that the human observers primarily attend to the birds with an awareness of the cage, and perceived utility is gauged by the detail of the birds. \( \text{NICE}_\text{Canny} \) does not separately measure the degradation of contours corresponding to the birds and the cage within this image.

For the remaining distorted images, \( \text{NICE}_\text{Canny} \) outperforms the other implementations of \( \text{NICE} \) and \( \text{MS-NICE} \), and these different implementations largely vary with respect to the edge-detector used. The Sobel, Canny, and wavelet-based edge detectors used by \( \text{NICE} \) were evaluated using the publicly available Berkeley Segmentation Dataset and Benchmark to determine which method identifies contours that best correspond with those identified by humans [100]. The wavelet-based edge detector was tested using only its finest scale contour maps (i.e., \( s = 1 \)), since \( \text{MS-NICE}_1 \) exhibits the smallest residual variance among the four versions of \( \text{MS-NICE} \). The Canny edge detector ranked highest among the three methods, which suggests that its contour maps correspond best with those formed by humans. \( \text{NICE} \) is designed assuming that degradation to contours coincide with a decrease in utility, and better correspondence between the objectively identified contours and those identified by a human should improve the performance of \( \text{NICE} \). The overall performance of \( \text{NICE}_\text{Canny} \) as a utility estimator combined with the correspondence between its contour maps and those identified by humans illustrate the importance of contour information when estimating perceived utility.

A monotonic, nonlinear mapping improves the accuracy of \( \text{MS-NICE}_3 \) and \( \text{MS-NICE}_4 \) as utility estimators. Estimates from both \( \text{MS-NICE}_3 \) and \( \text{MS-NICE}_4 \), strongly correlate with perceived utility scores \( (r = 0.9, 0.95 < r < 0.96, \ 0.79 < r < 0.82) \), and their rank correlation statistics are statistically equivalent to those of VIF. However, these two estimators produce less accurate estimates of perceived utility (RMSE = 16). A monotonic, nonlinear mapping, which does not affect \( \rho \) and \( \tau \), improved both the linear correlation and accuracy between estimates from both \( \text{MS-NICE}_3 \) and \( \text{MS-NICE}_4 \) and the perceived utility scores. This nonlinear mapping primarily compresses differences among the objective estimates for distorted images with low perceived utility scores (i.e., near the RT). Although the nonlinearity improves their performance as utility estimators, the nonlinear mapping introduces a stage of processing that was not incorporated into \( \text{MS-NICE}_0 \), and illustrates that \( \text{MS-NICE}_0 \)'s analysis of the reference and test images for \( S > 2 \) without the monotonic, nonlinearity degenerates as utility decreases. In particular, \( \text{MS-NICE}_0 \) becomes increasingly sensitive to disruptions to low-frequency content for distorted images with low perceived utility scores as \( S \) increases and coarser image scales are analyzed.

VIF* produces unreliable estimates of perceived utility, especially for TS + HPF distortions with high perceived utility. Estimates from VIF* strongly correlate with and accurately estimate perceived utility scores, and most of VIF*'s correlation and accuracy statistics are statistically equivalent to those of VIF. However, VIF* underestimates the perceived utility of TS + HPF distorted images with high perceived utility because, unlike VIF, VIF* has a greater sensitivity to disruptions to low-frequency content. The negative skewness of VIF*'s residuals are a consequence its poor estimates of the perceived utility scores for TS + HPF distorted images. The results from the subjective experiments described in Section 4 demonstrate that disruptions to low-frequency content do not consistently affect perceived utility scores. Therefore, VIF*'s unreliable performance as a utility estimator, especially for TS + HPF distorted images, is expected because VIF* is sensitive to disruptions to low-frequency content.

**Estimators that analyze distortions to low-frequency content perform poorly as utility estimators.** The spectral slope, signal fidelity measures, objective estimators based on HVS properties, SSIM, and MS-SSIM perform poorly as utility estimators. Estimators from these estimator exhibit weaker correlation with perceived utility scores \( (\rho < 0.86, \ r < 0.68, \ r < 0.85) \) and less accurately estimate perceived utility (RMSE > 20, OR > 0.6, RP_{0.05} > 54) than the other estimators (i.e., the variants of \( \text{NICE} \) and VIF).

The TS + HPF distorted images largely influence the performance of these estimators. When each estimator was analyzed as a utility estimator with the TS + HPF distorted images removed, all estimators except the spectral slope exhibited significantly better performance as utility estimators. The performance improvements when the TS + HPF distorted images
are removed indicate that these estimators operate with the assumption that distortions do not compromise the integrity of the low-frequency content without also severely distorting the high-frequency content. Such an assumption is consistent with the behavior of lossy image compression methods but could be problematic for other types of distortion artifacts that arbitrarily distort an image such as transmission errors due to packet loss.

The spectral slope quantifies the shape of the distorted image’s frequency response. The J2K + DCQ, TS, and TS + HPF distortions primarily disrupt and suppress high-frequency content before low-frequency content as the level of distortion increases, which leads to a significant decrease in the spectral slope (i.e., $\beta$ increases in $A(f) = 1/f^\beta$). JPEG distortions simultaneously disrupt, suppress, and introduce high-frequency content (e.g., blocking artifacts) and lead to a modest increase in $\beta$ relative to the other distortions as the level of distortion increases. As a result, the relationship between the spectral slope and perceived utility varies with each distortion type, and the spectral slope is observed to be an unreliable indicator of utility, since its relationship with perceived utility scores varies with distortion type.

The signal fidelity measures as well as the estimators based on HVS properties generate objective estimates that are entirely, or in part, a function of energy measurements of the reference and test images. PSNR and $C_{\text{rms}}(E)$ measure the global energy of the difference image $X - \hat{X}$ in the pixel and luminance domains, respectively. VSNR analyzes the visibility of the global contrast of the difference image across several image scales. The other estimators based on HVS properties apply different filters to suppress frequency content less sensitive to the HVS and compare the global energy of the filtered reference and test images in the frequency domain. All of these estimators account for distortions to low-frequency content, and the loss of low-frequency content significantly decreases the energy of the distorted image relative to the reference image. Consequently, each of these estimators underestimate the perceived utility scores for TS + HPF distorted images.

Both SSIM and MS-SSIM incorporate an analysis of low-frequency content via a comparison of the spatially local mean pixel values of the reference and test images. In addition to MS-SSIM’s local mean comparison of the reference and test images, MS-SSIM compares the variance of spatially local pixel values of the reference and test images across multiple image scales. Thus, both MS-SSIM’s mean and variance comparisons analyze the low-frequency content of the reference and test images, whereas only SSIM’s mean comparison analyzes the low-frequency content of the reference and test images.

SSIM and MS-SSIM were modified by removing the comparisons of the reference and test images that quantify disruptions to low-frequency content, and both modified estimators exhibited better performance as utility estimators than their original implementations across all five distortion types. The linear correlation and RMSE between SSIM’s estimates and perceived utility significantly improve to 0.92 and 15, respectively, when SSIM operates without the local mean comparison (i.e., when SSIM ignores disruptions to low-frequency content). The linear correlation and RMSE between MS-SSIM’s estimates and perceived utility modestly improve to 0.73 and 25, respectively, when MS-SSIM operates without both the local mean variance comparisons across multiple image scales. Even when the local mean and variance comparisons have been removed, MS-SSIM’s multiscale analysis necessarily quantifies distortions to low-frequency content and explains its modest performance improvement. However, the significant improvement demonstrated with SSIM when the local mean comparisons are removed relative to the original implementation of SSIM suggests that an analysis of high-frequency content provides reliable estimates of perceived utility [101].

B. Results: Objective Estimates of Perceived Quality

A quality estimator should produce objective estimates that are both strongly correlated with perceived quality and accurately estimate perceived quality. All test images ($n = 243$) were used to evaluate an estimator’s performance as a quality estimator because a reliable quality estimator should accurately determine the quality of unrecognizable distorted images, even though they have “bad” quality. Table 4 summarizes the statistics for each objective estimator when analyzing the linearly mapped objective estimates with respect to the perceived quality scores. The difference between VIP’s estimates and the perceived quality scores exhibited the smallest variance (i.e., smallest RMSE), so the $p$ value for the BFL test is reported when the residuals of estimates from each objective estimator when used as quality estimates were compared with that of VIP.

The following reports the key results, which appear in bold, followed by a summary of the results for subsets of objective estimators that exhibit similar performance. Statistical justifications, general interpretations, and specific remarks about the objective estimators are reported.

**Estimators that are sensitive to distortions to low-frequency content perform poorly as quality estimators over a variety of distortions.** The spectral slope, signal fidelity measures, and objective estimators based on HVS properties, SSIM, and MS-SSIM perform poorly as quality estimators over a variety of distortions. Estimates from these estimators, weakly correlate ($p \in [0.52, 0.87]$, $r \in [0.33, 0.70]$, $r \in [0.40, 0.88]$) with and/or inaccurately estimate (RMSE $\in [0.50, 1.1]$, $\sigma \in [0.51, 0.89]$, and $R_{\text{TP}} \in [1.6, 2.6]$) the perceived quality scores. A difference of 1 in perceived quality corresponds to a different quality category (i.e., “fair” versus “good”).

The TS + HPF distortions are largely responsible for the poor performance of these estimators as quality estimators. In fact, when each estimator was analyzed with the TS + HPF distortions removed from the test image set, the interpretation of the performance of these estimators changes: the correlation and accuracy statistics of these estimators improved. Apart from the spectral slope and $C_{\text{rms}}(E)$, these objective estimators previously have been evaluated as quality estimators on other image databases that do not include distortions that deliberately disrupt the low-frequency content without severely disrupting the high-frequency content [74, 102, 103]. The performance of these estimators on the current database of test images, which includes distortions that disrupt low-frequency content without severely disrupting high-frequency content (i.e., the TS + HPF distortions for small $\gamma$), demonstrates that these estimators were designed...
and tested under the assumption that either (1) distortions will not compromise the integrity of the low-frequency content, (2) distortions to low-frequency content will coincide with severe distortions to high-frequency content, or (3) distortions to low-frequency content have a negligible impact on quality. However, the current results indicate that these different assumptions do not reflect the general image characteristics that influence judgments of perceived quality. Namely, the loss of low-frequency content without severely disrupting high-frequency content coincides with a significant decrease in quality.

The spectral slope, as discussed in Subsection 6.A.2, quantifies the shape of the distorted image’s frequency response, which varies for the different distortions. However, the correlation between the spectral slope and the perceived quality scores is significantly lower than the correlation between the spectral slope and the perceived utility scores. Specifically, the spectral slope accounts for 53% (i.e., 100% - 47%) of the variation of utility, but only 34% of the variation in quality. An analysis of the relationship between the spectral slope and the perceived quality scores revealed that TS + HPF distorted images have spectral slopes similar to TS and J2K + DCQ distorted images, but TS + HPF distorted images have significantly lower perceived quality. Thus, the spectral slope is an unreliable indicator of quality over a variety of distortions.

The signal fidelity measures as well as the estimators based on HVS properties, excluding C4, produce estimates that are a function of the energy of the reference and test images and account for distortions to low-frequency content, which, according to the subjective experiments, significantly affects quality. However, these estimators are very sensitive to distortions to low-frequency content and consequently underestimate the perceived quality scores of TS + HPF distorted images.

An analysis of the relationship between the estimates from C4, SSIM, and MS-SSIM and the perceived quality scores revealed that their accuracy decreases as quality decreases, which indicates that their analyses of the reference and test images degenerate as quality decreases. However, the Spearman rank correlation (\( r > 0.70 \)) between perceived quality and the estimates from these three estimators suggest that they each exhibit a nonlinear, monotonic relationship with the perceived quality scores. Fitting the estimates from these estimators to the perceived quality scores with a nonlinear, monotonic mapping significantly changes the interpretation of their performance as quality estimators: each significantly improves as a quality estimator. Each of these estimators analyze distortions to low-frequency content, as discussed in Subsection 6.A.2, and the subjective experiments demonstrate that distortions to low-frequency content affect perceived quality. However, even with a nonlinear mapping these estimators remain sensitive to distortions to low-frequency content and still underestimate the perceived quality of TS + HPF distorted images.

Estimators that analyze all frequency content without overemphasizing the significance of distortions to low-frequency content accurately estimate perceived quality scores over a variety of distortions. VIF\(^a\) produces more reliable estimates of perceived quality scores than VIF over a variety of distortions. Estimates from VIF strongly correlate (\( \rho > 0.92, \tau > 0.77, r > 0.95 \)) with and accurately estimate (RMSE < 0.35, OR < 0.57, RP\(_{0.05} \) \( \in [0.83, 1.1] \)) perceived quality scores, and most of VIF’s correlation and accuracy statistics are statistically equivalent to those of VIF\(^a\).

VIF distinguishes smaller differences among distorted images with high perceived quality more reliably than VIF\(^a\), which results in smaller resolving powers for VIF because VIF is more sensitive to disruptions to high-frequency content than VIF\(^a\). Modest disruptions to high-frequency content (i.e.,
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### Table 4. Statistics Summarizing the Performance of Objective Estimators as Quality Estimators\(^a\)

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Correlation Measures</th>
<th>Accuracy Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \rho )</td>
<td>( \tau )</td>
</tr>
<tr>
<td><strong>Spectral slope</strong></td>
<td>( \beta )</td>
<td></td>
</tr>
<tr>
<td>Signal fidelity measures</td>
<td>PSNR</td>
<td>0.518</td>
</tr>
<tr>
<td></td>
<td>C(_{\text{inu}(E)})</td>
<td>0.627</td>
</tr>
<tr>
<td>Estimators based on HVS properties</td>
<td>WSNR</td>
<td>0.582</td>
</tr>
<tr>
<td></td>
<td>NQM</td>
<td>0.600</td>
</tr>
<tr>
<td></td>
<td>VSNR</td>
<td>0.607</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>0.822</td>
</tr>
<tr>
<td>Estimators based on hypothesized HVS objectives</td>
<td>SSIM</td>
<td>0.870</td>
</tr>
<tr>
<td></td>
<td>MS-SSIM</td>
<td>0.713</td>
</tr>
<tr>
<td></td>
<td>VIF</td>
<td>0.929</td>
</tr>
<tr>
<td></td>
<td>VIF(^a)</td>
<td>0.938</td>
</tr>
<tr>
<td>Proposed utility estimators</td>
<td>NICE(_{\text{global}})</td>
<td>0.932</td>
</tr>
<tr>
<td></td>
<td>NICE(_{\text{max}})</td>
<td>0.914</td>
</tr>
<tr>
<td></td>
<td>MS-NICE(_1)</td>
<td>0.935</td>
</tr>
<tr>
<td></td>
<td>MS-NICE(_2)</td>
<td>0.937</td>
</tr>
<tr>
<td></td>
<td>MS-NICE(_3)</td>
<td>0.940</td>
</tr>
<tr>
<td></td>
<td>MS-NICE(_4)</td>
<td>0.946</td>
</tr>
</tbody>
</table>

\(^a\)The Pearson (linear) correlation coefficient \( r \), the Spearman rank correlation coefficient \( \rho \), the Kendall rank correlation \( \tau \), the RMSE, the OR, and the resolving power \( \text{RP}_{0.05} \) are reported when the estimates are compared with the perceived quality scores for all test images (\( n = 243 \)). Italicized \( p \) values corresponding to the BFL test (BFL\(_p \)) indicate that the residual variance is statistically equivalent to that of VIF\(^a\). The skewness and kurtosis of the residuals are italicized when the JB test indicated that they each exhibit a nonlinear, monotonic relationship with the perceived quality scores. Fitting the estimates from these estimators to the perceived quality scores with a monotonic, nonlinear mapping significantly changes the interpretation of their performance as quality estimators: each significantly improves as a quality estimator. Each of these estimators analyze distortions to low-frequency content, as discussed in Subsection 6.A.2, and the subjective experiments demonstrate that distortions to low-frequency content affect perceived quality. However, even with a nonlinear mapping these estimators remain sensitive to distortions to low-frequency content and still underestimate the perceived quality of TS + HPF distorted images.
textures) affect the perceived quality of high-quality yet visibly distorted images. However, distortions to low-frequency content have a greater affect on perceived quality than distortions to high-frequency components (see Section 4), and VIF* is more sensitive to low-frequency distortions than VIF. Consequently, VIF* estimates the perceived quality scores of TS + HPF distortions more accurately than VIF, which results in the slightly smaller, although not statistically significant, RMSE observed for VIF* as compared to VIF. However, VIF overestimates the perceived quality scores of TS + HPF distorted images because disruptions to low-frequency content do not affect estimates from VIF unless they accompany severe disruptions to high-frequency content. VIF*, however, analyzes the low-frequency content. In short, VIF performs well as a quality estimator for applications that do not encounter distortions such as the TS + HPF distortions that disrupt low-frequency content without severely disrupting high-frequency content. However, VIF* performs well as a quality estimator across a variety of distortions because its modifications to VIF normalize the individual channel measurements based on the energy distribution of the reference image across image scales (see Section 8).

Estimators that measure degradations to image contours perform poorly as quality estimators over a variety of distortions. NICE$_{Sobel}$ and the various implementations of MS-NICE produce unreliable estimates of perceived quality across a variety of distortions. Estimates from these estimators strongly correlate ($p \in [0.91, 0.95]$, $r \in [0.74, 0.81]$, $r \in [0.85, 0.94]$) with and estimate with moderate accuracy (RMSE $\in [0.39, 0.58]$, OR $\in [0.56, 0.79]$, $R_{0.05} \in [1.0, 2.5]$) the perceived quality scores.

A nonlinear relationship between the perceived quality scores and the estimates from both NICE$_{Sobel}$ and MS-NICE$_{S(4)}$ was observed and quantified by their strong Spearman correlation statistics ($p > 0.93$). Further analysis of this nonlinear relationship revealed that small degradations to contours, as measured by both NICE$_{Sobel}$ and MS-NICE$_{S(4)}$, correspond to large changes in the perceived quality scores. In other words, distorted images with high perceived quality scores primarily exhibit visible degradations to textures, and both NICE$_{Sobel}$ and MS-NICE$_{S(4)}$ do not measure degradations to image textures, which influence perceived quality. Furthermore, distorted images with very low perceived quality exhibit large changes in contours, as measured by NICE$_{Sobel}$ and MS-NICE$_{S(4)}$, but exhibit very little change in perceived quality. Thus, heavily distorted images (i.e., with very low perceived quality) exhibit strong variations in signal characteristics that correspond to very small changes in perceived quality. This follows if one considers again a reference/distortion sequence beginning with an unrecognizable image and evolving toward a useful, medium-quality image. The dramatic perceptual changes in subsequent images near the RT will coincide with significant variations in the underlying signal characteristics, especially the emergence of contours, as detected by NICE$_{Sobel}$ and MS-NICE$_{S(4)}$. Despite these dramatic perceptual changes, the perceived quality scores of these images are still very low relative to the undistorted reference images.

For NICE$_{Sobel}$ and MS-NICE$_{S(4)}$, a monotonic, nonlinear mapping increases the linear correlation between their objective estimates and the perceived quality scores to at least 0.94 and is statistically larger for MS-NICE$_4$ ($r = 0.97$). The nonlinear mapping also reduces the RMSE to less than 0.41 and is smallest for MS-NICE$_4$ (RMSE = 0.28). The fitted nonlinearity expands small differences among estimates from NICE$_{Sobel}$ and MS-NICE$_{S(4)}$ for distorted images with high perceived quality and compresses large differences among estimates from NICE$_{Sobel}$ and MS-NICE$_{S(4)}$ for distorted images with low perceived quality. Among the single- and multiscale implementations of NICE, MS-NICE$_4$ exhibits the best performance as a quality estimator when fitted with a nonlinear mapping because, as discussed in Subsection 6.A2, implementations of MS-NICE$_S$ for larger $S$ are more sensitive to low-frequency distortions than the other versions (i.e., NICE and MS-NICE$_{S(2)}$), which analyze distortions to high-frequency content.

Although the monotonic, nonlinear mapping changes the interpretation of the performance of NICE$_{Sobel}$ and MS-NICE$_{S(4)}$ as quality estimators, the parameters of this nonlinearity may vary for distortions not included in the current collection of test images. The current results cannot definitively establish that using both NICE$_{Sobel}$ and MS-NICE$_{S(4)}$ with a tuned nonlinear mapping provides reliable and accurate estimates of perceived quality over a variety of distortion types.

NICE$_{Canny}$ performs poorly as a quality estimator for medium-quality distorted images. Over the entire collection of distorted images, estimates from NICE$_{Canny}$ exhibit correlation and accuracy statistics as a quality estimator that are statistically equivalent to those of VIF* when considering the entire collection of distorted images. However, the performance of NICE$_{Canny}$ as a quality estimator is not consistent for different regions of quality. Specifically, estimates from NICE$_{Canny}$ exhibit statistically weaker linear correlation with the perceived quality scores ($r = 0.62$) than VIF* ($r = 0.82$) for distorted images with medium quality (i.e., perceived quality scores between $[2.25, 3.75]$). Furthermore, the RMSE between estimates using both VIF* and NICE$_{Canny}$ and perceived quality scores are 0.28 and 0.42, respectively, for medium-quality distorted images, and the variance of the residuals are statistically smaller for VIF* than NICE$_{Canny}$. In both the low- and high-quality regions, the performance statistics for VIF* and NICE$_{Canny}$ are statistically equivalent.

The relationship between NICE$_{Canny}$ and the perceived quality scores is consistent with the relationship observed between perceived quality scores and perceived utility scores: perceived utility is unreliably predicted from perceived quality for medium-quality distorted images. Likewise, NICE$_{Canny}$ estimates the perceived quality less reliably for distorted images with medium quality. TS + HPF and TS distorted images with equal $\gamma$ formed from the same reference image have very similar values for NICE$_{Canny}$, which is consistent with their equal perceived utility scores yet different perceived quality scores. NICE$_{Canny}$ overestimates the quality of TS + HPF distorted images because it does not analyze distortions to low-frequency content, whereas VIF* does and most accurately estimates the perceived quality of TS + HPF distorted images.

C. Results: Summary

When estimating perceived utility scores, objective estimators that analyze the high-frequency content of the reference and test images outperform those estimators that also analyze the low-frequency content of the reference and test images. Specifically, VIF, NICE$_{Sobel}$, NICE$_{Canny}$, and MS-NICE$_{S(2)}$ produce
the most reliable estimates of perceived utility scores. The interpretation of both SSIM and MS-SSIM as utility estimators changes when they operate without the components that analyze low-frequency content (i.e., the mean component and, in the case of MS-SSIM, also the variance component): both estimators provide more accurate estimates of perceived utility than their original implementations.

NICE\textsubscript{Canny} produces the most accurate estimates of the perceived utility scores when the skier and caged birds images were discarded. These images reveal two limitations of NICE\textsubscript{Canny}: (1) detection of less visible contours (e.g., those in snow region in the skier image) and (2) separate analysis of relevant versus irrelevant contours (e.g., the birds versus the bars of the cage in the caged birds image). Despite these limitations, NICE\textsubscript{Canny} demonstrates that perceived utility scores can be reliably estimated from an analysis of image contour degradation.

When estimating perceived quality scores, estimates from VIF\textsuperscript{*} most accurately estimate the perceived quality scores. Unlike many of the other objective estimators, VIF\textsuperscript{*} analyzes both high- and low-frequency content of the reference and test images without overemphasizing disruptions to low-frequency content. Several other estimators grossly underestimate the perceived quality scores of TS + HPF distorted images because these estimators analyze low-frequency content but overemphasize the effect of distortions to low-frequency content. VIF\textsuperscript{*} weights the relative influence of distortions to low- and high-frequency content on its estimates in a manner that yields accurate estimates of perceived quality.

7. DISCUSSION

The subjective experiments establish that perceived quality is not a suitable proxy for perceived utility. An evaluation of objective estimators as both utility and quality estimators revealed that an analysis of degradations to high-frequency content and, specifically, image contours produces accurate estimates of perceived utility, whereas a properly weighted analysis of degradations across all frequency content produces accurate estimates of perceived quality. This section discusses (1) the limitation of the perceived utility scores, (2) the image characteristics revealed by objective estimators that impact perceived utility and perceived quality, and (3) the relationship between object recognition, perceived utility, and the analysis conducted by NICE\textsuperscript{2} [104].

A. Limitations of Perceived Utility Scores

Relative perceived utility scores of distorted images were obtained using a paired comparison methodology that has two limitations. The subjective responses lack information about the specific content actually recognized by the observers viewing the distorted images because the test method only collected binary responses (i.e., a choice) from observers in response to the query, “Which image tells you more about the content?” This precludes an analysis of the data based on the actual criteria that led observers to their responses.

The second limitation is that observers may have used a secondary factor such as perceived quality to choose an image when both images appeared equal with regard to their perceived usefulness. For example, for the airplane, backhoe, and caged birds images, the TS distorted images had higher perceived utility than the TS + HPF distorted image with the same γ. If observers consistently rely on a secondary factor to choose an image, then the perceived utility scores will be intermixed with these secondary factors. Because TS distorted images have greater perceived quality than TS + HPF distorted images, the perceived quality is the most likely secondary factor to influence an observer’s decision.

Despite the limitations with the current method used to obtain relative perceived utility scores, the results still illustrate a distinction between perceived quality and perceived utility, and any improvements to the test methodology used to obtain relative perceived utility scores are expected to reveal greater differences between perceived quality and perceived utility.

B. Objective Estimators Reveal Image Characteristics That Impact Utility and Quality

Among the objective estimators investigated, VIF and NICE performed best as utility estimators, and VIF\textsuperscript{*} performed best as a quality estimator. First, the signal analyses conducted by VIF\textsuperscript{*} and VIF\textsuperscript{2} are analyzed and compared, since the distinctions between VIF\textsuperscript{*} and VIF\textsuperscript{2} reiterate the conclusion drawn from the subjective experiments that low-frequency content affects perceived utility but not quality. Second, the signal analyses conducted by VIF and NICE are analyzed and compared, since VIF and NICE illustrate different uses of high-frequency content to estimate utility. Last, the impact that an edge detector used with NICE has on its performance as a utility estimator for other distortions is discussed.

1. VIF Versus VIF\textsuperscript{*}: Low-Frequency Content Affects Quality

VIF and VIF\textsuperscript{*} analyze the reference and test images using the steerable pyramid decomposition [88], which models the well-accepted multichannel characterization of the analysis conducted by the HVS in the primary visual cortex [61] (a mathematical description of VIF and VIF\textsuperscript{*} is presented in Appendix A). VIF\textsuperscript{*} and VIF\textsuperscript{2} compute and linearly pool spatially local SNRs within each channel, which produces a channel measurement that quantifies the fidelity of the test image with respect to the reference image within that channel. The channel measurement values decrease as the fidelity of the test image with respect to the reference image within that channel decreases (i.e., the test image contains more distortion). The sum of the channel measurements from the same image scale yield image scale measurements that quantify the fidelity of the test image with respect to the reference image within that image scale. Because the steerable pyramid decomposition represents a coarser image scale with half as many coefficients as the next finest image scale (i.e., due to decimation), the finer image scale measurements are larger than the coarser image scale measurements. VIF\textsuperscript{*} linearly pools image scale measurements to produce an objective estimate for the test image, and image scale measurements at finer image scales dominate VIF\textsuperscript{*}’s objective estimate. In contrast, VIF\textsuperscript{2} normalizes each image scale measurement by the number of coefficients in that image scale, which balances the measurements from different image scale measurements, before linearly pooling. Natural images exhibit a 1/fγ power spectra [56], and, consequently, the normalized image scale measurements at coarser image scales dominate VIF\textsuperscript{2}’s objective estimate. As a result, VIF\textsuperscript{*} is more sensitive to disruptions to coarser image scale content than finer image scale content.
Images from the airplane/J2K + DCQ, airplane/TS, and airplane/TS + HPF sequences that have statistically equivalent perceived utility are evaluated using VIF and VIF* to illustrate the differences between VIF and VIF*. The image from the airplane/TS + HPF sequence has the same parameter \( \gamma \) as the image from the airplane/TS sequence and statistically has the smallest perceived quality. Figure 10 shows the image scale measurements from VIF and the normalized image scale measurements from VIF* for these three images. The image scale measurements from VIF are much larger at finer image scales (i.e., high spatial frequencies) than coarser image scales (i.e., low spatial frequencies) and exhibit very little variation among these four distorted images across all image scales. Thus, for these images, VIF*’s pooled image scale measurements reflect their similarity in perceived utility but not their differences in perceived quality. In contrast, the normalized image scale measurements from VIF* are larger at coarser scales than finer scales and indicate a difference between the airplane/TS + HPF image and the other distorted image at the coarsest image scale. Thus, for these images, VIF*’s pooled image scale measurements reflect their differences in perceived quality and not their similarity in perceived utility.

The analyses conducted by VIF* and VIF are consistent with the subjective experiments. The absence of low-frequency content (i.e., the TS + HPF distorted images versus TS distorted images with the same \( \gamma \)) significantly and consistently affects quality but has less consistent effects on the utility. Since VIF* and the various implementations of NICE outperform the other objective estimators as utility estimators, the fidelity of low-frequency content does not strongly influence utility in this study. The low-frequency content represents the shading in grayscale natural images, which forms the appearance of naturalness due to interactions between object surfaces and lighting. Natural images with undisrupted shading are visually consistent with our daily experiences with natural environments. Disruptions to an image’s shading decrease its perceived quality, which the objective estimators produced by VIF*, not VIF, accurately reflect due to normalizing image scale measurements before pooling across image scales.

2. Comparing VIF and NICE: Estimates of Image Contour Degradation

Fine-scale signal components describe natural image details corresponding to both object boundaries and textures, and the energy of the fine-scale signal components coincides with the visibility of these details. VIF and NICE, both of which perform best as utility estimators, specifically analyze the energy of fine-scale signal components of the reference and test images to produce an objective estimate of the test image’s perceived utility. Both objective estimators [105] filter the images using two channels that separate the fine-scale signal components into horizontally and vertically oriented spatial frequency components. VIF and NICE illustrate two possible uses of the fine-scale signal components to estimate perceived utility.

VIF subjects the high-frequency channel responses for the reference and test images to a normalization mechanism functionally similar to divisive normalization (i.e., a model of gain control) that normalizes channel responses to a particular range for subsequent processing stages [23,106,107]. Divisive normalization models the relationship between the \( n \)th neuron’s response \( y_n \) to its input \( t_n \) according to

\[
y_n = \frac{b}{y_n} + \sum_{m \in M_n} w_m t_m, \tag{6}
\]

where \( b \) is a positive saturation constant, \( M_n \) is a set of indices specifying local spatial, frequency, and orientation neuron responses to input \( t_n \), the \( w_m \) are weights applied to those local responses before pooling, and the exponents \( p \) and \( q \) are positive values that model a power-law relationship between a neuron’s input and output.

VIF approximates the divisive normalization model by normalizing the channel responses based on the energy [i.e., in Eq. (6) set \( b = 0 \) and \( p = q = 2 \)] of their spatially local channel responses. That is, VIF performs spatially local variance normalization. Image contours generally elicit larger channel responses than textures, and following a spatially local variance normalization, the channel responses to both contours and textures are normalized to the same range. As a

![Fig. 10. VIF is more sensitive to distortions at finer image scales (i.e., high spatial frequencies) over those at coarser image scales (i.e., low spatial frequencies), whereas VIF* is more sensitive to disruptions to coarser scale content than finer scale content. Figures 10(a) and 10(b) respectively show the image scale measurements computed by VIF and VIF* for the airplane image with J2K + DCQ (Q = 3.8, U = 77), TS (Q = 4.0, U = 76), and TS + HPF (Q = 3.2, U = 69) distortions. These images have statistically equivalent perceived utility, but the perceived quality of the TS + HPF distorted image is statistically smaller than the other two distorted images. The pooled image scale measurements for VIF reflect their similarity in perceived utility but not their differences in perceived quality. The pooled image scale measurements for VIF* reflect their differences in perceived quality not their similarity in perceived utility.](image-url)
consequence of this normalization, estimates from VIF reflect any disruption to the high-frequency channel responses due to the distortions, so disruptions to both image contours and image textures affect VIF's objective estimates.

In contrast with VIF, NICE detects the edges in the reference and test images and can be viewed as performing spatially global variance normalization, collinear facilitation [20], and hard thresholding. NICE and MS-NICE perform global variance normalization by normalizing the channel responses based on the average channel response energy [108]. Global variance normalization reduces the magnitude of all the channel responses, so channel responses to image contours remain larger than those to textures.

Collinear facilitation describes the perceptual facilitation and suppression of channel responses due to interactions (i.e., connected cells) among spatially local and similarly oriented channel responses and suggests that mechanisms mediate the perception of smooth curves from line segments [109,110]. In particular, studies of human observers report that the detection contrast of a target Gabor patch spatially flanked by two high-contrast Gabor patches is highest (i.e., the target is difficult to detect) when the flanking patches are spatially very close to and have the same orientation as the target, whereas the target detection contrast is lowest (i.e., the target is easy to detect) when the spatial distance between the flanking patches and the target is large and oriented orthogonal to the target patch [108]. Furthermore, the target detection contrast is lowest when the global orientation of the line formed by the three patches coincided with the individual patch orientations [110]. All of the edge detectors used for NICE crudely perform collinear facilitation via a thinning operation that retains local maxima.

Hard thresholding removes low-energy channel responses, which largely coincide with textures, and is hypothesized to represent a decision process performed at a later stage of the HVS corresponding to object perception. Disruptions to image textures have a negligible impact on NICE's objective score, since NICE reflects disruptions to image contours due to the distortion process.

Because NICE primarily measures degradations to image contours, we analyzed estimates of VIF when decomposed into separate fidelity measurements for contours and textures. Specifically, VIF was decomposed as

\[
\text{VIF} = \text{VIF}_{\text{contour}} + \text{VIF}_{\text{texture}},
\]

where \(\text{VIF}_{\text{contour}}\) and \(\text{VIF}_{\text{texture}}\) respectively represent VIF evaluated on contour and texture components of an image. Estimates from both \(\text{VIF}_{\text{contour}}\) and \(\text{VIF}_{\text{texture}}\) were evaluated in terms of their performance as utility estimators. The correlation statistics for \(\text{VIF}_{\text{contour}}\) increase relative to those for VIF, whereas all of the correlation statistics for \(\text{VIF}_{\text{texture}}\) are statistically smaller than those of VIF. The RMSE of \(\text{VIF}_{\text{contour}}\) is 10.7, but the residual variance is statistically equivalent to that of VIF (RMSE = 12.4). However, the RMSE for \(\text{VIF}_{\text{texture}}\) is 18.3 and is statistically larger than that of VIF. In short, \(\text{VIF}_{\text{contour}}\) accurately estimates the perceived utility scores as a function of the fidelity of the contour information.

In summary, VIF analyzes disruptions to both contours and textures while excluding disruptions to low-frequency content, whereas NICE primarily analyzes disruptions to contours to estimate utility. The performance of \(\text{VIF}_{\text{contour}}\) as a utility estimator is parallels the performance of NICE, which corroborates the hypothesis that contour degradations coincide with decreased perceived utility.

3. Edge Detectors Impact the Performance of NICE
NICE operates in conjunction with an edge detector and was assessed using three different edge detectors. As a utility estimator, NICE operating with the Canny edge detector (i.e., NICE\textsubscript{Canny}) and excluding the skier and caged birds distorted images outperformed NICE operating with the other edge detectors. The performance of NICE\textsubscript{Canny} as a utility estimator was justified in terms of the agreement of its identified edges with object boundaries identified by humans: compared with human ground truth, the Canny edge detector ranked highest among the three edge detectors (see Subsection 6.A.2). Despite the performance of NICE\textsubscript{Canny} as a utility estimator, the current database does not include distorted artifacts that are uncorrelated with the reference image (e.g., independent, additive white Gaussian noise), and the Canny edge detector frequently identifies false contours as a result of these distortion artifacts.

Correlated distortions influence a human's perception of the distortion level more than uncorrelated distortions (i.e., independent, additive white Gaussian noise) [111,112]. Thus, uncorrelated distortions are expected to have a smaller influence on perceived utility than correlated distortions: human observers can "ignore" moderate levels of uncorrelated distortions. NICE estimates perceived utility as a function of the errors between the reference and test edge maps produced by an edge detector: an edge detected in the reference image but absent in the test image produces an error, and an edge absent in the reference image but detected in the test image produces an error. With NICE, more errors imply lower utility, and perceived utility would be underestimated when the errors are largely due to false contours that humans would "ignore." More advanced edge detectors assess various types of edge cues, including pixel value discontinuities and texture boundaries [113,114], but generally conduct a more complex analysis of an image relative to the edge detectors tested with NICE.

The distortion types used in the experiments were spatially correlated with the reference image, so the current collection of test images cannot be used to evaluate the potential vulnerabilities of the contour detection techniques used by NICE. However, the current results based on correlated distortions demonstrate the feasibility of conducting an image contour comparison to accurately estimate perceived utility. NICE operating with robust edge detectors that do not detect false contours due to uncorrelated noise sources are expected to reliably estimate perceived utility scores for such distortions.

C. Object Recognition, Perceived Utility, and NICE
A perceived utility score quantifies the amount of information a distorted image conveys to a human, where the information of a scene included the objects and activities as well as their respective details. We hypothesize that perceived utility is linked to the level of detail with which objects and activities in the scene are recognized.

Objects in the natural world can be described with varying levels of detail, and object recognition studies using images containing one object have examined the effects of simple image filtering on the level of detail accurately recognized by a
human. Such object recognition studies use the taxonomy of objects proposed by Rosch to distinguish these levels of detail, which Rosch named “levels of abstraction” [115]. As an example, a snare drum can be identified as a musical instrument, a drum, or a snare drum, where Rosch’s taxonomy respectively assigns these descriptions to the superordinate, basic, and subordinate levels of abstraction. The object recognition studies demonstrate that humans can reliably recognize an object at the basic level using only low-frequency content, whereas subordinate-level recognition requires more high-frequency content [116,117]. Thus, humans only perceive an object’s basic-level details but not its subordinate-level details in a low-pass filtered distorted image, and this result is consistent with low-pass filtering leading to a decrease in perceived utility as subordinate-level object details disappear. The object recognition studies also concluded that humans can reliably recognize an object at both the basic and subordinate levels using only high-frequency content [116,117]. Thus, a high-pass filtered distorted image does not affect the level of detail a human perceives about the object, and this result is consistent with high-pass filtering (i.e., TS versus TS + HPF distorted images with the same $\gamma$) often negligibly affecting perceived utility.

Another recent perceptual study of object recognition used natural images containing multiple objects of varying size and demonstrated that the number and accuracy with which humans recognized objects in distorted images decreases as the level of blur increases [118]. Furthermore, the size of the objects accurately recognized decreases as the level of blur increases (i.e., disrupting high-frequency content compromises the recognition of smaller objects). These results are consistent with the criteria proposed by Johnson, which was used to design sensors and display devices [8,119]. The Johnson criteria relates the level of object discrimination to the detectability of a bar pattern of a given spatial frequency. For object recognition, the Johnson criteria states that a human must detect a bar grating with four cycles across the object’s minimum dimension [120]. Increasing the number of cycles in the bar grating across the object’s minimum dimension allows the object to be more accurately identified. Our perceived utility scores are consistent with this evidence because perceived utility decreases as high-frequency content is removed or distorted.

The object recognition studies demonstrate that loss of high-frequency content but not low-frequency content impairs object recognition performance. This evidence is consistent with our subjective experiments and suggest that our perceived utility scores, rather than perceived quality scores, estimate the amount of information recognized by a human. Such studies and our perceived utility scores provide little guidance toward understanding how information is recognized by a human, and in particular, which underlying image characteristics impact usefulness. However, those objective estimators (i.e., VIF, NICE, and MS-NICE) that accurately estimate perceived utility were dismantled and analyzed to understand those image characteristics that impact usefulness. In particular, NICE and MS-NICE estimate utility based on a measurement of the degradation to image contours in a distorted image with respect to a reference image.

Contours form shapes, and object shape is hypothesized to be a primary cue for object recognition by the HVS [121]. Humans reliably recognize objects from line drawings [80], which provide only object shape cues, and even from degraded line drawings [81,122]. Line drawings abstractly represent object shapes using contours, and humans quickly identify contours formed by Gabor patches aligned along a curved path placed in an image composed of an array of randomly oriented Gabor patches [123]. The ability of humans to recognize objects from abstract contour representations along with their reported ease of detecting contours among clutter support theories of shape-based object recognition.

Another object recognition study collected functional magnetic resonance imaging (fMRI) data for various regions of the visual cortex to understand how the HVS performs object recognition. The fMRI data, which measures variations in blood flow, was collected from both the striate (i.e., primary) and extrastriate cortex when humans viewed images that contained only contour regions, texture regions, or both (i.e., the full image) [20]. In that study, the extrastriate cortex responded greatest when humans viewed images that contain only contour regions. The increased activation due to contour information corroborates theories that object recognition is largely driven by contour information (i.e., shape perception) in natural images.

In summary, NICE performs very well as a utility estimator by extracting, comparing, and quantifying the degradation to image contour information in a distorted image with respect to a reference image. Together, the theories that contour information mediates object recognition and the performance of NICE as a utility estimator demonstrate that NICE is a viable signal analysis tool that estimates the usefulness of distorted natural images.

8. CONCLUSIONS

Natural images from imaging systems supply information that facilitate human observers performing various tasks. This paper examined human performance when performing a broad task with natural images: reporting the content of a distorted image. Novel experiments were conducted to measure the usefulness of distorted natural images in terms of this task. In addition, experiments were conducted to measure the perceived quality of these same distorted natural images. Results from both subjective experiments were compared and revealed the perceived quality does not imply an image’s perceived utility. In particular, a distortion that removes low-frequency content from an image demonstrated that perceived utility is largely based on the fidelity of high-frequency content and is less affected by distortions to low-frequency content, whereas distortions to any frequency content affects perceived quality. The observed relationship between utility and quality implies that accurate objective quality (utility) estimators will not accurately estimate perceived utility (quality) for a broad class of distortions.

Several objective estimators, mostly designed to estimate perceived quality with one proposed by the authors to estimate perceived utility, were assessed in terms of their performance as utility and quality estimators. Two estimators were shown to accurately estimate utility. One is the VIF criterion, which is customarily used as a quality estimator. A modification to VIF, denoted VIF*, was proposed that outperforms VIF as a quality estimator on the current database of distorted images. The signal analyses conducted by VIF and VIF* are
consistent with the observations from the subjective experiments. Specifically, VIF primarily analyzes disruptions to high-frequency content and accurately estimates perceived utility but not perceived quality, whereas VIF* exhibits increased sensitivity to low-frequency distortions relative to VIF and analyzes disruptions to all frequency content and accurately estimates perceived quality but not perceived utility.

The NICE utility estimator was also shown to accurately estimate utility. NICE estimates utility as a function of both lost and introduced contour information in a distorted image when compared with a reference image. In contrast with VIF, NICE abstractly represents the reference and test images as contours and compares these contours to estimate utility. NICE was shown to be a viable signal analysis tool to estimate the usefulness of a distorted natural image. This result supports hypotheses about the importance of contour information to the HVS for object perception.

APPENDIX A

The VIF criterion is an extension of the information fidelity criterion (IFC) that incorporates a simple HVS model [23,107]. VIF*, a modified version of VIF, adjusts the relative importance of fidelity measurements computed across spatial frequencies to the overall objective estimate by normalizing VIF’s channel measurements before linearly pooling across image scales. VIF* provides accurate estimates of perceived quality for a broader set of distortions than VIF. The calculation of VIF* is specified in terms of IFC and followed by a detailed mathematical description of VIF in terms of IFC.

1. VIF* Specification

VIF extends IFC by modeling the HVS as an additive Gaussian noise source that was conjectured by VIF’s authors to model aspects of low-level HVS processing [23]. VIF’s assessment of a test image is based on spatially local SNR measurements, computed at multiple image scales, of both the reference and test images contaminated with the modeled, low-level HVS noise. VIF compares wavelet coefficients of the test image to those of reference images.

VIF emphasizes fidelity measurements of finer image scales (i.e., higher spatial frequencies) over those of coarser image scales (i.e., lower spatial frequencies). Thus, VIF is invariant to disruptions to low-frequency content (see Fig. 10), which is functionally due to the variation in the number of coefficients blocks $B_k$ for channels at different image scales. Channels corresponding to finer image scales have more wavelet coefficients than channels corresponding to coarser image scales due to the use of a decimated wavelet transform; for a fixed block size $P$, the number of coefficient blocks is smaller for channels corresponding to coarser image scales. The proposed modifications of VIF, denoted VIF*, normalizes the channel measurements by the number of blocks $B_k$ for that channel.

Let the elements of the length $N_k$ vector $C^k$ denote the wavelet coefficients of the $k$th channel of the reference image [124]. The elements of the length $N_k$ vectors $E^k$ and $F^k$ denote the wavelet coefficients of the $k$th channel of the respective reference and test images that have been contaminated with visual noise. VIF* is given as

$$VIF^* = \frac{\sum_{k=1}^{K} IFC(C^k, F^k)}{\sum_{k=1}^{K} IFC(C^k, E^k)}, \quad (A1)$$

where IFC($C^k, F^k$) and IFC($C^k, E^k$) are defined as in Eq. (A3). As illustrated in Fig. 10, VIF* produces distinct scores that reflect the changes in the perceived quality scores for these images. In particular, disruptions to low-frequency content affect VIF*’s estimate, whereas VIF’s estimate does not. The details of Eq. (A1) are defined in Section 8.

2. VIF Specification

VIF parses each wavelet channel into disjoint blocks composed of $P$ coefficients. The following discussion assumes only one channel, so the superscript $k$ is omitted in the subsequent discussion. Let $C_b$ and $D_b$ correspond to the $b$th block of $P$ spatially adjacent coefficients of $C$ and $D$, respectively. The $b$th block of wavelet coefficients in the channel of the reference image may be modeled as a Gaussian scale mixture [125,126] random vector given as $C_b = r_b U$, where $s_b$ is a zero-random scalar and $U$ is a zero-mean Gaussian random vector of length $P$. VIF relates the $b$th block of wavelet coefficients of the test and reference images using the linear model $D_b = g_b C_b + V_b$, where $g_b$ is a deterministic scalar defined for each block and $V_b$ is a zero-mean Gaussian random vector of length $P$ with covariance matrix $\sigma_{v,b}^2 I$ specified for each block $b$. Thus, given $s_b$, the block of coefficients $D_b$ is also a Gaussian random vector with covariance $g_b^2 s_b^2 \sigma_{v,b}^2 I + \sigma_{v,b}^2 I$.

Independent zero-mean additive Gaussian noise sources model low-level HVS noise in VIF; coefficients of the reference and test images are contaminated with visual noise. Let $E_b$ and $F_b$ correspond to the $b$th block of $P$ spatially adjacent coefficients of $E$ and $F$, respectively. The output of the HVS model for the reference image is $E_b = C_b + M_b$, and the output of the HVS model for the test image is $F_b = D_b + N_b$. The terms $M_b$ and $N_b$ are zero-mean Gaussian random vectors of length $P$ with covariance $\sigma_{m,b}^2 I = \sigma_{n,b}^2 I$, where $\sigma_{m,b}^2 = \sigma_{n,b}^2$ is the HVS model parameter. Thus, given $s_b$, the block of coefficients $E_b$ is a Gaussian random vector with covariance $s_b^2 \sigma_{v,b}^2 I + \sigma_{m,b}^2 I$, and the block of coefficients $F_b$ is also a Gaussian random vector with covariance $g_b^2 s_b^2 \sigma_{v,b}^2 I + \sigma_{m,b}^2 I + \sigma_{n,b}^2 I$.

VIF combines two fidelity measurements to yield an overall assessment of a test image. First, a fidelity measurement comparing the reference coefficients before and after the HVS model value is computed. Second, a fidelity measurement comparing the reference coefficients before and after the HVS model is computed. These two fidelity measurements are computed for each wavelet channel. The ratio of the sum of these fidelity measurements across the channels provides an overall assessment of the test image. Let $s$ be a length $B_k$ vector whose $b$th element is $s_b$. Given $s$, the VIF value is given by

$$VIF = \frac{\sum_{b=1}^{B_k} IFC(C^k, F^b)}{\sum_{b=1}^{B_k} IFC(C^k, E^b)}, \quad (A2)$$

The terms IFC($C^k, F^b$) and IFC($C^k, E^b$) are based on IFC [107] and are defined as
\[ \text{IFC}(\mathbf{C}^k, \mathbf{F}^k) = \sum_{k=1}^{b_k} \log_2 \left( \frac{\|g^k \mathbf{b}_k \mathbf{K}_d + (\sigma^2_{\hat{V}} + \sigma^2_{\tilde{V}}) \mathbf{I} \|}{\| \sigma^2_{\hat{V}} \mathbf{K}_d + \sigma^2_{\tilde{V}} \mathbf{I} \|} \right) \] 

(A3)

and

\[ \text{IFC}(\mathbf{C}^k, \mathbf{E}^k) = \sum_{k=1}^{b_k} \log_2 \left( \frac{\|g^k \mathbf{b}_k \mathbf{K}_d + \sigma^2_{\hat{V}} \mathbf{I} \|}{\| \sigma^2_{\hat{V}} \mathbf{K}_d + \sigma^2_{\tilde{V}} \mathbf{I} \|} \right). \] 

(A4)

where \( | \cdot | \) denotes the matrix determinant and the terms \( g^k, \sigma^2_{\hat{V}}, \mathbf{K}_d, \) and \( \sigma^2_{\tilde{V}} \) vary with \( k \) and are computed from \( \mathbf{C}^k \) and \( \mathbf{D}^k \). For channel \( k \), the term \( g^k \) is estimated as the linear regression of block \( \hat{D}_b \) on the block \( \hat{C}_b \), and the variance of the additive zero-mean Gaussian noise \( \hat{V} \) is the MSE of the regression.
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REFERENCES AND NOTES

1. In this paper, “natural images” are formed using imaging devices that sense the natural environment over the visible portion of the electromagnetic spectrum (e.g., digital cameras). Computer-generated images and other types of synthetic images are not considered natural images.


24. The National Imagery Interpretability Rating Scale (NIIRS) has been associated with image quality [7]. However, the NIIRS characterizes an image’s quality based on the ability of a photo interpreter to detect, recognize, and identify objects in an image. Various versions of the NIIRS have been designed for specific image applications. The NIIRS is more compatible with the definition of utility used in this paper.


27. A visually lossless image is visually indistinguishable from a reference image.


31. The experiments described in this paper augment the experiments described in previous publications by the authors [40,77,30].


46. Numerical category scaling [18], adjective category scale [19], and categorical sort [127] are alternative names describing the ACR test method. The subjective assessment methodology for video quality (SAMVIQ) generally obtains more accurate perceived quality scores and avoids many problems where observers avoid using the ends of the quality scale. Both ACR and SAMVIQ yield very similar perceived quality scores for our collection of distorted images [128].
48. Prior work in the context of perceived quality often denotes a perceived quality score as a mean opinion score.
49. The perceived quality of unrecognizable images with perceived utility scores less than −15 range from 1 to 1.4 with the average, standard deviation, and median being 1.07, 0.089, and 1.04, respectively.
54. Only six BLOCK distorted images have perceived utility scores greater than −15, so results corresponding to the BLOCK distorted images provide little insight into the relationship between quality and utility. Furthermore, these images have perceived quality scores in the range [1, 1.3] (i.e., “bad” quality) and perceived utility scores in the range [−13, 4] (i.e., effectively useless).
55. Values of \( \text{Conf}(S_{TS_HFFP} > S_{TS_HFF}) \) less than 0.025 and greater than 0.975 indicate that the subjective scores for TS and TS + HFP distorted images with equal \( \gamma \) are statistically different at the 95% confidence level (i.e., a one-sided \( z \) test). Values of \( \text{Conf}(S_{TS_HFF} > S_{TS_HFFP}) \) less than 0.05 indicate that the subjective score for the TS distorted image is statistically smaller than the subjective score for a TS – HFP distorted image formed from the same reference image using the same \( \gamma \) at the 95% confidence level (i.e., a one-sided \( z \) test). Similarly, values of \( \text{Conf}(S_{TS_HFFP} > S_{TS_HFF}) \) greater than 0.95 indicate that the subjective score for the TS distorted image is statistically greater than the subjective score for a TS + HFP distorted image with the same \( \gamma \).
85. The Hamming distance counts the number of dissimilar elements between two vectors [129].
89. The high-pass residual generated by the steerable pyramid is not used.


99. The notation MS-NICE$_{reg}$ is used to refer to both MS-NICE$_{d}$ and MS-NICE$_{c}$.


101. The local variance comparison used by SSIM corresponds to an analysis of high-frequency content and does not need to be removed.


104. We use “NICE” to generically refer to both the single-scale and multiscale implementations of NICE, and specific implementations of NICE (e.g., NICE$_{cascades}$) will be identified when necessary.

105. Using the fine-scale steerable pyramid filters to identify image contours for MS-NICE lead to statistically similar performance to the single-scale implementation of NICE using the Sobel Canny edge detectors.


108. The subscript $k$ for $N_k$ accounts for decimated wavelet decompositions, such as the steerable pyramid, whose channels in coarser image scales have fewer coefficients than channels in finer image scales.


120. The Johnson criteria were based on a study with a specific set of objects, and it is possible that different objects would suggest different criteria for object recognition [11].


124. The subscript $k$ for $N_k$ accounts for decimated wavelet decompositions, such as the steerable pyramid, whose channels in coarser image scales have fewer coefficients than channels in finer image scales.


