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Abstract

The quality of transmission in digital communication systems is usually measured by Frame Error Rate (FER). The time taken by standard Monte Carlo (MC) simulation to estimate the FER increases exponentially with the increase in Signal-to-Noise Ratio (SNR). In this correspondence, we present an Adaptive Importance Sampling (AIS) technique inspired by statistical physics called Fast Flat Histogram (FFH) method to evaluate the performance of LDPC codes with a reduced simulation time. The FFH method employs Wang Landau algorithm based on a Markov Chain Monte Carlo (MCMC) sampler and we managed to decrease the simulation time by a factor of 13 to 173 for LDPC codes with block lengths up to 2640 bits.

1 Introduction

In digital communication systems, the quality of transmission system is usually measured by Frame Error Rate (FER) i.e., the ratio between the decoded frames that contain errors to the total number of frames sent through the system. With the advancement in the code design and better decoders, it has become very important to gauge the performance of the system at very low error rates. On the one hand, there are novel applications operating at very low error probability and standard Monte Carlo (MC) simulation takes extremely long to gauge their performance. On the other hand, new codes and decoders compete for a better performance in the error floor region where the performance evaluation is curbed and it is quite difficult to study the system properties.

The LDPC codes make a class of error correcting codes which are graphically represented by Tanner graph [1]. In the high Signal-to-Noise Ration (SNR) region, the probability of error is dominated by decoder failures which do not correspond to erroneous codewords [2]. This is due to the convergence of decoder towards pseudo-codewords also known as Trapping Sets (TS) [3]. Since the errors in the high SNR region are dominated by TS, a lot of work is oriented to study the LDPC codes performance in terms of TS. The main problem with the methods that aim at reducing simulation time based on the graph structure is that the identification of TS becomes extremely cumbersome if the graph connectivity is irregular or the code is long. In addition, the TS are not easily generalizable when the errors in the channel are produced owing to the presence of Additive White Gaussian Noise (AWGN) and an iterative soft decision decoding is employed.

Importance Sampling (IS) [4] is a technique where the probability density of events is biased in a controlled way (based on a biasing function) in order to get the important events more frequently. For linear block codes, IS was first used in [5] where a block length of 96 was used making use of the code structure to produce noise events more frequently. A recent approach [6] also makes use of both graph structure and IS. Multiple error impulses are applied on specific nodes in the graph to tease out the dominant TS. Biasing function is calculated based on these TS and IS is then employed by producing noise events in the dominant TS regions to get errors more frequently and FERs are calculated.

Another approach to simulate the error probability, which is not dependent on graph topologies, is the advanced version of IS known as Adaptive Importance Sampling (AIS). In AIS, the probability density function is biased in a controlled way during multiple iterations thus making it possible to visit the tails of the noise distribution.
The system response (the output of the BP decoder in our case) is evaluated and stored in the process. An example of AIS technique, which does not take into account the graph structure of LDPC codes, has been successfully employed in [2] where the authors use a Dual Adaptive Importance Sampling (DAIS) technique using Multicanonical approach [7] based on Berg’s recursion equations [8]. DAIS has been tested on a regular very short LDPC code of 96 bits.

AIS is especially interesting for its genericity in the sense that it can be adapted to any stationary memoryless channel (AWGN, BSC, etc.), to any type of decoder (Gallager B, BP, BCJR, etc.) and to any class of codes (regular and irregular LDPC codes, Turbo codes, etc.). In this paper, we will focus on LDPC codes used on AWGN channel decoded with standard Belief Propagation (BP). We propose to bypass the limitations of DAIS by using another AIS approach inspired by statistical physics called Fast Flat Histogram (FFH) method. We will show in particular that our method is still robust for relatively large codeword lengths up to 2640 coded bits.

The rest of the paper is organized as follows: Section 2 describes the FFH method detailing how it is applied to regular and irregular LDPC codes. Section 3 gives a comparison between DAIS and FFH showing that unlike DAIS, FFH is not dependent on histogram entries and is thus easily extendible to any code length and to different update procedure. Section 4 gives the results for some typical test codes and quasi-cyclic codes from IEEE 802.11 standard using AWGN channel and an iterative soft decision decoder with BP in the probability domain. Section 5 concludes our work.

2 Fast Flat Histogram Method

2.1 Rationale

In statistical physics, the Fast Flat Histogram method [9] employing Wang Landau algorithm [10, 11] was introduced to estimate the density of states \( g(E) \), i.e., the number of all possible states for an energy level \( E \) of the system. The algorithm is based on the observation that if a random walk in energy space is performed by flipping spins randomly for a spin system and the probability to visit a given energy level \( E \) is proportional to the reciprocal of the density of states \( 1/g(E) \), then a flat histogram is generated for the energy distribution. This is accomplished by modifying the estimated density of states in a systematic way to produce a flat histogram over the allowed range of energy and simultaneously making the density of states converge to the true value.

2.2 Description

The basic skeleton of our technique is the same as that in DAIS [2], that is we aim at increasing the number of events in the tails of the probability density function (pfd) by sampling from a biased pdf [12]. However, our technique is somewhat different and solves some issues confronted by DAIS as will be explained in section 3.

We recall the notations from [2]. Let \( \Gamma \) be the \( n \)-dimensional probability space of the noise in the \( n \) bits of a codeword. The noise vector \( z = (z_1, z_2, ..., z_n) \) is a multivariate Gaussian with joint pdf \( \rho(z) = \prod^n_{i=1} \rho_i(z_i) \).

The transmitted bit vector is represented by \( b = (b_1, b_2, ..., b_n) \) and \( y = (y_1, y_2, ..., y_n) \) represents the received codeword. The algorithm is controlled by a scalar control Quantity \( V \) given as

\[
V(z) = \left[ \frac{1}{n} \sum^n_{i=1} [H(q_i z_i)]^2 \right]^{1/2}
\]

where \( q_i = (-1)^{b_i} \) while \( b_i \) is the transmitted bit in the \( i \)-th position and \( H(x) = 1 \) if \( x < 0 \) and \( H(x) = 0 \) otherwise. \( V(z) \) is constructed such that a noise component \( z_i \) contributes to \( V \) only if it may produce a bit error at the input to the decoder.

Given a range \([V_{min}, V_{max}]\) for \( V \), \( \Gamma \) is partitioned into \( L \) subsets \( \Gamma_k = \{ z \in \Gamma | V_{k-1} \leq V(z) < V_k \} \), where \( V_k = V_{min} + k \Delta V \), \( 1 \leq k \leq L \) and \( \Delta V = V_k - V_{k-1} = (V_{max} - V_{min})/L \) is the width of each bin in the partition of \([V_{min}, V_{max}]\). The number of bins depends on the code length and on the signal-to-noise ratio. We observe that an optimized number of bins is obtained by \( L = 10^{\frac{2}{3}} \times \frac{\sigma}{m} \) where \( \sigma \) represents the standard deviation corresponding to the \( E_b/N_0 \) value.

Let \( P_k \) be the probability of selecting a realization \( z \) from \( \rho \) such that \( z \in \Gamma_k \) [12, 8]. Then,

\[
P_k = \int_{\Gamma} \chi_k(z) \frac{\rho(z)}{\rho^*(z)} \rho^*(z) dz \approx \frac{1}{N} \sum_{i=1}^{N} \chi_k(z^{*,i}) \frac{\rho(z^{*,i})}{\rho^*(z^{*,i})}
\]

(1)

where \( \rho^*(z) \) is a positive biasing pdf, \( \chi_k = 1 \) if \( z \in \Gamma_k \) and \( \chi_k(z) = 0 \) otherwise. \( z^{*,i} \) are \( N \) random sample points in \( \Gamma \) selected according to the pdf \( \rho^*(z) \). The variance of the estimate of (1) is zero if the optimal biasing pdf \( \rho_{opt}(z) = \chi_k(z) \rho(z)/P_k \) is used. However, \( \rho_{opt}(z) \) depends on \( P_k \) which is initially unknown. In standard IS, one uses physical intuition to guess a biasing pdf that is close to \( \rho_{opt} \). Like DAIS, the FFH method instead iterates over a sequence of biasing pdfs \( \rho_{opt} \) that approach \( \rho_{opt} \).

We define \( \rho^{*,j} \) for \( j \)th iteration by \( \rho^{*,j}(z) = \rho(z)/(c^j P_k^j) \) where \( k \) is such that \( z \in \Gamma_k \) is satisfied. The quantities \( P_k^j \) satisfy \( P_k^j > 0 \) and \( \sum_{k=1}^{M} P_k^j = 1 \) and \( c^j \) is an unknown constant that ensures \( \int_{\Gamma} \rho^{*,j}(z) dz = 1 \). The vector \( P_k \) completely determines the bias and is initialized with \( 1/L \) for \( k = 1, ..., L \).
By employing Metropolis algorithm [13], we produce a random walk of samples \( z^{*,j} \) whose pdf equals \( \rho^{*,j}(z) \). We consider a Markov chain of transitions consisting of small steps in the noise space. Each transition goes from \( z^{*,i} = z^*_a \in \Gamma_{z_a} \) to \( z^{*,i+1} = (z_a + \epsilon \Delta z) \in \Gamma_{z_a} \) where \( \Delta z \) is random and symmetric, i.e., it does not favor any direction in \( \Gamma \) and the transition is accepted with probability \( \pi_{ab} \). The perturbation constant \( \epsilon \) here is the perturbation constant. If a transition from \( z^{*,i} \) to \( z^{*,i+1} \) is accepted, we set \( z^{*,i+1} = z^{*,i}_a \), else we set \( z^{*,i+1} = z^{*,i} = z^*_a \). The ratio \( \pi_{ab}/\pi_{ba} \) equals \( \rho^{*,j}(z^*_b)/\rho^{*,j}(z^*_a) \) which is the detailed balance equation that ensures that the limiting (stationary) pdf for infinitely many steps of this random walk is \( \rho^{*,j} \) [13].

We consider the perturbation of the noise component in each bit \( z^*_a \) of \( z^*_a \) separately and accept it or reject it independently with the probability \( \min[\rho(z^*_b)/\rho(z^*_a), 1] \). We pick each perturbation \( \Delta z \) from a zero mean symmetric pdf. We obtain a trial state \( z^*_b \) in which only some of the components are different from their previous values in \( z^*_a \). Then we compute \( k_b \), the bin corresponding to \( z^*_b \) and finally accept the step from \( z^*_a \) to \( z^*_b \) with the probability \( \min(P(k_b^*)/P(k_a^*), 1] \). The compound transition probability thus becomes

\[
\pi_{ab} = \left\{ \prod_{i=1}^{n} \min \left[ \frac{\rho(z^*_b)}{\rho(z^*_a)}, 1 \right] \right\} \min \left[ \frac{P(k_b^*)}{P(k_a^*)}, 1 \right] \quad (2)
\]

The Asymptotically Optimal Acceptance Rate AOAR \( \alpha = \frac{N}{(n \text{ number of accepted steps})/(\text{total number of steps})} \) for a Metropolis algorithm for target distributions with IID components is 0.234 [14]. The perturbation constant \( \epsilon \) is adjusted so as to keep \( \alpha \) close to this value. The noise realizations are recorded in the histogram \( H^{*,j} \) where \( H^{*,j}_k = \sum_{i=1}^{N} \chi_k(z^{*,j}) \) is the number of \( z^{*,j} \) in iteration \( j \) that fall into \( \Gamma_k \). To keep a record of errors in bin \( k \), we produce an error histogram \( G^{*,j}_k \). \( P_k \) is updated on the fly such that when \( k \) bin is visited, \( P_k \) is modified by the refinement parameter \( f > 1 \), i.e., \( P_k \rightarrow P_k : f \) [10, 11]. In practice, we have to use the log domain \( \ln P_k \rightarrow \ln P_k + \ln f \) in order to fit all possible \( P_k \) into double precision numbers. If the random walk rejects a possible move and stays in the same bin \( k \), we modify the same \( P_k \) with the modification factor to keep the detailed balance in equilibrium.

The histogram \( H^{*,j}_k \) is checked after about each \( L \times 10 \) Monte Carlo (MC) sweeps. When the histogram is flat (flatness criterion is the same as in [10, 11]), the modification factor is reduced to a finer one using the function \( f_{j+1} = \sqrt{f_{j \text{init}}} = e = 2.7182818 \), the histogram is reset and the next iteration of random walk is started where \( P_k \) are now modified with the finer modification factor. We continue doing so until the histogram is flat again and then we begin the next Wang-Landau (WL) iteration with a finer \( f \) and so on. We stop the random walk when the change from one WL iteration to the other is “quite small”. The above detailed random walk can also be carried out in a parallel fashion by dividing the range \([V_{\text{min}}, V_{\text{max}}]\) into \( W \) partitions and then exploring each partition separately, combining the results in the end.

It is extremely important to determine the optimum \([V_{\text{min}}, V_{\text{max}}]\) interval since the accuracy and speed of the simulation depends heavily on it. Our aim is to explore the whole of probability space \( \Gamma \) using random walk [15]. \([V_{\text{min}}, V_{\text{max}}]\) is initialized to \([0, 1]\) and this interval is divided into \( L \) bins. Now the random walk is performed to determine the optimum \([V_{\text{min}}, V_{\text{max}}]\) interval. The value of \( P \) is updated for every Markov Chain transition during the walk. After a number of steps (we use \( L \times E_k/N_0 \) steps), the walk is ceased and the farthest bins on either side are detected which were approached by the random walk. These two bins on either side determine the optimum \([V_{\text{min}}, V_{\text{max}}]\) interval.

Let \( P_{\text{err}} \) be the probability that a received word with noise realization \( z \) selected from \( \rho \) leads to an error and \( P_{\text{err},k} \) the probability that \( z \) leads to an error and falls into bin \( k \). Then

\[
P_{\text{err},k} = P_{\text{err}|k} P_k \quad (3)
\]

\[
P_{\text{err}} = \sum_{k=1}^{M} P_{\text{err},k} \quad (4)
\]

where \( P_{\text{err}|k} \) is the conditional probability of an error given that \( z \) falls into bin \( k \). We can approximate \( P_{\text{err}|k} \approx P_{\text{err}|k} = \sum_{j=1}^{j_{\text{max}}} G_{k}^{*,j} / \sum_{j=1}^{j_{\text{max}}} H_{k}^{*,j} \) after \( j_{\text{max}} \) iterations where \( j_{\text{max}} \) is the iteration when \( f \) gets very close to 1 and we stop further refinement of the modification factor. Using (3) and (4), we get \( P_{\text{err}} \).

### 3 Comparison between DAIS and FFH Method

In this section, we explain in detail the main difference between FFH method and DAIS of [2]. We also point out why the FFH method partially solves the limitations confronted by DAIS.

DAIS is using Berg’s recursion equations which are explained as follows:

To update \( P^*_k \) at the end of iteration \( j \), \( P^*_k \) is initially set to an arbitrary positive value. Then, the recursion
equations are [12, 8]

\[ P_j^{i+1} = P_k^j P_j^{i+1} k \frac{H_k^{i,j} + H_k^{i,j}}{H_k^{i,j} + H_k^{i,j}} \] (5)

where

\[ \hat{g}_j = \frac{g_k^j}{\sum_{l=1}^L g_k^l}, \quad g_k^l = \frac{H_k^{i,j} H_k^{i,j}}{H_k^{i,j} + H_k^{i,j}} \] (6)

where in addition, \( \hat{g}_k = 0 \) if \( g_k^j = 0 \) and \( \hat{g}_k = 0 \) if \( H_k^{i,j} + H_k^{i,j} = 0 \). The exponent \( 0 \leq \hat{g}_k \leq 1 \) hence depends on all previous iterations. Finally, \( P_{j+1}^{i+1} \) is normalized so that \( \sum_k=1^P_k = 1 \).

The histograms are accumulated linearly so obviously the value \( \hat{g}_k \) will decrease with larger histograms rendering the update process of \( P_k \) very slow. Intrinsically, Berg’s equations converge to the optimum value of \( P_k \) without sampling enough smaller noise realizations leading to errors. To overcome this problem of undersampling, one has to launch another simulation constrained in a different V range.

The above mentioned problem is solved by FFH method employing Wang-Landau Algorithm since the dynamic update of \( P_k \) is independent of the histogram values. Modifying \( P_k \) at each step of the random walk allows one to approach the optimum value of \( P_k \) in a very quick and efficient manner. The noise samples leading to errors are accumulated with enough statistics hence there is no need to carry out another simulation. FFH method thus works for powerful codes having low error floors at low SNR and for codes having large block-lengths.

4 Simulation Results

For all our test-benches, Sum-Product (Belief Propagation in probability domain) decoding algorithm has been used. BPSK modulation is employed using symmetric signal levels of +1 and -1 for logical 0s and 1s respectively. An all zeros codeword is transmitted since the code is linear and the noise is symmetric.

Our test benches comprise of three codes obtained from [16] and three quasi-cyclic LDPC codes used in IEEE 802.11 standard. The simulation results are shown in Figs. 1 & 2. The first remark is that our simulation results stick to the MC curves for all codes and for all FERs. This was thought expected since the FFH method implements an unbiased estimation of FER. The efficiency of the FFH method as compared to standard MC can be measured by the simulation gain [4] i.e., the ratio of codewords simulated in MC simulation to those simulated in FFH method. The simulation gain for all the codes in test-benches is given in Table 1. The gain is quite impressive and the result is a considerable reduction in simulation time. They are determined for the highest \( E_b/N_0 \) for the particular code as indicated by the values within parenthesis in column 1. The codewords simulated in case of standard MC simulation are for 100 erroneous frames. Our current experience suggests that the simulation gain increases with decreasing FER but the dependence of FFH on the number of codewords or code
<table>
<thead>
<tr>
<th>Code ((E_b/N_0))</th>
<th>MC Codewords (100 Err. Fr.)</th>
<th>FFH Codewords</th>
<th>Simul. Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>(120,0.5,reg) ((7))</td>
<td>3594801754</td>
<td>63636462</td>
<td>56.49</td>
</tr>
<tr>
<td>(504,0.5,irr) ((4))</td>
<td>1274520408</td>
<td>12081492</td>
<td>105.49</td>
</tr>
<tr>
<td>(2640,0.5,reg) ((2.5))</td>
<td>1445433333</td>
<td>8312500</td>
<td>173.88</td>
</tr>
<tr>
<td>(648,0.5,irr) ((3.5))</td>
<td>161136000</td>
<td>6465688</td>
<td>24.92</td>
</tr>
<tr>
<td>(1296,0.5,irr) ((3))</td>
<td>324935483</td>
<td>6645033</td>
<td>48.9</td>
</tr>
<tr>
<td>(1944,0.5,irr) ((2.5))</td>
<td>78796296</td>
<td>6002175</td>
<td>13.13</td>
</tr>
</tbody>
</table>

Table 1: Simulation Gain

length is unknown at this time and is a subject of continuing research.

5 Conclusions

In this paper, we have presented the use of Fast Flat Histogram Method employing Wang Landau Algorithm in an adaptive importance sampling framework to enhance the simulation speed of FER calculation. Sufficient statistical accuracy is ensured through different parameters. Extention to other types of error correcting codes is possible using this framework and will be reported in future work.
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