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GLC Project I

“Corner Singularities and Analytic Regularity for Linear Elliptic Systems”

Part I: Smooth domains

Martin Costabel, Monique Dauge, Serge Nicaise
Foreword to Part I

This is a preliminary version of the first part of a book project that will consist of four parts. This first part was basically finished more than a year ago. We are making it available in electronic form now, because there is a demand for some of the technical tools it provides, in particular a detailed presentation of analytic elliptic regularity estimates in the neighborhood of smooth boundary points. We hope to be able to finish the whole project soon and to publish all four parts, but in the meantime this first part can be used as a starting point for proofs of elliptic regularity estimates in more complicated situations.

The origin of this book project is twofold. In the beginning there were two separate needs we perceived as not being satisfied by the currently available literature on corner singularities:

On one hand, we saw a demand for a general introduction into the regularity results for elliptic boundary value problems on domains with corners and edges and into the main techniques for their analysis. This demand comes in particular from applied mathematicians, engineers and numerical analysts for whom the precise knowledge of the asymptotic behavior near singular points of the geometry can be of crucial importance, the availability of norm estimates in function spaces often having a direct impact on the efficiency of models and algorithms, while the presence of certain singularities can show their limitations.

On the other hand, the analysis of high order approximation methods, in particular the \( hp \) version of the finite element method, requires regularity results in \textit{spaces of analytic functions}, and these were not available for sufficiently general classes of piecewise smooth domains, including polyhedral domains in three dimensions.

We found that these two motivations complement each other in a natural way: Analytic estimates appear as the ultimate goal of regularity estimates in various situations, and the way to their achievement can give useful guidance for shaping the presentation of the tools even for the analysis of finite regularity. Conversely, the technical difficulty of establishing analytic regularity results imposes a systematic approach beginning with simple but technically complete presentations of simple situations, and then successively building on these to proceed to more and more complicated situations.

Level 1 of complexity is constituted by smooth domains, and this is the subject of this first part of the book. Not only a refined understanding of the results, but also of their proofs in the smooth case is necessary if one wants to go on to more complicated domains such as corner or edge domains, or eventually, polyhedral domains.
We found that the proof of results on elliptic regularity in spaces of analytic functions that were obtained in the late 1950s for smooth domains can be improved in a decisive way. This improvement consists in turning the proof of analytic regularity into the proof of a family of higher order \textit{a priori estimates} that are in a characteristic way uniform with respect to the derivation order. This type of estimates has a simple scaling behavior under coordinate transformations and can therefore be transported to corner or edge domains by a simple procedure, the \textit{dyadic partition} technique. In our proof of these analytic a priori estimates, besides the classical Morrey-Nirenberg techniques of nested open sets and difference quotients, a new ingredient is a Cauchy-type estimate for coordinate transformations that is based on the Faà di Bruno formula for derivatives of composite functions.

This first part can also serve as a general introduction into the subject of regularity for linear elliptic systems with smooth coefficients on smooth domains. We treat regularity in $L^2$-based Sobolev spaces for a general class of second order elliptic systems and corresponding boundary operators that cover, in particular, many elliptic problems in variational form. Starting from the regularity of the variational solution, we follow the improvement of the regularity of the solution as the regularity of the data is raised, first in the interval of low regularity between $H^1$ and $H^2$, and then starting from $H^2$, going to ever higher regularity and finally to analytic regularity. Supported by the discussion of many examples, some of them new, such as the variational formulation of the electromagnetic impedance problem, we hope to provide new insight into this classical subject that is still very much alive.

Rennes and Valenciennes,
February 2010

Martin Costabel
Monique Dauge
Serge Nicaise
Introduction (February 2010)

Prehistory of this book

Questions of boundary regularity were already studied at the beginning of the 20th century in the framework of conformal mappings, where the appearance of singularities at corner points of the boundary – related to non-integer powers of the complex variable – is quite obvious. An asymptotic expansion of the conformal mapping at a corner point was given as early as 1911 by Lichtenstein [55, 56].

In the 1950s, the modern theory of elliptic boundary value problems was developed, culminating in the classical papers by Agmon, Douglis and Nirenberg [4, 5] on the regularity of solutions of boundary value problems for linear elliptic systems on smooth domains in Hölder and Sobolev spaces. Around the same time, analytic regularity was proved by Morrey and Nirenberg [70]. There exist many books presenting this basic elliptic theory, some of them focussing on the fundamental theory of linear elliptic boundary value problems, from the classical treatises by Lions and Magenes [57, 58, 59], up to more recent ones [94, 91, 6], but many of them rather concentrating on numerous generalizations like nonlinear and degenerate elliptic or non-elliptic problems [69, 66, 38, 47, 48, 49].

In the field of domains with corner points, one work stands out, namely the 1967 paper by V. Kondrat’ev [52], which is still a standard reference for results on regularity in weighted Sobolev spaces, on the decomposition into regular and singular parts, and for the technique of Mellin transformation on domains with conical points. Kondrat’ev’s results and techniques will be presented in Part II of this book.

In the past four decades, a large literature about corner problems has developed. Out of the many developments, let us mention five which have been of particular importance for the genesis of this book:

1. V. Maz’ya has contributed, together with many coworkers such as B. Plamenevskii, S. Nazarov, V. Kozlov, J. Rossmann, a large body of results. Among them are results about the estimates of coefficients of singularities in $L^p$ Sobolev spaces and Hölder spaces, about problems with non-smooth and singular coefficients, about domains with edges and variable coefficients, about strips free of poles of the Mellin resolvent, about estimates of Green functions, and these are often the strongest and most general available results of their kind. Many of these papers will be quoted at the appropriate places in our book. While we are not striving for maximal generality in this book, and we are therefore often
not using the most general framework studied by Maz’ya and coworkers, we have found and adopted many useful ideas for the presentation of the basics and for nice proofs in the book by Kozlov-Maz’ya-Rossmann [53].

2. B.-W. Schulze has been leading a long-standing project to study pseudodifferential operators on piecewise smooth manifolds. These are tools appearing in the reduction to the boundary of elliptic boundary value problems on domains with piecewise smooth boundaries, thus allowing to analyze singularities at corners and edges. The emphasis in that project is on generality of ideas and on the interaction of these ideas with the general theory of partial differential operators and with domains of mathematics such as global analysis, topology, differential geometry. Although the main results of the project have been published in several books [83, 86, 87, 88, 89, 73], they are not easily accessible to the non-specialist readership we have in mind for our book.

3. P. Grisvard started writing on corner problems in the 1970s. His work culminated in two influential books [42, 43] which are accessible to a large readership and are still points of reference for many techniques and results on corner singularities, in particular on two-dimensional mixed boundary value problems. There exists now, however, a body of knowledge, for example about variable coefficients, about edge singularities, about higher-dimensional corners, that is not covered by Grisvard’s books. It is one of the objectives of the present book to become a similar point of reference for some of these more modern techniques and results. In the wake of Grisvard’s work, S. Nicaise began studying boundary value problems on polygonal ramified spaces [78] and then interface problems on polygonal domains [79], and we are building on this to include results on interface and transmission problems in our book.

4. M. Dauge’s Lecture Notes volume [32] contains results about asymptotics near polyhedral corners and about regularity in standard non-weighted Sobolev spaces that are not available elsewhere in the literature. This 1988 book is currently out of print, and it has a reputation of being difficult to read, so that there is a real need for a new presentation of these results. This is one of the two main motivations for writing the present book. It is intended to contain the principal results and techniques of [32] and to present them in a more easily accessible manner, by trying at the same time to be more explicit in the construction of the technical tools and to show a broader landscape of applications and examples in which these results are embedded.

5. I. Babuška introduced in the 1980s the analysis of a type of higher degree approximations of solutions of elliptic boundary value problems with singular points on the boundary, the \( hp \) version of the finite element method. This method uses polynomials of increasing degree to approximate the smooth parts of the solution, and it takes care of corner singularities by employing very strong mesh refinements near the boundary singularities. It turns out that in this way one can obtain exponential convergence of the approximations, which makes these methods extremely efficient if they are applicable [11]. The fast convergence is based on the analyticity of the solutions, and in a series of papers, B. Guo and I. Babuška proved the appropriate kind of regularity in spaces of weighted analytic functions, their “countably normed spaces”, for some classes
of domains and examples [9, 10]. This covers the classical boundary value problems on two-dimensional piecewise analytic domains. For the practically important case of three-dimensional domains with edges and polyhedral corners [44], a corresponding proof of analytic regularity results has not yet been published. Such a proof needs to be based on a solid foundation of careful proofs of analytic regularity for problems posed on the constituents of a polyhedral corner domain, namely first domains with smooth boundaries, then conical points, then smooth edges, and finally finite edges. It is the second main motivation for writing the present book to close the gap by laying this foundation and building on it to give a complete proof of analytic regularity of solutions of elliptic boundary value problem on domains with conical points and with edges in any dimension, and on domains with polyhedral corners in three dimensions. As a byproduct, we obtain the higher order finite regularity in anisotropic weighted Sobolev spaces that is needed for other high degree approximation methods [16, 17].

How to read this book

Inherent to the material presented in this book is a natural linear hierarchy of complexity: Later parts require the techniques and results of earlier parts in order to be fully understood.

This hierarchy is determined already by the geometric structure of the piecewise smooth domains we are considering, and it is reflected by the presence of increasing levels of complexity of the tools necessary to analyze the elliptic operators and the solutions of boundary value problems on these domains. This hierarchy is therefore unavoidable, and it poses a problem for the readability of the book: Each general theorem presented – and the more interesting ones naturally appear towards the end of the book – requires, in principle, reading everything that comes before.

In order to mitigate this technical difficulty, we chose a special structure for each of the parts and chapters of the book: Besides a specific introduction, there is always an enlarged table of contents and a special section called “Essentials”. The aim of the “Essentials” section is to give quick access to all of the notations, to the most important ideas and to the main results of the corresponding chapter. In this way, reading the details of a later chapter will be possible without reading all the details of the preceding chapters: Reading only the “Essentials” of the earlier chapters should be sufficient. For some of the chapters, in particular those devoted to concrete examples, this will not quite suffice, because in order to fully understand the technical details in the discussion of an example, one will have to consult the details of the techniques presented in the chapter treating the general theory corresponding to the example. In this case, the “Essentials” section can help to quickly find the corresponding theorems and proofs where these techniques are introduced.

The four parts of the book correspond to four levels of complexity of the set of singular points of piecewise smooth domains: The lowest level corresponds to smooth domains whose points are either interior points or points on smooth boundaries. The next level are corner domains in which isolated singular points can appear. In the third part on
edge domains, singular points are allowed that lie on smooth curves, or more generally, on smooth submanifolds. In the last part, corner points and edges are both present, and edges can meet at polyhedral corners.

In each part, a general framework is introduced and analyzed in a sequence of chapters that correspond to and are determined by the evolution of mathematical ideas. Besides these, there are sections and chapters discussing examples that serve as illustrations to the general techniques and results. Some of the examples go beyond the current framework, showing how the presented ideas can be applied in more general settings.

A delicate question we were faced with from the beginning and which accompanied us during the whole work on this book was: **How to choose the right level of generality?** From observing the existing literature, we see that choosing a level of generality that is too low will not allow to understand all the ideas necessary for the complete analysis of important examples or will simply exclude them. Choosing too much generality, on the other hand, will make the text difficult to read, will lead to the inclusion of a lot of material that is perhaps not essential, and may make the distance from the general theory to the concrete examples so large that individual examples require separate constructions that render the general theory less useful.

There are three categories of objects for which this question has to be answered: Domains, operators, and function spaces. Let us explain the choices we made for this book and the guidelines leading to these choices:

Our main guideline is twofold: We have a certain number of examples in mind which we consider essential and which should be covered as completely as possible by the general framework, but we want to keep the overall level of generality as low as possible.

**a. Domains.** Here the examples we have in mind are: Domains with conical points in any dimension, all piecewise smooth domains in two dimensions, circular and straight edges, polyhedra in three dimensions.

There are classes of domains which need to be excluded, because their analysis either does not exist or is too different from any possible general framework: Domains with outward cusps and some other degeneracies of the tangent structure. We made an effort, however, to allow inward cusps, cracks, and, for example, two-dimensional curved polygons with angles $\pi$ and $2\pi$. Such domains are not locally diffeomorphic to Lipschitz polygons or Lipschitz cones, so that we need to introduce extensions both of the notion of local diffeomorphisms by using polar coordinates (“blow up” of corners) and of the notion of smooth domains to allow double points on the boundary (“unfolded boundary” of crack domains).

Another class of domains which we exclude here are general smooth edges with variable angles. There exists a literature on these to which we even contributed [24, 25, 26, 27, 28], but we do not include this theory here, simply for reasons of space.

For the class of corner domains of polyhedral type, we restrict the discussion to genuine polyhedra in three dimensions, that is domains with plane faces and straight edges.

**b. Operators.** The examples we want to cover are the classical boundary value problems of mathematical physics, in particular Dirichlet, Neumann and Robin problems
for the Laplace equation and the standard boundary value problems of linear elasticity theory and electrodynamics.

It turns out that even this modest collection of examples is not completely covered by the so-called general theory of elliptic boundary value problems available in the literature. The main reason that led us to define our own class of elliptic boundary value problems was that we wanted to cover problems given in variational form, and among them, for instance, the electromagnetic scattering problem described by the vector Helmholtz equation with the perfect conductor “electric” boundary condition, which means vanishing tangential component of the field on the boundary.

The standard setting of linear elliptic boundary value problems is the class of Agmon-Douglis-Nirenberg (ADN) elliptic systems with covering boundary conditions. This class allows to treat, in addition to the examples mentioned above, other classical examples like the standard boundary value problems for the Stokes system in fluid dynamics and various boundary value problems for biharmonic functions. It has, however, two drawbacks: There is no natural class of problems given in variational form that corresponds to ADN systems, and it is in its simplest form essentially a local theory. There exist global formulations involving the notion of vector bundles, but this is a level of abstraction that we did not want to impose on our intended readership. In the book [94], for example, which treats elliptic boundary value problems on smooth domains and manifolds, vector bundles are introduced as a tool for globally formulating ADN elliptic systems, but then the first definition of the term “elliptic boundary value problem” appears not before page 392. Often in this general theory, the definition of boundary conditions is local in a sense that will exclude our electromagnetic scattering problem mentioned above. The issue in a nutshell: For a 3-component vector field, the condition that its tangential component vanishes on the boundary of a ball in $\mathbb{R}^3$ corresponds to how many boundary conditions, 2 or 3? Answer: 2 locally, but 3 globally, unless you are willing to consider the boundary trace as a section of a vector bundle that can be split into the tangent bundle and the normal bundle. But then, how do you define variational formulations using these vector bundles? And what will happen to them near singular boundary points?

Our solution to this problem consists of two choices:

First, we restrict the general discussion in this book to second order systems, elliptic in the classical sense of Petrovski. This covers many of the standard examples, including problems in variational form, but it excludes other important examples such the Stokes system and also higher order operators such as the bilaplacian. We will, however, show how such examples can be analyzed with a simple extension of the techniques presented in our general framework. The restriction to second order systems considerably simplifies the formulation of boundary conditions which are grouped into first order and zero order conditions in a natural way.

Second, we introduce the notion of projector fields on the boundary that are used in the definition of the boundary conditions. In our example above, the projection on the tangent plane is a projector field of rank 2 defined on 3-component vector fields on the boundary. This notion is very well adapted to variational formulations, where essential boundary
conditions are often formulated using such projections. It also allows a lot of flexibility not only for overcoming the topological obstruction we hinted at, but it helps also with the corner asymptotics, by writing, for example, the operator of the normal derivative near a conical point not as a differential operator with coefficients that are discontinuous at the corner, but as the composition of the projection on the normal component with the gradient which is a differential operator with constant coefficients.

Further choices are made in the definitions of “admissible operators”, where we go beyond operators with smooth coefficients in order to include at least the images of operators with smooth coefficients under diffeomorphisms that are smooth in polar coordinates, but not necessarily smooth in Cartesian coordinates. Again, in order to keep the presentation as simple as possible, we do not try to include the most general class of singular coefficients that could be treated with the same techniques.

**c. Function spaces.** The most visible choice is that we use only Sobolev spaces over $L^2$ in this book. One reason for this is the motivation by linear problems in variational form for which the space of initial regularity is $H^1$. Another reason is the motivation by the aim of proving analytic regularity. For analytic estimates, one has to prove regularity estimates in all orders of derivation, with constants that depend in a controlled way on the order. On the other hand, because of Sobolev embedding theorems, the $L^p$ space in which the derivatives are measured does not matter. One obtains the same analytic regularity results whether one builds on $L^1$, $L^2$, or $L^\infty$ estimates. A corollary is that one can as well use the spaces that are most simple to handle, namely the scales of Hilbert Sobolev spaces.

Another consequence of the motivation by analytic estimates is that we put the emphasis on Sobolev regularity of integer order. Fractional Sobolev spaces do appear in our results, but in general more as an afterthought, and we do not try to treat the most general possible range for these spaces of fractional regularity.

There is one point where we do insist on more generality than what is often presented in the literature on corner problems: We treat two classes of weighted Sobolev spaces, not only the spaces with homogeneous norms introduced by Kontratiev (“$K$-weighted spaces”) and the corresponding analytic class $A_\beta$, but also spaces with inhomogeneous norms (“$J$-weighted spaces”) which contain in particular the ordinary non-weighted Sobolev spaces. There is a seemingly innocent difference in the way how we write the weight index for the scale of $J$-spaces, compared to the identical scale of $W$-spaces as used by Maz’ya and collaborators, but this is crucial for the definition of the right class $B_\beta$ of weighted analytic functions that generalizes the Babuška-Guo spaces.
Part I

Smooth domains
Introduction to Part I

A boundary value problem in a domain $\Omega$ is made of an interior partial differential equation

$$Lu = f \quad \text{in} \quad \Omega$$

and, if the boundary of $\Omega$ is not empty, of boundary conditions.

We choose to present, in the main course of this book, the situation where the interior operator $L$ is a linear system of partial differential equations of order 2. The ellipticity of such a system implies the validity of interior estimates with a gain of two derivatives. Complementing the interior elliptic equations by “covering” boundary conditions of order one

$$Tu = g \quad \text{on} \quad \partial\Omega$$

or of order zero

$$Du = h \quad \text{on} \quad \partial\Omega$$

allows to obtain this regularity shift by 2 on the whole domain, up to the boundary.

The proof of this regularity shift is based on Fourier analysis of model problems with constant coefficients, on the space $\mathbb{R}^n$ or the torus $\mathbb{T}^n$ for interior estimates, and the half-space $\mathbb{R}^n_+$ or the periodic half-space $\mathbb{T}^n_+$ for boundary estimates. A Fredholm theory (finite dimensional kernel and cokernel, Fredholm alternative) is deduced in the framework of standard Hilbertian Sobolev spaces.

The refined technique of nested open sets combined with Faà di Bruno formulas for the change of variables allows a Cauchy-type analytic control of the growth of derivatives when their order tends to infinity.

Plan of Part I

This part is made of five chapters. The exposition of regular elliptic problems, together with Sobolev and analytic estimates, is organized into three chapters. We develop examples and extensions in the next two chapters.

**Chapter 1:** After recalling Sobolev spaces and stating a Faà di Bruno formula for analytic change of variables, we prove refined interior estimates for elliptic second order systems. We deduce the Fredholm property for such problems when posed on smooth manifolds without boundaries. We also deduce the analytic regularity of their solutions when all data are analytic.

**Chapter 2:** To take properly the boundary into account, we recall the classical notion of covering boundary conditions and introduce some generalizations in order to include cases where global trivialization of the domain or boundary conditions is impossible. We prove boundary estimates, which allow to extend the Fredholm theory and analytic regularity properties to bounded domains with smooth boundary.
Chapter 3: We consider boundary value problems defined by a coercive variational formulation. Such problems enter the class of elliptic problems with covering boundary conditions studied in Chapter 2. But their solutions are proved to exist in variational spaces for which first order derivatives are required to be square integrable, whereas the classical elliptic regularity starts from the assumption that second order derivatives are square integrable. We prove that variational solutions enjoy the same local regularity properties in higher Sobolev and analytic norms as those of general elliptic problems if the data are regular.

Chapter 4: Classical examples: The Laplace operator $\Delta$, with Dirichlet, Neumann or Robin boundary conditions; The Lamé elasticity system for isotropic materials and more general elasticity systems for anisotropic materials, with different boundary conditions (hard clamped, stress free, etc.; The regularized Maxwell equations with perfectly or imperfectly conducting boundary conditions; Other examples from physics (Reissner-Mindlin plate model, piezoelectric system).

Chapter 5: As a natural generalization of elliptic second order systems, we study second order transmission problems: The model situation along an interface can be described as a boundary value problem for a larger system. We prove optimal piecewise Sobolev and analytic regularity along smooth interfaces.
Chapter 1

Interior estimates and analytic hypoellipticity

Introduction

This chapter is devoted to interior a priori estimates and analytic hypoellipticity for linear elliptic systems of partial differential equations. We want to keep the presentation as simple as possible, while covering the main applications of interest, and we focus therefore on elliptic systems of second order, but we allow any space dimension. We give an overview of basic techniques and results that for the most part are not new and have even been known since the late 1950s. When presenting them here, we have several aims in mind:

a) Chapter 1 can be read as an introduction to the analysis of elliptic systems, and then Chapter 2 as an introduction to elliptic boundary value problems. The main results about a-priori estimates, regularity of the solution and Fredholm properties in Sobolev spaces that hold for smooth domains constitute the model for analogous, but more complicated, results valid on non-smooth domains that will be the main subject of later parts of the book.

b) The results about regularity up to the boundary on smooth domains imply local regularity results near smooth parts of the boundary of non-smooth domains, and these are necessary ingredients to the overall description of the regularity results on domains with corners and edges. Some global regularity results on domains with conical singularities can even be obtained directly by homogeneity arguments from results for smooth domains.

c) Similarly, the analyticity up to the boundary near analytic parts of the boundary is a necessary ingredient in the description of the analytic regularity of solutions in the presence of corners and edges;

d) The Fourier and localization techniques for constructing parametrices and for obtaining a-priori estimates and Fredholm properties, described here for smooth domains, will be an essential building block for the analysis on domains with edges.
The basic techniques of nested open sets and difference quotients which are introduced here, are the key techniques for obtaining analytic estimates not only on smooth domains but also on non-smooth domains in later parts of this book.

A priori estimates are bounds for derivatives of a solution by certain norms of the right hand side (possibly up to lower order derivatives of the solution). A certain uniformity of such estimates with respect to the order of the derivatives will imply what is called the analytic hypoellipticity: The solution is analytic if the right hand side is analytic. In this chapter, we present the principal building blocks of a proof of elliptic regularity and Fredholm properties of elliptic operators on compact manifolds without boundary. Then we use the technique of nested open sets to deduce analytic estimates leading to analytic hypoellipticity.

Plan of Chapter 1

§ 1 Definition of functional spaces (Sobolev spaces and analytic classes). A Faà di Bruno type formula for the composition by an analytic map.

§ 2 Definition of ellipticity for model and general systems. Local inverse operators (parametrices). Basic a priori estimates.

§ 3 Higher order a priori estimates. Fredholm theorem in Sobolev spaces.

§ 4 Basic a priori estimates in nested concentric balls, taking the difference of radii into account.

§ 5 Order-independent estimates in nested concentric balls in the case of an operator with constant coefficients (estimates are simpler to state and to prove in this case).

§ 6 Order-independent estimates in nested concentric balls in the general case of variable (analytic) coefficients.

§ 7 Analytic regularity of solutions of elliptic problems with analytic coefficients and data.

Essentials

The subject of the first part of this book is the presentation of classical results on the regularity of solutions of linear elliptic partial differential equations. Whereas the second chapter will discuss elliptic boundary value problems, this first chapter develops the results that do not involve the boundary of the domain. Boundaries are irrelevant for two classes of results: First, for local estimates and regularity results, where properties of the solution are obtained on a subdomain \( \Omega_1 \) compactly contained in \( \Omega_2 \), under hypotheses on the given data in the larger domain \( \Omega_2 \); and second, for global results on compact manifolds without boundary. One can pass between global and local results by techniques of
localization, and local results can be combined to give global results by using finite coverings. Passages in both directions will be used to move forward from simpler to more general situations.

We present results on both finite regularity and analytic regularity. Regularity is measured by Sobolev norms, and we use the standard definition of the Sobolev space $H^s(\Omega)$ on a domain $\Omega$ in $\mathbb{R}^n$ or in a smooth $n$-dimensional manifold, $n \geq 1$. The space $A(\Omega)$ of analytic functions on a bounded domain $\Omega$ is characterized by Cauchy-type estimates for all Sobolev norms:

$$\frac{1}{k!} |u|_{k;\Omega} \leq c^{k+1} \quad \text{for some } c > 0 \text{ and all } k \in \mathbb{N}.$$  \hfill (1.a)

Here instead of the Sobolev semi-norm $|u|_{k;\Omega}$ we could take the Sobolev norm $\|u\|_{k;\Omega}$ or, in fact, any Sobolev norm of order $k$ based on $L^p$ instead of $L^2$, for any $1 \leq p \leq \infty$, and in view of the Sobolev embedding theorems we would always get the same space of analytic functions. This is one of the reasons why we will restrict ourselves here to the simplest case of the Sobolev spaces based on the Hilbert space $L^2$.

Thanks to a Faà-di-Bruno formula, we obtain the finite Cauchy-type estimate (1.22) for an analytic change of variable $g : \Omega \to \Omega'$, which we write in the form:

$$\frac{1}{k!} |f \circ g|_{k;\Omega} \leq c_g^{k+1} \sum_{\ell=0}^k \frac{1}{\ell!} |f_{\ell;g}(\Omega)|,$$  \hfill (1.b)

with a constant $c_g$ which depends on $g$ only. This allows to handle easily localization arguments.

The main object in this chapter is an $N \times N$ second order system $L = (L_{jj'})_{1 \leq j, j' \leq N}$ of linear partial differential operators with smooth coefficients. The partial differential equation $Lu = f$ corresponds to the $N \times N$ system of equations

$$\sum_{j'=1}^N L_{jj'}(x; D_x) u_{j'} = \sum_{j'=1}^N \sum_{|\alpha| \leq 2} a^{\alpha}_{jj'}(x) \partial^\alpha_x u_{j'} = f_j, \quad j = 1, \ldots, N,$$  \hfill (1.c)

with the variable $x = (x_1, \ldots, x_n) \in \Omega$, the data $f = (f_1, \ldots, f_N)$ and the unknown $u = (u_1, \ldots, u_N)$. Here the coefficients $a^{\alpha}_{jj'}(x)$ are $C^\infty$ functions on $\Omega$ and $D_x = (-i\partial_{x_1}, \ldots, -i\partial_{x_n})$.

The analysis of equation (1.c) begins with the study of a model situation where the operator $L$ has constant coefficients and thus is translation invariant, and the domain is also invariant under a group of translations.

As model operators we have the systems $L(D_x)$ with constant coefficients $a^{\alpha}_{jj'}$. Via Fourier transformation, the differential operator $L(D_x)$ becomes the multiplication operator by the matrix $L(\xi)$, the symbol of $L$. The condition of ellipticity appears naturally as the condition of invertibility of the symbol $L^{pr}(\xi)$ of its principal part for all non-zero values of the Fourier variable $\xi$:
Definition 1.A Let \( L = \left( \sum_{|\alpha|\leq 2} a_{jj'}^\alpha \partial_\alpha \right)_{1\leq j,j'\leq N} \) be a second order system with constant coefficients. It is called elliptic if the matrix
\[
L^p(\xi) := \left( \sum_{|\alpha|=2} a_{jj'}^\alpha (i\xi)^\alpha \right)_{1\leq j,j'\leq N}
\]
is invertible for all \( \xi \in \mathbb{R}^n \setminus \{0\} \).

This is the classical definition of ellipticity of a system of partial differential operators in the Petrovski sense.

As a model domain we choose here the \( n \)-torus, the compact manifold without boundary \( \mathbb{T}^n = (\mathbb{R}/2\pi\mathbb{Z})^n \). We prefer this to the often-used model domain \( \mathbb{R}^n \), because the latter has a kind of “boundary” at infinity which frequently makes itself felt by effects foreign to the local/global estimates we are looking for.

On \( \mathbb{T}^n \) one can, at least formally, solve the partial differential equation with constant coefficients \( Lu = f \) by Fourier series. Unique solvability is then equivalent to the invertibility of the symbol \( L(p) \) for integer frequencies \( p \in \mathbb{Z}^n \). This property alone does not, however, imply stability of the solution in terms of Sobolev norms. What is missing is precisely the ellipticity condition, which can be interpreted as asymptotic invertibility for frequencies on the “infinite sphere” \( S^{n-1} \).

For the torus \( \mathbb{T}^n \), there is thus a very simple characterization of ellipticity in terms of invertibility between Sobolev spaces, and it easily leads to a complete regularity theory for operators with constant coefficients, summarized in the following theorem. Here the Sobolev spaces \( H^s \) and analytic classes \( A \) are simply the \( N \)-component vector version of \( H^s \) and \( A \).

**Theorem 1.B** Let \( L \) be a second order system with constant coefficients on the torus \( \mathbb{T}^n \).

(i) The operator \( L \) is an isomorphism from \( H^2(\mathbb{T}^n) \) onto \( L^2(\mathbb{T}^n) \) if and only if \( L \) is elliptic and in addition \( L(p) \) is invertible for any \( p \in \mathbb{Z}^n \).

(ii) The system \( L \) is elliptic if and only if there exists another second order system \( \tilde{L} \) with constant coefficients that has the same principal part as \( L \) and is such that \( \tilde{L} \) defines an isomorphism from \( H^2(\mathbb{T}^n) \) onto \( L^2(\mathbb{T}^n) \).

(iii) If the assumption of (ii) is satisfied, then \( \tilde{L} \) is an isomorphism between \( H^{s+2}(\mathbb{T}^n) \) and \( H^s(\mathbb{T}^n) \) for any order \( s \in \mathbb{R} \) and also from the analytic class \( A(\Omega) \) onto itself.

(iv) If \( L \) is elliptic, then \( L \) is a Fredholm operator of index zero between \( H^{s+2}(\mathbb{T}^n) \) and \( H^s(\mathbb{T}^n) \) for any \( s \in \mathbb{R} \), and its kernel and cokernel do not depend on \( s \), are in fact represented by analytic functions. There holds the analytic hypoellipticity in the form: If \( u \in \mathcal{D}'(\mathbb{T}^n)^N \) is solution of \( Lu = f \) with \( f \in A(\mathbb{T}^n) \), then there holds also \( u \in A(\mathbb{T}^n) \).

This theorem is in a certain sense the ideal form of all elliptic regularity theorems that will appear later on. In our presentation, it is also a tool for getting local a priori estimates.
that will then lead to local regularity results for systems with non-constant coefficients and eventually to global regularity results on compact manifolds without boundary.

For a general system $L$ as in (1.e), we consider at any point $x_0 \in \Omega$ the model operator $L(x_0; D_x)$ with coefficients frozen in $x_0$:

$$L(x_0; D_x) = (L_{j,j'}(x_0; D_x))_{j,j'} \quad \text{with} \quad L_{j,j'}(x_0; D_x) = \sum_{|\alpha| \leq 2} a_{j,j'}^\alpha(x_0) \partial_x^\alpha.$$

**Definition 1.C** The system $L$ is said to be elliptic on $\Omega$ if for all $x_0 \in \Omega$, the frozen operator $L(x_0; D_x)$ is elliptic.

Then the continuous inverse $\tilde{L}(D_x)^{-1}$ from $L^2(\mathbb{T}^n)$ to $H^2(\mathbb{T}^n)$ associated with any frozen operator $L(x_0; D_x)$ by virtue of the preceding theorem is the essential building block for the construction of a local parametrix (inverse modulo compact operators) of $L$ on any open domain $\Omega$ in $\mathbb{R}^n$ that is sufficiently small so that it can be considered as a subdomain of $\mathbb{T}^n$. The construction of the parametrix uses also a dilation argument exploiting the fact that very close to a point the operator $L$ differs only by a small perturbation from its principal part frozen in that point. This is a technique – sometimes called “blowup” – that will appear repeatedly later on, because we will always consider geometries where tangent cones exist, so that at least asymptotically the domain is dilation invariant.

Once a parametrix is constructed, one has local a priori estimates in $H^2$, such as (1.32)

$$\|u\|_{2; B_{x_0}} \leq A_0 \left( \|Lu\|_{0; B_{x_0}^*} + \|u\|_{1; B_{x_0}^*} \right). \quad (1.e)$$

which is valid for all $u \in H^2_0(B_{x_0})$ on a sufficiently small ball $B_{x_0}^*$ centered at $x_0$.

By estimating difference quotients, one can get higher order a priori estimates, and one can write them in the form used in Theorem 1.3.3:

$$\|u\|_{k+2; \Omega_1} \leq c(\|Lu\|_{k; \Omega_2} + \|u\|_{1; \Omega_2}) \quad (1.f)$$

This is valid for any bounded domains $\Omega_1$, $\Omega_2$ such that $\overline{\Omega_1} \subset \Omega_2$ and any $u \in H^2(\Omega_2)$ satisfying $Lu \in H^k(\Omega_2)$. The constant $c$ here may depend on $k$, $\Omega_1$, $\Omega_2$ and $L$, but not on $u$.

From such local a priori estimates it is easy to obtain global results about finite regularity and Fredholm properties in Sobolev spaces on smooth manifolds with boundary.

In order to get analytic regularity, we use the technique of nested open sets. This relies on estimates similar to (1.1.f), but with precise control over the way how the constant $c$ depends on the relative position of the two domains $\Omega_1$ and $\Omega_2$. The starting point is again the $H^2$ a priori estimate (1.e), from which one can deduce a more precise $H^2$ estimate as in (1.42):

$$\sum_{|\alpha| \leq 2} \rho^{\alpha} \sum_{|\alpha| \leq 2} \|\partial_{x}^{\alpha} u\|_{B_{R-|\alpha|}} \leq A_1 \left( \rho^2 \|Lu\|_{B_{R-\rho}} + \sum_{|\alpha| \leq 1} \rho^{\alpha} \|\partial_{x}^{\alpha} u\|_{B_{R-|\alpha|}} \right).$$
Here $\| \cdot \|_B$ is the $L^2$ norm on $B$, and the $B_{R-k\rho}$ ($k = 0, 1, 2$) are three concentric balls of radius $R-k\rho$, so that $\rho$ denotes the distance between their successive boundaries. The constant $A_1$ here does not depend on $R$ and $\rho$, as long as $0 < \rho < R/2$ and $R$ remains below some sufficiently small threshold $R_\ast$.

By again using difference quotients and carefully estimating commutators between derivatives and multiplication by the smooth coefficients of the operator $L$, one obtains higher order a priori estimates in nested open sets.

- For the constant coefficient case, they are written in the form of estimate (1.43) which considers again norms on a finite number of concentric balls of successive distance $\rho$:

$$
\sum_{|\alpha| \leq k+2} \rho^{|\alpha|} \| \partial^\alpha_x u \|_{B_{R-|\alpha|\rho}} \leq \sum_{|\beta| \leq k} A^{k+1-|\beta|} \rho^{2+|\beta|} \| \partial^\beta_x L u \|_{B_{R-\rho-|\beta|\rho}} + A^{k+1} \sum_{|\alpha| \leq 1} \rho^{|\alpha|} \| \partial^\alpha_x u \|_{B_{R-|\alpha|\rho}} . 
$$

(1.g)

- For the variable coefficient case, the estimates involve a continuous range of concentric balls. They culminate in estimate (1.46) which can be written in detailed form as

$$
\max_{0 < \rho \leq \frac{R}{2^{(k+1)}}} \max_{|\delta|=k+2} \rho^{k+2} \| \partial^\delta_x u \|_{B_{R-(k+2)\rho}} \leq

A^{k+1} \left( \sum_{\ell=0}^k A^{-\ell} \max_{0 < \rho \leq \frac{R}{2^{(k+1)}}} \max_{|\delta|=\ell} \rho^{2+\ell} \| \partial^\delta_x L u \|_{B_{R-(\ell+1)\rho}} + \max_{0 < \rho \leq \frac{R}{2}} \max_{|\delta|=1} \rho \| \partial^\delta_x u \|_{B_{R-\rho}} + \| u \|_{B_R} \right).
$$

(1.h)

From these estimates in nested open sets, it is not hard to obtain Cauchy-type estimates for Sobolev norms on two fixed nested domains $\Omega_1 \subset \subset \Omega_2$, such as estimate (1.51)

$$
\frac{1}{k!} |u|_{k;\Omega_1} \leq A^{k+1} \left( \sum_{\ell=0}^{k-2} \frac{1}{\ell!} |L u|_{\ell;\Omega_2} + \sum_{\ell=0}^{k} \frac{1}{\ell!} |u|_{\ell;\Omega_2} \right),
$$

(1.i)

valid for all $k \in \mathbb{N}$ with a constant $A$ depending only on $\Omega_1$, $\Omega_2$ and the coefficients of $L$, but not on $k$ or $u$.

The final result of this chapter can be summarized as follows.

**Theorem 1.D** Let $L$ be an elliptic second order $N \times N$ system with smooth coefficients.

(i) For any two bounded domains $\Omega_1$, $\Omega_2$ such that $\Omega_1 \subset \Omega_2$ and any $s \geq 0$, if $u \in H^s(\Omega_2)$ satisfies $Lu = f \in H^1(\Omega_2)$, then $u \in H^{s+2}(\Omega_1)$ and one has the estimates (1.f) with a constant $c$ independent of $u$.

(ii) If the coefficients of $L$ are analytic, then one has the more precise estimates (1.i) for any $k \in \mathbb{N}$ with a constant $A$ independent of $k$, and if $Lu \in A(\Omega_2)$, then $u \in A(\Omega_1)$. 

(iii) If \( L \) is elliptic on a smooth compact manifold \( \Omega \) without boundary, then the above estimates hold with \( \Omega_1 = \Omega_2 = \Omega \), and \( L \) is a Fredholm operator between \( H^{s+2}(\Omega) \) and \( H^s(\Omega) \) for any \( s \in \mathbb{R} \); its kernel and cokernel do not depend on \( s \) and are represented by \( C^\infty \) functions; if \( \Omega \) is analytic and \( L \) has analytic coefficients, they are represented by analytic functions.

1.1 Classical function spaces

In this section we recall the definitions of some classical spaces, namely the Sobolev spaces and spaces of analytic functions, together with their main properties. We assume that the reader is familiar with the basic theory of Sobolev spaces, and we refer to the standard literature \([2, 57, 91]\) for more details. We mainly consider two model domains for the definition of Sobolev spaces: The non-periodic case \( \mathbb{R}^n \) and the periodic case \( \mathbb{T}^n = (\mathbb{R}/2\pi \mathbb{Z})^n \), and subdomains of these. We also mention the extension to subdomains of more general smooth manifolds.

In Lemma 1.1.1 we prove precise estimates for analytic coordinate transformations which seem to be new in this form.

By \( n \) we denote the space dimension, \( n \geq 1 \), and by \( x = (x_1, \ldots, x_n) \) the Cartesian coordinates in \( \mathbb{R}^n \) or \( \mathbb{T}^n \).

1.1.a Sobolev spaces

Throughout, we will use only Hilbert Sobolev spaces based on \( L^2 \). All the material presented in this section is covered in detail by Chapter 4 of \([91]\).

- **Sobolev spaces on** \( \mathbb{R}^n \) of any real order \( s \) are defined via Fourier transformation: Let the Fourier transform \( \mathcal{F} \) of \( u \) be given by

\[
(\mathcal{F}u)(\xi) = (2\pi)^{-n/2} \int_{\mathbb{R}^n} e^{-ix \cdot \xi} u(x) \, dx, \quad \xi \in \mathbb{R}^n.
\]  

(1.1)

Here \( x : \xi = x_1 \xi_1 + \ldots + x_n \xi_n \). Then the Sobolev norm of order \( s \in \mathbb{R} \) is defined as

\[
\|u\|_s = \left( \int_{\mathbb{R}^n} (1 + |\xi|^2)^s |(\mathcal{F}u)(\xi)|^2 \, d\xi \right)^{1/2}
\]  

(1.2)

The Sobolev space \( H^s(\mathbb{R}^n) \) consists of all tempered distributions for which the norm (1.2) is finite. These spaces are also called *Bessel potential spaces*. Unless specially mentioned, we will think of complex-valued functions, but there are examples where all functions are assumed to be real-valued.
The Sobolev spaces of integral order on domains of $\mathbb{R}^n$ are defined in the distributional sense. We understand by domain an open connected subset, as usual. Since our main emphasis later on will be on regularity of higher order and analytic regularity, we will be working chiefly with Sobolev spaces of integral order $m \in \mathbb{N}$ and the related trace spaces. We will therefore often use the classical definition of these spaces via $L^2$ norms of (distributional) derivatives.

Let $\Omega$ be a domain in $\mathbb{R}^n$. We denote by $C^0(\overline{\Omega})$ the space of continuous functions up to the boundary of $\Omega$ equipped with the $L^\infty$ norm, and by $C^\infty(\overline{\Omega})$ the space of functions infinitely differentiable up to the boundary of $\Omega$. Finally $C^\infty_0(\Omega)$ is the space of smooth functions with compact support in $\Omega$.

We denote by $\| \cdot \|_{\Omega}$ the $L^2$ norm over $\Omega$ for scalar functions, that is

$$
\| u \|_{\Omega} = \left( \int_\Omega |u(\mathbf{x})|^2 \, d\mathbf{x} \right)^{1/2}.
$$

For a vector function $\mathbf{u} = (u_1, \ldots, u_N)$, we set

$$
\| \mathbf{u} \|_{\Omega} = \left( \sum_{i=1}^N \| u_i \|_{\Omega}^2 \right)^{1/2}.
$$

The Sobolev space of index $m$ on $\Omega$, for $m \in \mathbb{N}$, is defined as the space $H^m(\Omega)$ of all functions $u \in L^2(\Omega)$ such that all their partial derivatives $\partial^\alpha$ of order $|\alpha| < m$ belong to $L^2(\Omega)$. Here $\alpha = (\alpha_1, \ldots, \alpha_n)$ is a multi-index, $|\alpha| = \alpha_1 + \ldots + \alpha_n$ its length and

$$
\partial^\alpha \mathbf{u} = \frac{\partial^{|\alpha|} u}{\partial x_1^{\alpha_1} \ldots \partial x_n^{\alpha_n}} = \partial^\alpha_1 u_1 \ldots \partial^\alpha_n u_n.
$$

The norm and semi-norm in $H^m(\Omega)$ are denoted by $\| \cdot \|_{m;\Omega}$ and $| \cdot |_{m;\Omega}$, respectively, and given by

$$
\| u \|_{m;\Omega} = \left( \sum_{|\alpha| \leq m} \| \partial^\alpha u \|_{\Omega}^2 \right)^{1/2} \quad \text{and} \quad | u |_{m;\Omega} = \left( \sum_{|\alpha| = m} \| \partial^\alpha u \|_{\Omega}^2 \right)^{1/2}.
$$

(1.3)

For a vector function $\mathbf{u}$, the corresponding norm is still denoted by $\| \cdot \|_{m;\Omega}$:

$$
\| \mathbf{u} \|_{m;\Omega} = \left( \sum_{i=1}^N \| u_i \|_{m;\Omega}^2 \right)^{1/2}.
$$

Thus the notation $\| \cdot \|_{\Omega}$ for the $L^2$ norm is an alternative to $\| \cdot \|_{0;\Omega}$.

The two norms for functions $u$ defined on $\mathbb{R}^n$, $\| u \|_m$ via (1.2) and $\| u \|_{m;\mathbb{R}^n}$ via (1.3) are equivalent with universal constants not depending on the space dimension. With the Parseval equality one can easily obtain

$$
\| u \|_{m;\mathbb{R}^n}^2 \leq \| u \|_m^2 \leq \frac{2^m}{m+1} \| u \|_{m;\mathbb{R}^n}^2.
$$

\(^1\) We use the convention $\mathbb{N} = \{0,1,2,\ldots\}$.
Thus the equivalence is not uniform in $m$, but the growth of the constant is sufficiently slow so that it will not influence the definition of our analytic spaces (see inequalities (1.18)).

For $m \in \mathbb{N}$, the closure of $\mathcal{E}_0^\infty(\Omega)$ in $H^m(\Omega)$ is denoted by $H^m_0(\Omega)$, and $H^{-m}(\Omega)$ is defined as the dual space of $H^m_0(\Omega)$.

If $\Omega$ satisfies some minimal regularity property, namely that $\Omega$ is bounded and Lipschitz, there holds $H^m(\Omega)$ is bounded Lipschitz, then the norm of $H^m(\Omega)$ defines an element of $H^m(\mathbb{R}^n)$.

1. The extension by zero of any function belonging to $H^m_0(\Omega)$ defines an element of $H^m(\mathbb{R}^n)$.

2. Functions in $H^m(\Omega)$ have extensions in $H^m(\mathbb{R}^n)$. Therefore the space of restrictions to $\Omega$ of elements of $H^m(\mathbb{R}^n)$ coincides with $H^m(\Omega)$.

On the other hand, if $\Omega$ has cracks, or even if $\Omega$ is only “smooth in the extended sense” as defined in Section 2.8, then these two properties do not hold any more.

**Sobolev spaces of general real order on domains of $\mathbb{R}^n$.** For a real non-integral $s > 0$, the space $H^s(\Omega)$ is defined by interpolation [57] between $H^{[s]}(\Omega)$ and $H^{[s]+1}(\Omega)$, with $[s]$ the integral part of $s$. If $\Omega$ is bounded and Lipschitz, or is unbounded and a uniformly Lipschitz epigraph, then the norm of $H^s(\Omega)$ is equivalent to its Sobolev-Slobodeckii norm defined as follows

$$
\|u\|_{s;\Omega} = \left(\|u\|_{[s];\Omega}^2 + \sum_{|\alpha|=[s]} |\partial_\alpha^s u|_{s-[s];\Omega}^2 \right)^{1/2}.
$$

Here for $0 < \sigma < 1$, the semi-norm $|v|_{\sigma;\Omega}$ is defined by

$$
|v|_{\sigma;\Omega}^2 = \int_{\Omega} \int_{\Omega} \frac{|v(x) - v(x')|^2}{|x - x'|^{n+2\sigma}} \, d\Omega' \, dx.
$$

**NB.** For the class of extended smooth domains with double points on the boundary which we introduce later on in section 2.8, the same equivalence still holds, provided the semi-norm $|v|_{\sigma;\Omega}$ is defined by

$$
|v|_{\sigma;\Omega}^2 = \int_{\Omega} \int_{\Omega} \frac{|v(x) - v(x')|^2}{d(x, x')^{n+2\sigma}} \, d\Omega' \, dx,
$$

where $d(x, x')$ denotes the geodesic distance between $x$ and $x'$ inside $\Omega$. For bounded Lipschitz domains, $d(x, x')$ is equivalent to $|x - x'|$.

The space $H^s_0(\Omega)$ is defined as the closure of $\mathcal{E}_0^\infty(\Omega)$ in $H^s(\Omega)$. We define another space $\tilde{H}^s(\Omega)$ by Hilbert space interpolation between $H^{[s]}_0(\Omega)$ and $H^{[s]+1}_0(\Omega)$ and then $H^{-s}(\Omega)$ as the dual space of $\tilde{H}^s(\Omega)$. It is known [57] that the space $\tilde{H}^s(\Omega)$ is contained in $H^s_0(\Omega)$, but if $\Omega \neq \mathbb{R}^n$, it may happen that $\tilde{H}^s(\Omega)$ is strictly smaller than $H^s_0(\Omega)$: When $\Omega$ is bounded Lipschitz, there holds

\[\text{This means that } \Omega \text{ has a Lipschitz boundary, see [42, Def. 1.2.1.1] for a definition.}\]

\[\text{This condition is equivalent to the exterior uniform cone condition, and also to the interior uniform cone condition, see [42, Chap. 1].}\]
1. For $s \not\in \mathbb{N} + \frac{1}{2}$, $\widetilde{H}^s(\Omega) = H^s_0(\Omega)$.

2. For $s \in \mathbb{N} + \frac{1}{2}$, the extension by zero of any function belonging to $\widetilde{H}^s(\Omega)$ defines an element of $H^s(\mathbb{R}^n)$, while this is not true for $H^s_0(\Omega)$. The space $\widetilde{H}^{\frac{1}{2}}(\Omega)$ is also denoted by $H^{\frac{1}{2}}_0(\Omega)$ in [57].

Finally, $\widetilde{H}^{-s}(\Omega)$ is defined as the dual space of $H^s(\Omega)$. Here we use Triebel’s notation [93, Section 4.8]. If $\Omega$ is bounded Lipschitz, we have the identity for all $s \in \mathbb{R}$

$$\widetilde{H}^s(\Omega) = \{ u \in H^s(\mathbb{R}^n) \mid \text{supp } u \subset \overline{\Omega} \}.$$  

Then the two dual families $H^s(\Omega)$ and $\widetilde{H}^s(\Omega)$ ($s \in \mathbb{R}$) are interpolation scales, the former consisting of spaces of distributions in $\Omega$, the latter of distributions in $\mathbb{R}^n$, for any $s \in \mathbb{R}$ without exception.

- **Periodic Sobolev spaces** on the $n$-torus $\mathbb{T}^n = (\mathbb{R}/2\pi \mathbb{Z})^n$ are defined by the periodic Fourier transformation (Fourier series). Let

$$\mathcal{F}_{\text{per}} u(p) = \hat{u}(p) = (2\pi)^{-n/2} \int_{\mathbb{T}^n} e^{-ix \cdot p} u(x) \, dx, \quad p \in \mathbb{Z}^n. \quad (1.6)$$

The Sobolev norm of order $s \in \mathbb{R}$ is defined by

$$\| u \|_{s; \mathbb{T}^n} = \left( \sum_{p \in \mathbb{Z}^n} (1 + |p|^2)^s |\hat{u}(p)|^2 \right)^{1/2}, \quad (1.7)$$

and the Sobolev space $H^s(\mathbb{T}^n)$ is defined as the Hilbert space of all $n$-ply $2\pi$-periodic distributions on $\mathbb{R}^n$ for which this norm is finite.

In the periodic case, since $\mathbb{T}^n$ has an empty boundary, $H^{-s}(\mathbb{T}^n)$ is in a natural way the dual space of $H^s(\mathbb{T}^n)$, for all $s \in \mathbb{R}$.

If $\Omega$ is a domain in $\mathbb{R}^n$ such that its closure is contained in an open cube of side length not more than $2\pi$, then $\Omega$ can also be considered in a natural way as a subdomain of $\mathbb{T}^n$, and the two definitions of the Sobolev space $H^s(\Omega)$, by restriction from $\mathbb{R}^n$ and by restriction from $\mathbb{T}^n$, are equivalent$^4$. We will often use this identification later on.

- **Sobolev spaces on smooth manifolds.** One can extend all the above definitions to the situation where $\Omega$ is a bounded subdomain of a smooth manifold $M$ of dimension $n$ with or without boundary. A canonical example that will play an important role later on is the case of $M$ being the unit sphere $\mathbb{S}^n$ of $\mathbb{R}^{n+1}$. Another important case is given by regular parts of the boundary of a domain in $\mathbb{R}^n$.

Sobolev spaces on a smooth compact manifold $M$ without boundary are defined by a coordinate covering and a corresponding partition of unity: Let $\mathcal{U}_j \subset M$ ($j = 1, \ldots, J$) be a finite family of open sets covering $M$ and $\phi_j$ ($j = 1, \ldots, J$) $C^\infty$ diffeomorphisms

$^4$Equivalence constants depend on $s$ and also on the size of $\Omega$. We will use these equivalences for low regularities only.
from $\mathcal{U}_j$ to the open unit ball $B \subset \mathbb{R}^n$ – which we can also consider as a subset of $\mathbb{T}^n$ if we wish. Let $\psi_j \in \mathcal{C}_0^\infty(\mathcal{U}_j)$ ($j = 1, \ldots, J$) be such that $\sum \psi_j \equiv 1$ on $M$.

For $u \in \mathcal{C}^\infty(M)$, the functions $(\psi_j u) \circ \phi_j^{-1}$ belong to $\mathcal{C}_0^\infty(B)$, and one can define the Sobolev norm

$$
\|u\|_{s; M} = \left( \sum_{j=1}^{J} \|(\psi_j u) \circ \phi_j^{-1}\|_{s; \mathbb{R}^n}^2 \right)^{1/2} 
$$  \(1.8\)

The Sobolev space $H^s(M)$ is the completion of $\mathcal{C}^\infty(M)$ under this norm.

We define similarly Sobolev spaces on a smooth compact manifold $M$ with boundary. In the latter case, some of the diffeomorphisms $\phi_j$ act from $\mathcal{U}_j$ to the open unit half-ball $B_+ \subset \mathbb{R}^n$.

If $\Omega$ is a subdomain of a smooth compact manifold $M$, with or without boundary, the spaces $H^m(\Omega)$, $H_0^m(\Omega)$, $H^s(\Omega)$, $H_0^s(\Omega)$, $\tilde{H}^s(\Omega)$, and $H^{-s}(\Omega)$ are defined as before, using local maps.

These definitions are invariant in the sense that the norm defined in (1.8) does, of course, depend on the choice of the coordinate covering, but that the passage to a different covering yields an equivalent norm. The latter is proved by using some basic tools of the calculus of Sobolev spaces, namely the boundedness of the operators defined by coordinate transformations and by multiplication with smooth functions.

We note that if we consider the torus $\mathbb{T}^n$ as a compact manifold without boundary and define the Sobolev spaces $H^s(\mathbb{T}^n)$ by localizing and transport from the unit ball in $\mathbb{R}^n$, we get new definitions, different from but equivalent to the global definitions given above in (1.7) via the periodic Fourier transformation.

The norm of $H^s(M)$ can be equivalently defined by restrictions rather than by cut-off, that is, when $M$ is without boundary, by

$$
\|u\|_{s; M} = \left( \sum_{j=1}^{J} \| (u|_{\mathcal{U}_j}) \circ \phi_j^{-1} \|_{s; B}^2 \right)^{1/2} 
$$  \(1.9\)

instead of (1.8). In the case of a manifold with boundary, some of the terms in the right hand side of (1.9) are replaced with contributions on the half-ball $B_+$ instead of the ball $B$. The expression (1.9) is more convenient for the definition of analytic classes on analytic manifolds.

Considering for $n \geq 2$ a particular case of smooth manifolds of dimension $n - 1$, namely the boundary $\partial \Omega$ of a smooth bounded domain $\Omega$ of dimension $n$, we have defined now Sobolev spaces of any order on the boundary $\partial \Omega$. This will be needed when we consider traces on $\partial \Omega$ of functions defined on $\Omega$, see Section 2.1.

- **Additional basic properties of Sobolev spaces**, see for instance [2, 61, 76, 93].

(i) **Poincaré Inequality:** For bounded Lipschitz $\Omega$ there exists a constant $c_{m, \Omega}$:

$$
\|u\|_{m-1; \Omega} \leq c_{m, \Omega} \|u\|_{m; \Omega}, \quad \forall u \in H_0^m(\Omega). 
$$  \(1.10\)
More generally, if \( E \) is a closed subspace of \( H^m(\Omega) \) such that its intersection with the space \( \mathbb{P}^{m-1} \) of polynomials of degree \( \leq m-1 \) is reduced to \( \{0\} \), there exists a constant \( c = c_E \):

\[
\|u\|_{m-1;\Omega} \leq c |u|_{m;\Omega}, \quad \forall u \in E.
\] (1.11)

This is a consequence of the Bramble-Hilbert Theorem \([15]\), which states that the quotient norm in \( H^m(\Omega)/\mathbb{P}^{m-1} \) is bounded by the semi-norm

\[
\|u\|_{H^m(\Omega)/\mathbb{P}^{m-1}} \leq c |u|_{m;\Omega}, \quad \forall u \in H^m(\Omega).
\] (1.12)

Another form of this estimate is given in \([69]\): if \( u \in H^m(\Omega) \) has zero averages for all its partial derivatives of order \( \leq m-1 \), its norm in \( H^m(\Omega) \) is bounded by its semi-norm.

(ii) Sobolev embedding Theorem: If \( \Omega \) is a bounded Lipschitz domain, then:

\[
\forall s > m + \frac{n}{2}, \ m \in \mathbb{N} : \ H^s(\Omega) \subset C^m(\overline{\Omega}), \quad \text{with continuous embedding.} \quad (1.13)
\]

Thus, in particular,

\[
\bigcap_{k \in \mathbb{N}} H^k(\Omega) = C^\infty(\overline{\Omega}). \quad (1.14)
\]

(iii) Rellich compact embedding Theorem: For a bounded Lipschitz \(^5\) domain \( \Omega \), the embedding \( H^t(\Omega) \subset H^s(\Omega) \) is compact if \( t > s \). \( \quad (1.15) \)

### 1.1.b Analytic functions

Besides the Sobolev spaces, our most important classical function space is the **class of analytic functions** on \( \Omega \) which we introduce now. The definition we will mostly use is:

\[
A(\Omega) = \left\{ u \in \bigcap_{k \in \mathbb{N}} H^k(\Omega) \mid \exists c > 0 \ \forall k \in \mathbb{N} : |u|_{k;\Omega} \leq c^{k+1} k! \right\}, \quad (1.16)
\]

and \( A(\Omega) = A(\Omega)^N \). The defining sequence of estimates in (1.16) can be written equivalently – more precisely but a little less conveniently – as

\[
\exists c_1 > 0 \ \exists c_0 > 0 \ \forall k \in \mathbb{N} : |u|_{k;\Omega} \leq c_1 c_0^k k!. \quad (1.17)
\]

The class of functions satisfying (1.17) for fixed \( c_0 \) and arbitrary \( c_1 \) then forms a linear subspace of \( A(\Omega) \), giving \( A(\Omega) \) in a natural way the structure of an inductive limit of Banach spaces.

Other equivalent sequences of estimates defining the same class \( A(\Omega) \) are

\[
\exists c_2 > 0 \ \exists c_0 > 0 \ \forall k \in \mathbb{N} : \|u\|_{k;\Omega} \leq c_2 c_0^k k!, \quad (1.18)
\]

and for a bounded Lipschitz domain \( \Omega \):

\(^5\) It is easy to see that the statements (i) and (iii) extend to domains which are a finite union of bounded Lipschitz domains.
The relations between the constants \( c_1, c_2, c_3 \) and between \( c_0 \) and \( c_4 \) depend only on the dimension \( n \) and the domain \( \Omega \).

The equivalence of the uniform estimates (1.19) with (1.17) is a consequence of the Sobolev embedding (1.13). They imply that the Taylor series of an element \( u \) of \( A(\Omega) \) is convergent in any point \( x_0 \in \overline{\Omega} \), in the sense that there exists a ball \( B \) centered in \( x_0 \) such that the Taylor series of \( u \) at \( x_0 \),

\[
\sum_{\alpha \in \mathbb{N}^n} \frac{(x - x_0)^\alpha}{\alpha!} \partial^\alpha u(x_0),
\]

converges on \( B \). Here \( \alpha! = \alpha_1! \cdots \alpha_n! \) and \((x - x_0)^\alpha = (x_1 - x_{0,1})^{\alpha_1} \cdots (x_n - x_{0,n})^{\alpha_n} \).

Moreover, its sum coincides with \( u(x) \) for any \( x \in \overline{\Omega} \cap B \), which means that \( A(\Omega) \) is nothing else than the class of real analytic functions up to the boundary of \( \Omega \). The “modulus of analyticity” \( c_0 \) or \( c_4 \) in (1.17)-(1.19) gives an estimate for the inverse of the smallest radius of convergence of the Taylor series.

We will prove a result on the behavior of the above analytic estimates under coordinate transformations. This will then allow us to extend the definitions of the analytic classes to the situation where \( \Omega \) is a subdomain of an analytic manifold \( M \) of dimension \( n \) without boundary. We assume that \( \Omega \) coincides with \( M \) (case without boundary) or is an analytic subdomain of \( M \) (case with boundary). The canonical example where \( M \) is the unit sphere \( S^n \) of \( \mathbb{R}^{n+1} \) is suitable. Other examples that will play role here are boundary manifolds of smooth domains. Another example of a compact manifold without boundary is the torus \( \mathbb{T}^n \) which has the particularity of admitting a global system of coordinates, so that the analytic classes on \( \mathbb{T}^n \) or its subdomains can be defined by (1.16) directly.

In general, the analytic class \( A(\Omega) \) will be defined locally, by an analytic atlas of coordinate maps on \( M \). The analyticity of \( M \) corresponds to the condition that the coordinate transformations between different local coordinate systems belonging to the atlas are analytic diffeomorphisms between domains in \( \mathbb{R}^n \). The definition of \( A(\Omega) \) is independent of the choice of the analytic atlas, owing to the obvious fact that the composition of an analytic function \( f \) by an analytic map \( g \) is analytic. One way to show this is by estimating derivatives of composite maps. For this, we have the following precise quantitative result, concerning the preservation of analytic-type estimates of finite order:

**Lemma 1.1.1** Let \( \Omega \subset \mathbb{R}^n \) and \( \Omega' \subset \mathbb{R}^m \), let \( k \in \mathbb{N} \) be fixed, and let \( g : \Omega \to \Omega' \) be of class \( \mathcal{C}^k(\overline{\Omega}) \) and \( f : \Omega' \to \mathbb{R} \) of class \( \mathcal{C}^k(\overline{\Omega'}) \).

(i) We assume that there are constants \( C_0 > 0 \), \( C_1 \geq 1 \) such that the components \( g_1, \ldots, g_m \) of \( g \) satisfy the estimates

\[
\forall \alpha \in \mathbb{N}^n, \; |\alpha| \leq k, \; \forall x \in \Omega : \; |\partial^\alpha g_j(x)| \leq C_1 C_0^{|\alpha|} |\alpha|!
\]

(1.20)
Then the composite function $F = f \circ g \in C^k(\Omega)$ satisfies with $C_2 = (m + 1)C_0C_1$:

$$\forall \alpha \in \mathbb{N}^n, \ |\alpha| \leq k, \ \forall x \in \Omega : \ |\partial^\alpha F(x)| \leq C_2^{|\alpha|} |\alpha|! \sum_{\ell=0}^{\infty} \frac{1}{\ell!} \max_{|\beta| = \ell} \left| (\partial^\beta f)(g(x)) \right|$$

(1.21)

(ii) If in addition $m = n$ and $g$ is a diffeomorphism from $\overline{\Omega}$ to $\overline{\Omega'}$, so that the mapping $f \mapsto f \circ g$ is a bounded linear operator from $L^2(\Omega')$ to $L^2(\Omega)$ whose norm we denote by $M_g$, then we have the estimate between Sobolev seminorms with $C_3 = \sqrt{n}C_2$

$$\frac{1}{k!} |F|_{k; \Omega} \leq M_g C_3^k \sum_{\ell=0}^{k} \frac{1}{\ell!} |f|_{\ell; \Omega'}.$$

(1.22)

Proof: It is clear that we need to prove (1.21) only for $|\alpha| = k \geq 1$. For this, we first establish a multi-dimensional version of the formula of FAÁ DI BRUNO [1, p.823]. We claim that for $|\alpha| = k$ and $y = g(x)$ we have

$$\partial^\alpha F(x) = \sum_{\ell=1}^{k} \sum_{j_1, \ldots, j_\ell} \gamma_{n,k,\ell}^{n,k,\ell} (\partial_{y_{j_1} \cdots y_{j_\ell}} f(y)) \prod_{i=1}^{\ell} (\partial^{\alpha_i} g_{j_i}(x)).$$

(1.23)

Here the second sum is extended over all integers $j_1, \ldots, j_\ell \in \{1, \ldots, m\}$ and over all non-zero multiindices $\alpha_1, \ldots, \alpha_\ell \in \mathbb{N}^n$ (not to be mistaken for the components of $\alpha$) which satisfy

$$\alpha_1 + \cdots + \alpha_\ell = \alpha.$$

The coefficients $\gamma_{n,k,\ell}^{n,k,\ell}$ are non-negative integers which may depend on $n$, $k$, $\ell$, $j = (j_1, \ldots, j_\ell)$, $\alpha_1, \ldots, \alpha_\ell$, but are otherwise independent of $f$, $g$, $\Omega$, $\Omega'$.

In fact, formula (1.23) can be proved simply by induction on $|\alpha|$, and the proof remains easy (and is left to the reader) as long as we do not need explicit expressions for the combinatorial coefficients $\gamma_{n,k,\ell}^{n,k,\ell}$. Fortunately, for our purposes we do not need the coefficients explicitly, but we are going to show the equality

$$\sum_{\ell=1}^{k} \sum_{j_1, \ldots, j_\ell} \gamma_{n,k,\ell}^{n,k,\ell} \alpha_1! \cdots \alpha_\ell! \prod_{i=1}^{\ell} |\alpha_i|! = m(m + 1)^{k-1} k!$$

(1.24)

where the second sum is extended over the same set of indices as in (1.23).

For the proof of (1.24), we use (1.23) for a particular choice of $f$ and $g$: Let us temporarily
use the shorthand notation \(|x| = \sum_{i=1}^{n} x_i\) for \(x \in \mathbb{R}^n\). Then we set
\[
g_j(x) = \frac{1}{1 - |x|} = \sum_{\beta \in \mathbb{N}^n} \frac{|eta|!}{\beta!} x^\beta \quad \text{for } x \text{ near } 0,
\]
\[
f(y) = \frac{1}{1 - |y - 1|} = \frac{1}{m + 1 - |y|} \quad \text{for } y \text{ near } 1 = (1, \ldots, 1).
\]
Then \(F(x) = \frac{1}{m + 1 - |g(x)|} = \frac{1}{m + 1} + \frac{m}{m + 1} \frac{1}{1 - (m + 1)|x|} \).

We compute for \(\alpha_j, \alpha \in \mathbb{N}^n, |\alpha| \geq 1:\)
\[
\frac{\partial^{|\alpha|} g_j(0)}{=} |\alpha_j|!; \quad \frac{\partial y_{j_1} \cdots y_{j_\ell} f(1)}{=} \ell!; \quad \frac{\partial^{|\alpha|} F(0)}{=} \frac{m}{m + 1} (m + 1)^{|\alpha|} |\alpha|!.
\]
If we insert this in (1.23), we find (1.24). Since all terms in (1.24) are positive, we can estimate the sum of the terms with a fixed \(\ell\) also by the right hand side of (1.24).

Coming now back to general \(f\) and \(g\) satisfying (1.20), we insert the estimate
\[
|\prod_{i=1}^{\ell} \partial^{|\alpha_i|} g_{j_i}(x)| \leq C_1^\ell C_0^\sum_{\alpha_i} |\alpha_i|!
\]
into (1.24) and obtain
\[
|\sum_{j_1, \ldots, j_\ell}^{\gamma_{j_1, \alpha_1, \ldots, \alpha_\ell}} (\partial y_{j_1} \cdots y_{j_\ell} f(\cdot)) \prod_{i=1}^{\ell} \left(\partial^{|\alpha_i|} g_{j_i}(x)\right) | \leq (m + 1)^k k! C_1^\ell C_0^k \frac{1}{\ell!} M(\ell, f, x)
\]
where
\[
M(\ell, f, x) = \max_{|\beta| = \ell} |(\partial^\beta f)(g(x))|.
\]
This implies with \(C_2 = (m + 1)C_0 C_1:\)
\[
|\partial^{|\alpha|} F(x)| \leq k! C_2^k \sum_{\ell=0}^{k} \frac{1}{\ell!} M(\ell, f, x)
\]
hence (1.21).

For the proof of (1.22), we take \(L^2\) norms in (1.21) and obtain
\[
\|
\partial^{|\alpha|} F \|_\Omega \leq k! C_2^k \sum_{\ell=0}^{k} \frac{1}{\ell!} \| M(\ell, f, \cdot) \|_\Omega \leq k! C_2^k M_{g} \sum_{\ell=0}^{k} \frac{1}{\ell!} |f|_{\ell, \Omega'}.
\]
The extra factor \(\sqrt{n}\) in \(C_3\) takes care of the sum over the multiindices \(\alpha\) of length \(k\). □
1.2 Elliptic operators and basic estimates

In this section we introduce elliptic systems of second order and prove their fundamental regularizing property: Any solution of a second order elliptic system with an $L^2$ right hand side is \textit{locally} in $H^2$. Moreover, an elliptic system on a smooth compact manifold $\Omega$ without boundary defines a Fredholm$^6$ operator from $H^2(\Omega)$ into $L^2(\Omega)$. Classical references for the theory of linear elliptic systems are [4, 5, 3, 76, 94].

All the problems we consider have associated model situations with simplified structure and certain invariance properties. In the case of the analysis of local properties of elliptic systems on a smooth domain, our model problems have constant coefficients and can be set on $\mathbb{R}^n$ or on the periodic domain $T^n = (\mathbb{R}/2\pi\mathbb{Z})^n$. For the introduction of the basic theory, we follow the approach of [53] and prefer $T^n$ to $\mathbb{R}^n$ because of the possibility of constructing model isomorphisms in a simple and explicit way.

1.2.a Model problems with constant coefficients on the torus

We define partial differential operators with constant coefficients and their symbol.

**Definition 1.2.1** We denote by $D_x$ the row of first order operators $(-i\partial_{x_1}, \ldots, -i\partial_{x_n})$. For $d \in \mathbb{N}$, let $P = P(D_x)$ be a partial differential operator of order $d$ with constant coefficients on $T^n$:

$$P(D_x) = \sum_{|\alpha| \leq d} p^\alpha \partial_x^\alpha. \quad (1.25)$$

* The symbol of $P$ is the function $P(\xi)$ defined for $\xi \in \mathbb{R}^n$ by:

$$P(\xi) = \sum_{|\alpha| \leq d} p^\alpha (i\xi)^\alpha \quad \text{with} \quad \xi = (\xi_1, \ldots, \xi_n), \quad \xi^\alpha = \xi_1^{\alpha_1} \ldots \xi_n^{\alpha_n}.$$

* The principal part $P^{pr} = P^{pr}(D_x)$ of $P$ is defined as

$$P^{pr}(D_x) = \sum_{|\alpha| = d} p^\alpha \partial_x^\alpha.$$

which means that we only keep the derivatives of maximal order $d$.

With the discrete Fourier transformation $\mathcal{F}_{\text{per}}$ (1.6), we have the fundamental formula

$$(\mathcal{F}_{\text{per}} P(D_x)u)(p) = P(p)(\mathcal{F}_{\text{per}} u)(p), \quad \forall p \in \mathbb{Z}^n.$$

Let now $L = (L_{ij})_{1 \leq i, j \leq N}$ be a $N \times N$ system of order 2 with constant coefficients. This means that for each $i$ and $j$ we can write

$$L_{ij}(D_x)u = \sum_{|\alpha| \leq 2} a^\alpha_{ij} \partial_x^\alpha u.$$

$^6$ An operator is said to be Fredholm if it has a finite-dimensional kernel and a closed range of finite codimension.
The equation $Lu = f$ corresponds to the $N \times N$ system of partial differential equations

$$
\sum_{j=1}^{N} L_{ij} u_j = f_i, \quad i = 1, \ldots, N.
$$

Let $k \in \mathbb{N}$. As an obvious consequence of the definitions, $u \in H^{k+2}(\mathbb{T}^n)$ implies $Lu \in H^k(\mathbb{T}^n)$ and there holds, with a constant $c$ independent of $u$:

$$
\|f\|_{k; \mathbb{T}^n} \leq c \|u\|_{k+2; \mathbb{T}^n}.
$$

Conversely, if $f \in H^k(\mathbb{T}^n)$, then the existence and uniqueness of a solution $u \in H^{k+2}(\mathbb{T}^n)$ of the equation

$$
Lu = f \quad \text{in} \quad \mathbb{T}^n,
$$

is contingent on a special property of $L$, the ellipticity. We start with the following fundamental result.

**Proposition 1.2.2** Let $L(D_x)$ be a system of order 2 with constant coefficients on $\mathbb{T}^n$, and let $L^{pr}(D_x)$ denote its principal part.

(i) Let us assume that the following two-part condition is satisfied:

(a) $\forall \xi \in S^{n-1}, \ L^{pr}(\xi)$ is invertible
(b) $\forall p \in \mathbb{Z}^n, \ L(p)$ is invertible.

Then for all $f \in L^2(\mathbb{T}^n)$, there exists a unique solution $u \in H^2(\mathbb{T}^n)$ to $Lu = f$.

(ii) Conversely, if the problem $Lu = f$ is uniquely solvable in $H^2(\mathbb{T}^n)$ for all $f \in L^2(\mathbb{T}^n)$, then (1.27) holds.

**Proof:** (i) We assume (1.27). Since the function $\xi \mapsto L^{pr}(\xi)$ is continuous on the compact set $S^{n-1}$, there exists $C_a > 0$ such that

$$
\forall \xi \in S^{n-1}, \ \|L^{pr}(\xi)^{-1}\|_{\mathcal{L}_n} \leq C_a.
$$

Here $\|\cdot\|_{\mathcal{L}_n}$ is the norm of the endomorphisms of $\mathbb{C}^n$. Since the function $\xi \mapsto L^{pr}(\xi)^{-1}$ is homogeneous of degree $-2$ we deduce from the previous inequality that

$$
\forall \xi \in \mathbb{R}^n \setminus \{0\}, \ \|L^{pr}(\xi)^{-1}\|_{\mathcal{L}_n} \leq C_a|\xi|^{-2}.
$$

Let us prove that there exists $C_b > 0$ such that with $\langle p \rangle = (1 + |p|^2)^{1/2}$ there holds

$$
\forall p \in \mathbb{Z}^n, \ \|L(p)^{-1}\|_{\mathcal{L}_n} \leq C_b\langle p \rangle^{-2}.
$$

Since $L(p) - L^{pr}(p) = O(\langle p \rangle)$, we deduce from (1) that for all $\eta \in \mathbb{C}^N$ and $p \neq 0$

$$
|\eta| |p|^2 \leq C_a |L^{pr}(p)\eta| \leq C_a \left( |L(p)\eta| + C'\langle p \rangle |\eta| \right),
$$

where $C'$ is a constant independent of $\eta$.
for some positive constant $C'$ independent of $p$. This estimate yields (2) for $\langle p \rangle$ large enough, say $\langle p \rangle > R > 1$. The estimation (2) in the bounded set $\langle p \rangle \leq R$ is a direct consequence of (1.27) (b).

Let $f \in L^2(\mathbb{T}^n)$. Denoting by $\hat{f}(p)$ the Fourier coefficient $\mathcal{F}_{\text{per}} f(p)$, we set for all $p \in \mathbb{Z}^n$

$$\hat{u}(p) = L(p)^{-1} \hat{f}(p).$$

Using (2) together with the fact that $f$ belongs to $L^2(\mathbb{T}^n)$, we find that

$$\sum_{p \in \mathbb{Z}^n} \langle p \rangle^4 |\hat{u}(p)|^2 < \infty.$$ 

Thus, setting

$$u(x) = (2\pi)^{-n/2} \sum_{p \in \mathbb{Z}^n} \hat{u}(p)e^{i p \cdot x},$$

we obtain a solution $u \in H^2(\mathbb{T}^n)$ to the problem $Lu = f$. This solution is clearly unique.

(ii) From the unique solvability in $H^2(\mathbb{T}^n)$ of the equation $Lu = f$ for all $f \in L^2(\mathbb{T}^n)$ results the estimate (invoking the closed graph theorem)

$$\|u\|_{H^2(\mathbb{T}^n)} \leq C\|f\|_{L^2(\mathbb{T}^n)}.$$ 

Using this estimate for the special choice $u(x) = \eta e^{i p \cdot x}, \eta \in \mathbb{C}^N$, we find

$$|\eta|\langle p \rangle^2 \leq C|L(p)\eta|.$$ 

We conclude that (1.27) (b) holds, together with the uniform estimates (2). Reversing the steps of the proof of (i), we find that there exists $R' > 0$, $C' > 0$ such that:

$$\forall p \in \mathbb{Z}^n, \langle p \rangle > R', \|L^{pr}(\frac{p}{|p|})^{-1}\|_{L^2} \leq C'. $$

Then (1.27) (a) is a consequence of the density in $S^{n-1}$ of the set

$$\left\{ \frac{p}{|p|} \mid p \in \mathbb{Z}^{n-d}, |p| \geq R \right\}.$$ 

We deduce from Proposition 1.2.2 the following important corollary which is fundamental for the definition of ellipticity and also for the construction of parametrices for elliptic problems.

**Corollary 1.2.3** Let $L$ be a system of order 2 with constant coefficients on $\mathbb{T}^n$, and let $L^{pr}$ denote its principal part. We assume that it is elliptic, that is $L^{pr}(\xi)$ is invertible for all $\xi$ in the unit sphere $S^{n-1}$ – condition (1.27) (a). Then there holds

(i) There exists a system $\tilde{L}$ of order 2 with constant coefficients and the same principal part as $L$, and such that $\tilde{L}$ defines an isomorphism from $H^2(\mathbb{T}^n)$ to $L^2(\mathbb{T}^n)$.

(ii) The system $L$ defines a Fredholm operator from $H^2(\mathbb{T}^n)$ onto $L^2(\mathbb{T}^n)$. 
Proof: (i) With \( \vec{v} = (\frac{1}{2}, \ldots, \frac{1}{2}) \in \mathbb{R}^n \), we set, cf. [53, Rem. 2.1.1]:
\[
\tilde{L}(D_x) = L^{pr}(D_x + \vec{v}).
\]
Then \( \tilde{L}(p) = L^{pr}(p + \vec{v}) \). For all \( p \in \mathbb{Z}^n \), \( p + \vec{v} \) is not zero. Therefore the ellipticity condition, which implies that \( L^{pr}(\xi) \) is invertible for all \( \xi \neq 0 \), yields condition (1.27) (b) for \( \tilde{L} \). Proposition 1.2.2 gives the invertibility of \( \tilde{L} \).

(ii) Since \( L^{pr} = \tilde{L}^{pr} \), and \( \mathbb{T}^n \) is compact, the difference \( L - \tilde{L} \) is compact from \( H^2(\mathbb{T}^n) \) into \( L^2(\mathbb{T}^n) \). Thus (ii) is a consequence of (i). \( \Box \)

Remark 1.2.4 If \( L \) is elliptic and homogeneous of order 2, that is \( L = L^{pr} \), then the condition (1.27) (b) is never satisfied, because \( L(0) = 0 \). The kernel and cokernel consist of constants \( u \in \mathbb{C}^N \).

Remark 1.2.5 The simple case \( n = 1 \) is included in the results of this chapter. In this case, we have a second order system of ordinary differential equations, and the ellipticity condition (1.27) (a) is equivalent to the invertibility of the matrix multiplying the second derivative.

1.2.b Local a priori estimates for problems with smooth coefficients

Let \( \Omega \) be an open set in \( \mathbb{R}^n \) or in \( \mathbb{T}^n \). By \( x \) we denote Cartesian coordinates.

Definition 1.2.6 Let \( P = P(x; D_x) \) be a partial differential operator of order \( d \) with smooth coefficients on \( \overline{\Omega} \):
\[
P(x; D_x) = \sum_{|\alpha| \leq d} p^\alpha(x) \partial_x^\alpha, \quad p^\alpha \in \mathcal{C}^\infty(\overline{\Omega}).
\]

* Its principal part is \( P^{pr}(x; D_x) = \sum_{|\alpha|=d} p^\alpha(x) \partial_x^\alpha \).
* Let \( x_0 \in \overline{\Omega} \). The principal part of the operator \( P \) frozen at \( x_0 \) is the partial differential operator \( P^{pr}(x_0; D_x) \), homogeneous with constant coefficients:
\[
P^{pr}(x_0; D_x) = \sum_{|\alpha|=d} p^\alpha(x_0) \partial_x^\alpha.
\]

* The principal symbol of \( P \) is the function \( (x, \xi) \mapsto P^{pr}(x; \xi) \) defined for \( x \in \overline{\Omega} \) and \( \xi \in \mathbb{R}^n \) by the symbol in \( \xi \) of its principal part:
\[
P^{pr}(x; \xi) = \sum_{|\alpha|=d} p^\alpha(x)(i\xi)^\alpha \quad \text{with} \quad \xi = (\xi_1, \ldots, \xi_n).
\]

Let \( L = (L_{ij})_{1 \leq i, j \leq N} \) be a \( N \times N \) system of order 2 with smooth coefficients in \( \overline{\Omega} \):
\[
L_{ij}(D_x)u = \sum_{|\alpha| \leq 2} a^\alpha_{ij}(x) \partial_x^\alpha u, \quad a^\alpha_{ij} \in \mathcal{C}^\infty(\overline{\Omega}), \quad i, j \in \{1, \ldots, n\}.
\]
If \( \Omega \) is bounded, then it is clear that the operator \( L \) is continuous from \( H^{k+2}(\Omega) \) to \( H^k(\Omega) \) for any \( k \in \mathbb{N} \). The converse estimate, namely of \( u \) by \( f \) globally in \( \Omega \), is much more difficult, and even impossible if \( \Omega \) has a non-empty boundary. Nevertheless, if \( \Omega_1 \) and \( \Omega_2 \) are subdomains of \( \Omega \) such that the closure \( \overline{\Omega}_1 \) is included in \( \Omega_2 \) (which implies that the distance between \( \partial \Omega_1 \) and \( \partial \Omega_2 \) is positive), and if \( L \) is elliptic, then it is possible, knowing \textit{a priori} a solution \( u \) of the equation \( Lu = f \) on \( \Omega_2 \), to give an estimate of the Sobolev norms of \( u \) over the smaller domain \( \Omega_1 \) by the norms of \( f \) over \( \Omega_2 \) and the \( H^1 \) norm of \( u \) over \( \Omega_2 \).

The property of ellipticity is defined by means of the principal part frozen in each point, and for the latter it coincides with the notion of ellipticity introduced in Corollary 1.2.3.

**Definition 1.2.7** Let \( L(x; D_x) \) be a \( N \times N \) system of second order operators as in (1.29).
- Its \textit{principal part} \( L^{pr} \) is the system \( (L^{pr})_{ij} \), with \( L^{pr}_{ij}(x; D_x) = \sum_{|\alpha|=2} a^{ij}_\alpha(x) \partial_\alpha^\alpha \).
- Its \textit{principal part frozen at} \( x_0 \) is the system \( L^{pr}(x_0; D_x) \) with constant coefficients \( L^{pr}(x_0; D_x) = (L^{pr}_{ij}(x_0; D_x)) \) with \( L^{pr}_{ij}(x_0; D_x) = \sum_{|\alpha|=2} a^{ij}_\alpha(x_0) \partial_\alpha^\alpha \).
- The \textit{principal symbol} of \( L \) is the matrix valued function \( \overline{\Omega} \times \mathbb{R}^n \ni (x, \xi) \mapsto L^{pr}(x; \xi) := (L^{pr}_{ij}(x; \xi)) \in \mathcal{L}_n. \)
- Let \( x_0 \in \overline{\Omega} \). The system \( L \) is called \textit{elliptic} at \( x_0 \) if \( \forall \xi \in \mathbb{S}^{n-1} : L^{pr}(x_0; \xi) \) is invertible. (1.30)
- The system \( L \) is called \textit{elliptic on} \( \overline{\Omega} \) if it is elliptic at \( x_0 \) for all \( x_0 \in \overline{\Omega} \).

**Example 1.2.8** (i) The simplest example of a \textit{scalar} elliptic operator (i.e. with \( N = 1 \)) is the Laplace operator \( \Delta = \partial_1^2 + \ldots + \partial_n^2 \). Its symbol is \(-(|\xi|^2) = -|\xi|^2\).

(ii) A standard example of elliptic system with \( N = n \) is the Lamé system which can be written as \( \mu \Delta I_n + (\lambda + \mu) \nabla \text{div} \), where \( \lambda \) and \( \mu \) are real numbers, \( I_n \) is the identity matrix of dimension \( n \), \( \nabla \) is the gradient operator and \( \text{div} \) is the divergence, its adjoint operator. For isotropic linear elasticity, \( \lambda \) and \( \mu \) are positive, and \( L \) is elliptic. More generally, \( L \) is elliptic for any couple \( (\lambda, \mu) \) with \( \mu \neq 0 \) and \( \lambda \neq -2\mu \), see [63].

We will obtain the Fredholm theory for elliptic systems with variable coefficients, by considering them as perturbations of the constant coefficient case. Using Corollary 1.2.3, we first prove the existence of “local parametrices”, a kind of approximate two-sided inverses. For this, the continuity of coefficients is sufficient.

**Proposition 1.2.9** Let \( L \) be a second order system with \( \mathcal{C}^0 \) coefficients, elliptic at \( x_0 \). There exists a ball \( B_{x_0} \) centered at \( x_0 \) and an operator \( \mathcal{E}_{x_0} \) continuous from \( L^2(B_{x_0}) \) into
\( \mathbf{H}^2(\mathcal{B}_{x_0}) \) such that for any \( \psi', \psi'' \in \mathcal{C}_0^\infty(\mathcal{B}_{x_0}) \) with \( \psi'' \psi' = \psi' \):

\[
L \psi'' \mathcal{C}_{x_0} \psi' f = \psi' f + K f, \quad \forall f \in L^2(\mathcal{B}_{x_0}), \tag{1.31a}
\]

\[
\psi'' \mathcal{C}_{x_0} \psi' L u = \psi' u + K' u, \quad \forall u \in \mathbf{H}^2(\mathcal{B}_{x_0}), \tag{1.31b}
\]

where \( K : L^2(\mathcal{B}_{x_0}) \to L^2(\mathcal{B}_{x_0}) \) and \( K' : \mathbf{H}^2(\mathcal{B}_{x_0}) \to \mathbf{H}^2(\mathcal{B}_{x_0}) \) are compact operators. In fact, \( K \) is continuous from \( L^2(\mathcal{B}_{x_0}) \) to \( \mathbf{H}^1(\mathcal{B}_{x_0}) \), and \( K' \) from \( \mathbf{H}^1(\mathcal{B}_{x_0}) \) to \( \mathbf{H}^2(\mathcal{B}_{x_0}) \).

**Proof:** As will be used in next chapters, let us denote by \( L_{x_0} \) the principal part of \( L \) frozen at \( x_0 \):

\[
L_{x_0}(D_x) = L_{pr}(x_0; D_x).
\]

Since \( L \) is elliptic at \( x_0 \), the system \( L_{x_0} \) satisfies the assumptions of Corollary 1.2.3. Therefore there exists an operator \( \tilde{L} \) with constant coefficients on \( \mathbb{T}^n \) which has the same principal part as \( L \) at \( x_0 \) and is invertible from \( \mathbf{H}^2(\mathbb{T}^n) \) onto \( L^2(\mathbb{T}^n) \). We choose \( R_* \in (0, \pi) \) so that \( B_{R_*(x_0)} \), the ball of center \( x_0 \) and radius \( R \), can be considered as a subset of \( \mathbb{T}^n \). We then have the estimate for all \( R, 0 < R \leq R_* 
\]

\[
\| L_{pr} u - L_{x_0} u \|_{0, B_R(x_0)} \leq c \max_{i,j; |\alpha|=2} \left| a_{ij}^\alpha(x) - a_{ij}^\alpha(x_0) \right| \| u \|_{2; B_R(x_0)}.
\]

Here the constant \( c \) does not depend on \( R \). Choose \( \psi \in \mathcal{C}_0^\infty(\mathcal{B}_1(0)) \) with values in \([0,1] \) and such that \( \psi \equiv 1 \) on \( B_{1/2}(0) \). From (1) we deduce

\[
\| \psi \left( \frac{x - x_0}{R} \right) (L_{pr} u - L_{x_0} u) \|_{0; \mathbb{T}^n} \leq c \max_{i,j; |\alpha|=2} \left| a_{ij}^\alpha(x) - a_{ij}^\alpha(x_0) \right| \| u \|_{2; \mathbb{T}^n}.
\]

Since we have assumed that the coefficients of \( L \) are continuous, this estimate implies that

\[
\| \psi \left( \frac{x - x_0}{R} \right) (L_{pr} u - L_{x_0} u) \|_{0; \mathbb{T}^n} \leq \gamma(R) \| u \|_{2; \mathbb{T}^n},
\]

for some non-decreasing function \( \gamma > 0 \), which tends to \( 0 \) as \( R \to 0 \) and is independent of \( u \). We now choose \( R = R_0 \) small enough so that

\[
\gamma(R_0) \| L_{pr} - L_{x_0} \| \leq \frac{1}{2}.
\]

We define the operator \( \mathcal{L} \) on \( \mathbb{T}^n \) by

\[
\mathcal{L} = \tilde{L} + \psi \left( \frac{x - x_0}{R_0} \right) (L_{pr} - L_{x_0}).
\]

From (3)-(5) we deduce that \( \mathcal{L} \) is invertible from \( \mathbf{H}^2(\mathbb{T}^n) \) onto \( L^2(\mathbb{T}^n) \). We set

\[
\mathcal{B}_{x_0} = B_{R_0/2}(x_0).
\]
By construction we have $\mathcal{L}^p(x; D_\alpha) = L^p(x; D_\alpha)$ for all $x \in B_{x_0}$, hence
\begin{equation}
(L - \mathcal{L})|_{B_{x_0}} \text{ is an operator of order 1.}
\end{equation}

Let $\mathcal{P}_0$ be the operator of extension by zero from $B_{x_0}$ into $\mathbb{T}^n$, continuous from $L^2(B_{x_0})$ into $L^2(\mathbb{T}^n)$. We define our operator $\mathcal{E}_{x_0}$ for $f \in L^2(B_{x_0})$ by
\begin{equation}
\mathcal{E}_{x_0} f = (\mathcal{L}^{-1} \mathcal{P}_0 f)|_{B_{x_0}} \in H^2(B_{x_0}).
\end{equation}

Thus
\begin{equation}
\mathcal{L} \mathcal{E}_{x_0} \psi' f = \psi' f, \quad \forall f \in L^2(B_{x_0}) \quad \text{and} \quad \mathcal{E}_{x_0} \mathcal{L} \psi' u = \psi' u, \quad \forall u \in H^2(B_{x_0}).
\end{equation}

From (6)-(8) we can deduce (1.31a)-(1.31b). Indeed from (8), we have
\begin{equation}
L \mathcal{E}_{x_0} \psi' f = \psi' f + (L - \mathcal{L}) \mathcal{E}_{x_0} \psi' f,
\end{equation}
and therefore with the commutator $[L, \psi''] = L\psi'' - \psi'' L$
\begin{equation}
L \psi'' \mathcal{E}_{x_0} \psi' f = \psi'' L \mathcal{E}_{x_0} \psi' f + [L, \psi''] \mathcal{E}_{x_0} \psi' f
= \psi'' \psi' f + \psi''(L - \mathcal{L}) \mathcal{E}_{x_0} \psi' f + [L, \psi''] \mathcal{E}_{x_0} \psi' f
= \psi' f + \psi''(L - \mathcal{L}) \mathcal{E}_{x_0} \psi' f + [L, \psi''] \mathcal{E}_{x_0} \psi' f.
\end{equation}

This shows (1.31a) with
\begin{equation}
K f = \psi''(L - \mathcal{L}) \mathcal{E}_{x_0} \psi' f + [L, \psi''] \mathcal{E}_{x_0} \psi' f.
\end{equation}
The operator $K$ is continuous from $L^2(B_{x_0})$ to $H^1(B_{x_0})$, because both $\psi''(L - \mathcal{L})$ and $[L, \psi'']$ are differential operators of order one.

The identity (1.31b) is proved in a similar manner: From (8) we have
\begin{equation}
\mathcal{E}_{x_0} \psi' L u = \mathcal{E}_{x_0} L \psi' u + \mathcal{E}_{x_0} [\psi', L] u
= \mathcal{E}_{x_0} \mathcal{L} \psi' u + \mathcal{E}_{x_0} (L - \mathcal{L}) \psi' u + \mathcal{E}_{x_0} [\psi', L] u
= \psi' u + \mathcal{E}_{x_0} (L - \mathcal{L}) \psi' u + \mathcal{E}_{x_0} [\psi', L] u.
\end{equation}

This shows (1.31b) with
\begin{equation}
K' u = \psi'' \mathcal{E}_{x_0} (L - \mathcal{L}) \psi' u + \psi'' \mathcal{E}_{x_0} [\psi', L] u.
\end{equation}

Proposition 1.2.9 allows us to prove the basic local estimate which we are going to use as a starting point for the proof of elliptic regularity (the gain of two orders of derivation) and of analytic hypoellipticity.

**Corollary 1.2.10** Let $L$ be a $N \times N$ system of second order partial differential operators with smooth coefficients on $\Omega$. We assume that $L$ is elliptic at $x_0 \in \Omega$. Then there exists a ball $B^*_{x_0}$ centered at $x_0$ and a constant $A_0 > 0$ such that for all $u \in H^2_0(B_{x_0}^*)$ there
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holds

\[ \|u\|_{2; B_{x_0}^*} \leq A_0 (\|Lu\|_{0; B_{x_0}^*} + \|u\|_{1; B_{x_0}^*}). \]  

(1.32)

**Proof:** Let \( B_{x_0}^* \) be a ball with center \( x_0 \) strictly smaller than the ball \( B_{x_0} \) found in Proposition 1.2.9. We choose the cut-off functions \( \psi' \) and \( \psi'' \) as in that Proposition and such that \( \psi' \equiv 1 \) on \( B_{x_0}^* \). The relation (1.31b) together with the continuity of \( E_{x_0} \) implies for any \( u \in H^2_0(B_{x_0}^*) \) the estimate

\[ \|u + K'u\|_{2; B_{x_0}^*} \leq c\|Lu\|_{0; B_{x_0}^*}. \]

Using the continuity of \( K' \) from \( H^1(B_{x_0}) \) to \( H^2(B_{x_0}) \), we obtain estimate (1.32). \( \square \)

**Remark 1.2.11** The converse statement also holds: If the system satisfies the estimate (1.32), then \( L \) is elliptic at \( x_0 \), see Theorem 3.2.4 of [53]. \( \triangle \)

1.2.c Problems with smooth coefficients on a compact manifold

Let \( M \) be a smooth \( n \)-dimensional manifold. This means that there is an "atlas" of coordinate maps, that is a covering of \( M \) by open sets \( U_j \) and associated bijections \( \phi_j \) from \( U_j \) to the open unit ball \( B \subset \mathbb{R}^n \) such that the coordinate transformations

\[ \phi_j \circ \phi_i^{-1} : \phi_i(U_i \cap U_j) \to \phi_j(U_i \cap U_j) \]

are \( C^\infty \) diffeomorphisms between open subsets of \( B \). A function \( u \) on \( M \) is of class \( C^\infty \) if all its "expressions in local coordinates" \( \phi_j^*u := u \circ \phi_j^{-1} \) are \( C^\infty \) functions on \( B \). Similarly one can introduce the notion of manifolds of class \( C^k \) for \( k \geq 2 \) by requiring that the coordinate transformations are of regularity \( C^k \).

A differential operator with smooth coefficients on \( M \) can be defined as an operator mapping \( C^\infty(M) \) to \( C^\infty(M) \) such that all its expressions in local coordinates are differential operators with smooth coefficients on \( M \). In local coordinates, one can then define the notions of principal part, principal part frozen at a point and principal symbol as in Definition 1.2.7. The objects so defined will at first depend on the choice of local coordinates. Although it is possible to define underlying invariant differential-geometric objects, we will not make the effort to do so, because the main concept of ellipticity and the main results, such as regularity, will nevertheless be independent of the choice of local coordinates.

For the case of the notion of ellipticity at a point, it is easy to see that the principal symbols of two different expressions in local coordinates of the same differential operator are related by a similarity transformation, so that they are simultaneously invertible or not. The following definition therefore makes sense.

**Definition 1.2.12** Let \( L \) be an \( N \times N \) system of partial differential operators of order 2 with smooth coefficients on the smooth manifold \( M \).
\* L is said to be elliptic at the point \( x \in M \) if for any local coordinate map \( \phi_j : U_j \rightarrow B \) with \( x \in U_j \), the representation of \( L \) in local coordinates \( \phi_j^* L(\phi_j^*)^{-1} \) is elliptic at the point \( \phi_j(x) \in B \).

\* L is said to be elliptic on a subset \( \Omega \) of \( M \) if it is elliptic at any point \( x \in \Omega \).

By transport via local coordinate maps, the local parametrix construction of Proposition 1.2.9 and the local a priori estimate (1.32) of Corollary 1.2.10 remain valid if \( \Omega \) is an open subset of a smooth manifold \( M \). The only change in the formulation of these two propositions is in the interpretation of the term “ball”. The “ball” \( B_{x_0} \) centered at \( x_0 \in \Omega \subset M \) now has to be understood as the image under \( \phi_j^{-1} \) of a ball \( B \subset \mathbb{R}^n \) centered at \( \phi_j(x_0) \).

Proposition 1.2.9 now implies the Fredholm property for elliptic systems of order 2 in the case of a manifold without boundary. For basic facts about Fredholm operators, see [41, 94].

**Theorem 1.2.13** Let \( \Omega \) be a smooth compact manifold without boundary. Let \( L \) be a \( N \times N \) system of second order operators with smooth coefficients, elliptic over \( \Omega \). Then \( L \) defines a Fredholm operator from \( H^2(\Omega) \) to \( L^2(\Omega) \).

**Proof:** We extract a finite covering \( \{ B_x : x \in X \} \) of \( \Omega \) from the covering by all balls \( B_{x_0}, x_0 \in \Omega \), provided by Proposition 1.2.9. Choosing an atlas on the manifold \( \Omega \), we can assume that every ball \( B_x \) for \( x \in X \) is contained in one coordinate domain and can therefore be considered as a subset of \( \mathbb{R}^n \). Let \( \psi'_x \) be a smooth partition of unity on \( \Omega \) subordinate to the covering \( \{ B_x : x \in X \} \). Let \( \psi''_x \) be a smooth cut-off function such that \( \psi''_x \psi'_x = \psi'_x \), and with support contained in \( B_x \). Then we set

\[
E = \sum_{x \in X} \psi''_x \mathcal{E}_x \psi'_x.
\]

The operator \( E \) is continuous from \( L^2(\Omega) \) into \( H^2(\Omega) \) and is a global parametrix of \( L \), which means that

\[
LE = I + K, \quad K \text{ compact in } L^2(\Omega), \quad EL = I + K', \quad K' \text{ compact in } H^2(\Omega).
\]

From this two identities, we see that \( E \) is both a left and a right regularizer for \( L \). Therefore, by Atkinson’s well-known theorem in [8], see also [64, Ch. 1], we find that \( L \) is Fredholm. \( \square \)

If \( \Omega \) has a boundary (which is our main subject of interest), we will need estimates up to the boundary. As we will explain in the next chapter, the existence of such estimates is ensured by complementing the system \( L \) by a set of \( N \) “covering” boundary conditions on \( \partial \Omega \). Then similar estimates as (1.32) hold up to the boundary \( \partial \Omega \) in a neighborhood of any point \( x_0 \) where \( \partial \Omega \) is sufficiently smooth.
1.3 Interior regularity of solutions in Sobolev spaces

1.3.a Model elliptic systems on the torus

We start with the situation of model systems on $\mathbb{T}^n$: For elliptic systems in the periodic case, it is rather easy to prove a result on Sobolev and analytic regularity, which prefigures what we will find later on in many different, more complicated, situations. We have here in a nutshell the statements that will be labelled “regularity theorem”, “shift theorem”, and “analytic hypoellipticity”.

Although it addresses a rather particular situation, we choose to present the proof because of its simplicity. We start with finite regularity in Sobolev spaces and note that we get uniform estimates in Sobolev norms.

**Theorem 1.3.1** Let $L$ be a system of order 2 with constant coefficients on $\mathbb{T}^n$. Let $u \in \mathcal{D}'(\mathbb{T}^n)$ be such that $Lu = f$ with $f \in \mathcal{H}^s(\mathbb{T}^n)$ for a real number $s$.

(i) We suppose that (1.27) (a) & (b) hold. Then $u \in \mathcal{H}^{s+2}(\mathbb{T}^n)$, and there exists a constant $C_L$ independent of $s$ and $f$ such that we have the estimates

$$\|u\|_{s+2; \mathbb{T}^n} \leq C_L \|f\|_{s; \mathbb{T}^n}.$$  \hfill (1.33)

(ii) We suppose that (1.27) (a) holds. Then $u \in \mathcal{H}^{s+2}(\mathbb{T}^n)$, and there exist two constants $C_L$ and $M_L$ independent of $s$ and $f$ such that we have the following a priori estimates for all $\ell < s + 2$:

$$\|u\|_{s+2; \mathbb{T}^n} \leq C_L (\|f\|_{s; \mathbb{T}^n} + M_L^{s+2-\ell} \|u\|_{\ell; \mathbb{T}^n}).$$  \hfill (1.34)

Using the estimates (1.34) for all $s \in \mathbb{N}$ and with $\ell = 0$, we obtain immediately the “analytic shift theorem” for elliptic systems with constant coefficients on the torus.

**Corollary 1.3.2** Let $L$ be an elliptic system of order 2 with constant coefficients on $\mathbb{T}^n$, that is condition (1.27) (a) holds. Let $u \in \mathcal{D}'(\mathbb{T}^n)$ be such that $Lu = f$ with $f$ in the analytic class $\mathcal{A}(\mathbb{T}^n)$. Then $u$ belongs to the same analytic class.

**Proof of Theorem 1.3.1:** (i) When conditions (1.27) (a) & (b) hold, the estimate (1.33) is a consequence of the expression (1.7) of the norm in $\mathcal{H}^s(\mathbb{T}^n)$ by Fourier coefficients and of the uniform bound on the inverse of the symbol

$$\|L(p)^{-1}\|_{\mathcal{L}_n} \leq C_b(p)^{-2},$$

valid for all $p \in \mathbb{Z}^n$ as shown in the proof of Proposition 1.2.2. Then (1.33) holds with $C_L = C_b$.

(ii) If condition (1.27) (a) holds, we have shown in the same proof that there exists $R$ such that (1) is still valid for $\langle p \rangle \geq R$. Thus we use (1) to bound the Fourier coefficients $\hat{u}(p)$.
of \( \mathbf{u} \) for \( \langle \mathbf{p} \rangle \geq R \). For \( \langle \mathbf{p} \rangle < R \), we simply write

\[
\langle \mathbf{p} \rangle^{s+2} |\hat{\mathbf{u}}(\mathbf{p})| \leq R^{s+2-\ell} \langle \mathbf{p} \rangle^\ell |\hat{\mathbf{u}}(\mathbf{p})|,
\]

which proves the estimate (1.34) with \( M_L = R \).

\[\square\]

1.3.b General elliptic systems

Let now \( L \) be a \( N \times N \) general system of second order operators with smooth coefficients, elliptic over \( \Omega \). Elliptic regularity theorems (also called shift theorems) give answers to the following questions

(i) If \( \Omega \) is compact without boundary and if \( \mathbf{u} \in \mathbf{H}^2(\Omega) \) satisfies \( Lu \in \mathbf{H}^k(\Omega) \) with \( k > 0 \), does \( \mathbf{u} \) belong to \( \mathbf{H}^{k+2}(\Omega) \)?

(ii) The localized version of (i): For any subdomains \( \Omega_1, \Omega_2 \) such that \( \overline{\Omega}_1 \subset \Omega_2 \subset \Omega \) and any \( \mathbf{u} \in \mathbf{H}^2(\Omega_2) \) such that \( Lu \in \mathbf{H}^k(\Omega_2) \), does \( \mathbf{u} \) belong to \( \mathbf{H}^{k+2}(\Omega_1) \)?

(iii) If \( \Omega \) is compact without boundary and if \( \mathbf{u} \in \mathbf{H}^2(\Omega) \) satisfies \( Lu \in \mathbf{A}(\Omega) \), does \( \mathbf{u} \) belong to the analytic class \( \mathbf{A}(\Omega) \)?

(iv) The localized version of (iii): For \( \Omega_1, \Omega_2 \) such that \( \overline{\Omega}_1 \subset \Omega_2 \subset \Omega \) and \( \mathbf{u} \in \mathbf{H}^2(\Omega_2) \) such that \( Lu \in \mathbf{A}(\Omega_2) \), does \( \mathbf{u} \) belong to \( \mathbf{A}(\Omega_1) \)?

The answer is “Yes” to the four questions, and the whole subsequent part of Chapter 1 is devoted to the proof of this.

Answers to questions (i) and (ii) can be given by two different approaches:

- Combining Corollary 1.2.3 with Theorem 1.3.1, we can construct local parametrices from \( \mathbf{H}^k(B_x) \) into \( \mathbf{H}^{k+2}(B_x) \), like in Proposition 1.2.9.

- Relying on the basic \( \mathbf{H}^2-L^2 \) estimates provided by Corollary 1.2.10, one can iteratively apply a priori estimates to derivatives of \( \mathbf{u} \), at any order.

In this section, we are going to prove interior regularity estimates in Sobolev spaces, giving a positive answer to questions (i) and (ii), using the method of local parametrices. In contrast, concerning questions (iii) and (iv), the iterative approach allows a better control of constants with respect to the derivatives order \( k \), which is necessary to prove regularity in analytic classes. This will be done in the remaining sections of this chapter.

The main result on finite Sobolev regularity follows, first in integer order Sobolev spaces, then in positive real order Sobolev spaces.

**Theorem 1.3.3** Let \( k \) be a positive integer. Let \( \Omega \) be a domain in \( \mathbb{R}^n \) or, more generally, in a \( \mathcal{C}^{k+2} \) manifold of dimension \( n \). Let \( L \) be a \( N \times N \) system of second order operators elliptic on \( \Omega \). We assume that the coefficients of \( L \) belong to \( \mathcal{C}^k(\Omega) \).

(i) For any bounded subdomains \( \Omega_1, \Omega_2 \) such that \( \overline{\Omega}_1 \subset \Omega_2 \subset \Omega \), if \( \mathbf{u} \in \mathbf{H}^2(\Omega_2) \) satisfies \( Lu \in \mathbf{H}^k(\Omega_2) \), then \( \mathbf{u} \) belongs to \( \mathbf{H}^{k+2}(\Omega_1) \) with the estimate

\[
\|\mathbf{u}\|_{k+2;\Omega_1} \leq c(\|Lu\|_{k;\Omega_2} + \|\mathbf{u}\|_{1;\Omega_2}),
\]

where the positive constant \( c \) depends on \( k, \Omega_1, \Omega_2 \) and \( L \), but not on \( \mathbf{u} \).
(ii) We assume now that $\Omega$ is a compact manifold without boundary. If $u \in H^2(\Omega)$ satisfies $Lu \in H^k(\Omega)$, then $u$ belongs to $H^{k+2}(\Omega)$ with the estimate

$$\|u\|_{k+2; \Omega} \leq c(\|Lu\|_{k; \Omega} + \|u\|_{1; \Omega}).$$

In addition, $L$ defines a Fredholm operator from $H^{k+2}(\Omega)$ to $H^k(\Omega)$, denoted by $L_k$. The kernel and the cokernel of $L_k$ do not depend on $k$.

Before proving this theorem, we deduce the following corollary which states the extension to non-integral Sobolev exponents.

**Corollary 1.3.4** Under the conditions of Theorem 1.3.3, let $s$ be real, $0 \leq s \leq k$.

(i) For $\Omega_1$, $\Omega_2$ as above, if $u \in H^2(\Omega_2)$ satisfies $Lu \in H^s(\Omega_2)$, then $u$ belongs to $H^{s+2}(\Omega_1)$ with the estimate

$$\|u\|_{s+2; \Omega_1} \leq c(\|Lu\|_{s; \Omega_2} + \|u\|_{1; \Omega_2}).$$

(ii) If $\Omega$ is a compact manifold without boundary and $u \in H^2(\Omega)$ satisfies $Lu \in H^s(\Omega)$, then $u$ belongs to $H^{s+2}(\Omega)$ with the estimate

$$\|u\|_{s+2; \Omega} \leq c(\|Lu\|_{s; \Omega} + \|u\|_{1; \Omega}).$$

In addition, $L$ defines a Fredholm operator $L_s : H^{s+2}(\Omega) \mapsto H^s(\Omega)$. The kernel and the cokernel of $L_s$ do not depend on $s$.

**Proof:** Let $\ell$ be the integral part of $s$. From (ii) of Theorem 1.3.3, $L_\ell$ and $L_{\ell+1}$ are Fredholm, and have the same kernels and cokernels. By the fundamental theorem of Hilbert space interpolation, we deduce that $L_s$ is also Fredholm, with the same kernels and cokernels. This proves (ii) for all $s \in [0, k]$ and we deduce (i) by localization.

The proof of Theorem 1.3.3 relies on refined properties of local parametrices $\mathcal{E}_{x_0}$, along the lines of Proposition 1.2.9. Let us prove these first.

**Proposition 1.3.5** Let $k$ be a positive integer. Let $L$ be a second order system with $C^k$ coefficients, elliptic at $x_0$. There exist a ball $\mathcal{B}_{x_0}$ centered at $x_0$ and an operator $\mathcal{E}_{x_0}$ (the local parametrix) enjoying the same properties as in Proposition 1.2.9, with, moreover:

- $\mathcal{E}_{x_0}$ is continuous from $H^0(\mathcal{B}_{x_0})$ into $H^{k+2}(\mathcal{B}_{x_0})$.
- The compact operators $K$ and $K'$ satisfy the following continuity properties: $K$ is continuous from $H^k(\mathcal{B}_{x_0})$ to $H^{k+1}(\mathcal{B}_{x_0})$, and $K'$ from $H^{k+1}(\mathcal{B}_{x_0})$ to $H^{k+2}(\mathcal{B}_{x_0})$.

**Proof:** We start from the same operator $\mathcal{L}$ on $\mathbb{T}^n$ defined by equation (5) in the proof of Proposition 1.2.9:

$$\mathcal{L} = \tilde{L} + \psi \left( \frac{x - x_0}{R_0} \right) (L_{pr} - L_{x_0}).$$
From its construction, $\mathcal{L}$ is an isomorphism from $H^2(\mathbb{T}^n)$ onto $L^2(\mathbb{T}^n)$. Then we have to apply a difference quotient argument to deduce that $\mathcal{L}$ is also an isomorphism from $H^{k+2}(\mathbb{T}^n)$ onto $H^k(\mathbb{T}^n)$ (see Lemma 1.3.6 below).

Next, we consider the operator of extension by zero from $B_{x_0}$ into $\mathbb{T}^n$ as a continuous operator $\mathcal{P}_k$ from $H_0^1(B_{x_0})$ into $H^k(\mathbb{T}^n)$. We define now our operator $\mathcal{E}_{x_0}$ for $f \in H_0^1(B_{x_0})$ by

$$\mathcal{E}_{x_0} f = (\mathcal{L}^{-1} \mathcal{P}_k f) \big|_{B_{x_0}} \in H^{k+2}(B_{x_0}).$$

The end of the proof relies on the same arguments as in the case $k = 0$, considered in Proposition 1.2.9.

Lemma 1.3.6 We assume that $L$ is a $N \times N$ second order system with $C^k$ coefficients on the torus $\mathbb{T}^n$ which is an isomorphism from $H^2(\mathbb{T}^n)$ onto $L^2(\mathbb{T}^n)$. Then $L$ defines also an isomorphism from $H^{k+2}(\mathbb{T}^n)$ onto $H^k(\mathbb{T}^n)$.

Proof: It is clearly enough to prove that for any $f \in H^k(\mathbb{T}^n)$, the solution $u \in H^2(\mathbb{T}^n)$ of the equation $Lu = f$, belongs to $H^{k+2}(\mathbb{T}^n)$.

Let $k = 1$ and let us prove that $u$ belongs to $H^3(\mathbb{T}^n)$. Let $j \in \{1, \ldots, n\}$. For $h \in \mathbb{T}$, we introduce the difference quotient $\Delta^h_j(v)$ in the direction of $x_j$ of a function $v \in L^2(\mathbb{T}^n)$ as

$$\Delta^h_j(v) : \mathbb{T}^n \ni x \mapsto \frac{v(x + he_j) - v(x)}{h}.$$ 

Here $e_j$ is the unit vector in the direction of $x_j$. There hold the implications

$$\partial_{x_j} v \in L^2(\mathbb{T}^n) \implies \Delta^h_j(v) \text{ bounded in } L^2(\mathbb{T}^n) \text{ as } h \to 0,$$

$$\Delta^h_j(v) \text{ bounded in } L^2(\mathbb{T}^n) \text{ as } h \to 0 \implies \partial_{x_j} v \in L^2(\mathbb{T}^n).$$

(1.37)

Since $u$ belongs to $H^2(\mathbb{T}^n)$, by linearity $\Delta^h_j(u)$ belongs to $H^2(\mathbb{T}^n)$. From the estimate

$$\|v\|_{2;\mathbb{T}^n} \leq C\|Lv\|_{0;\mathbb{T}^n}$$

we deduce the uniform estimate in $h \in \mathbb{T}$:

$$\sum_{|\alpha|=2} \|\partial^\alpha_x \Delta^h_j(u)\|_{\mathbb{T}^n} \leq C\|L\Delta^h_j(u)\|_{\mathbb{T}^n}.$$  

(1)

But, denoting by $\Delta^{-h}_j L$ the second order operator with coefficients $\Delta^{-h}_j(a^i_{ij})$, we have

$$\|L\Delta^h_j(u)\|_{\mathbb{T}^n} \leq \|\Delta^h_j(Lu)\|_{\mathbb{T}^n} + \|L\Delta^{-h}_j(Lu)\|_{\mathbb{T}^n}.$$ 

Since the coefficients of $L$ are $C^1$, those of $\Delta^{-h}_j L$ are bounded with respect to $h$. Therefore

$$\|(\Delta^{-h}_j L)u\|_{\mathbb{T}^n} \leq C\|u\|_{2;\mathbb{T}^n}.$$ 

(3)

Since, moreover, $Lu$ belongs to $H^1(\mathbb{T}^n)$, we obtain, owing to (1.37), that the right hand
side of (1) is uniformly bounded for \( h \in \mathbb{T} \). Therefore, by (1.37) again, we obtain that 
\[
\partial_{x_j} \partial_{x_k} u \in L^2(\mathbb{T}^n) \quad \text{for} \quad j = 1, \ldots, n.
\]
Whence \( u \in H^3(\mathbb{T}^n) \). The proof proceeds in a similar way for \( k \geq 2 \).

**Proof of Theorem 1.3.3:**  

(i) Let us assume that \( k = 1 \) and take \( u \in H^2(\Omega_2) \) such that \( Lu \in H^1(\Omega_2) \). Let \( x_0 \in \overline{\Omega}_1 \). Using Proposition 1.2.9, we choose the ball \( B_{x_0} \) small enough so that it is contained in a domain \( \Omega'_2 \subset \subset \Omega_2 \). Let \( B^*_{x_0} \) the ball with center \( x_0 \) and radius half of \( B_{x_0} \). Then we take the cut-off functions \( \psi' \) and \( \psi'' \) so that \( \psi' \equiv 1 \) on \( B^*_{x_0} \). Relation (1.31b) together with the continuity of \( \varepsilon_{x_0} : H^1_0(B_{x_0}) \to H^3(B_{x_0}) \) (Proposition 1.3.5) implies that \( \psi' (u + K' u) \) belongs to \( H^3(B_{x_0}) \) with the estimate

\[
\| u + K' u \|_{3; B_{x_0}} \leq C \| Lu \|_{1; B_{x_0}}.
\]

Using the continuity of \( K' : H^2(B_{x_0}) \to H^3(B_{x_0}) \), we deduce

\[
\| u \|_{3; B_{x_0}} \leq C \left( \| Lu \|_{1; B_{x_0}} + \| u \|_{2; B_{x_0}} \right).
\]

We extract from the balls \( B^*_{x_0}, \ x_0 \in \overline{\Omega}_1 \), a finite covering of \( \Omega_1 \), and find that \( u \in H^3(\Omega_1) \) with the estimate

\[
(1) \quad \| u \|_{3; \Omega_1} \leq C \left( \| Lu \|_{1; \Omega_2^1} + \| u \|_{2; \Omega_2^1} \right).
\]

Since \( \Omega'_2 \subset \subset \Omega_2 \), we prove in the same way

\[
(2) \quad \| u \|_{2; \Omega_2^1} \leq C \left( \| Lu \|_{0; \Omega_2} + \| u \|_{1; \Omega_2} \right).
\]

From (1) and (2) we deduce the estimate

\[
(3) \quad \| u \|_{3; \Omega_1} \leq C \left( \| Lu \|_{1; \Omega_2} + \| u \|_{1; \Omega_2} \right).
\]

The general case \( k \geq 2 \) follows by induction since the above arguments show that the result for \( k - 1 \) and Proposition 1.3.5 imply the result for \( k \).

(ii) The regularity and estimate are obvious consequences of (i). The Fredholm property is a consequence of the regularity and of the Fredholm property from \( H^2(\Omega) \) into \( L^2(\Omega) \) (Theorem 1.2.13).

**1.4 Basic nested a priori estimates**

We present now estimates in some “weighted” semi-norms, in our way towards analytic estimates. We start with a more local situation. We fix a point in \( \Omega \) and suppose that it coincides with the origin \( 0 \) of \( \mathbb{R}^n \). Let \( B_R \) be the ball of center \( 0 \) and radius \( R \). If \( L \) is elliptic at \( 0 \), then according to Corollary 1.2.10, there exists a positive radius \( R_\varepsilon \) such that the interior estimate (1.32) is valid for all \( u \in H^2_0(B_{R_\varepsilon}) \).
To proceed further, we can forget the definition of ellipticity and take one consequence of ellipticity, namely the interior $\mathbf{H}^2$ estimate (1.32), as a starting point: For all $u \in \mathbf{H}^2_0(B_{R_*})$:

$$\sum_{|\alpha| \leq 2} \| \partial^\alpha u \|_{B_{R_*}} \leq A_0 \left( \| Lu \|_{B_{R_*}} + \sum_{|\alpha| \leq 1} \| \partial^\alpha u \|_{B_{R_*}} \right), \quad (1.38)$$

where the positive constant $A_0$ does not depend on $u$. As a matter of fact, estimate (1.38) is the unique foundation of the local estimates of higher order on which we will base the proofs of analytic regularity. For this reason, (1.38) will be our sole hypothesis for the following statements (lemmas and propositions 1.4.1 to 1.6.3). It is true that (1.38) holds if and only if $L$ is elliptic at 0, but from a technical point of view it is interesting to notice that everything can be deduced from a single estimate (and from the control of derivatives of the coefficients of $L$ in the case of variable coefficients).

Without much difficulty one can deduce from (1.38) some a priori estimates of the $\mathbf{H}^{k+2}$ norm of $u$ by the $\mathbf{H}^k$ norm of $Lu$, but without control of the constants with respect to $k$. Let us explain this first. For $0 < R' < R \leq R_*$, let $\phi \in \mathcal{C}_0^\infty(B_R)$ be a cut-off function such that $\phi \equiv 1$ on $B_{R'}$. Let $u \in \mathbf{H}^2(B_{R_*})$. Then $\phi u$ belongs to $\mathbf{H}^2_0(B_{R_*})$. The estimate (1.38) applied to $\phi u$ gives

$$\sum_{|\alpha| \leq 2} \| \partial^\alpha u \|_{B_{R'}} \leq c_0(R, R') \left( \| Lu \|_{B_R} + \sum_{|\alpha| \leq 1} \| \partial^\alpha u \|_{B_R} \right). \quad (1.39)$$

We may apply the above estimate to any $\partial^\beta u$, $|\beta| \leq k$, instead of $u$ and find

$$\sum_{|\alpha| \leq k+2} \| \partial^\alpha u \|_{B_{R'}} \leq c_k(R', R) \left( \sum_{|\alpha| \leq k} \| \partial^\alpha Lu \|_{B_R} + \sum_{|\alpha| \leq k+1} \| \partial^\alpha u \|_{B_R} \right).$$

Iterating and composing similar estimates for $k, k-1, \ldots, 1$ associated with intermediate radii we find eventually

$$\sum_{|\alpha| \leq k+2} \| \partial^\alpha u \|_{B_{R'}} \leq c_k'(R', R) \left( \sum_{|\alpha| \leq k} \| \partial^\alpha Lu \|_{B_R} + \sum_{|\alpha| \leq 1} \| \partial^\alpha u \|_{B_R} \right).$$

The analytic estimates needed for answering questions (iii) and (iv) require controlling the behavior of the constant $c_k'(R, R')$ with respect to $R'$, $R$ and $k$. In fact, in the end we would only need to know its behavior with respect to $k$, but in order to get there, we have to use intermediate radii, and this requires a precise control of the blow up of $c_k'(R, R')$ for $R'$ near $R$. This will be done by means of a special family of cut-off functions $\chi_{R, \rho}$ which we introduce now. Let $\chi$ be a smooth function in $\mathcal{C}^\infty(\mathbb{R})$ such that $\chi \equiv 1$ on $(-\infty, 0)$ and $\chi \equiv 0$ on $[1, +\infty)$. Let $R$ and $\rho$ be such that $0 < R \leq R_*$ and $0 < \rho < R$, and define the cut-off function

$$\chi_{R, \rho} : \quad x \mapsto \chi \left( \frac{|x| - R + \rho}{\rho} \right) \quad (1.40)$$
which equals 1 in $B_{R-\rho}$ and 0 outside $B_R$. We note the following important bound on the derivatives of $\chi_{R,\rho}$

$$\exists D > 0, \ \forall R \in (0, R_*], \ \forall \rho \in (0, R), \ \forall |\alpha| \leq 2, \ |\partial^\alpha \chi_{R,\rho}| \leq D \rho^{-|\alpha|}. \quad (1.41)$$

Using these cut-off functions, we first prove a more precise version of the a priori estimates (1.39), where the distance $\rho := R - R'$ between $B_{R'}$ and the boundary of $B_R$ acts as a parameter. It turns out that it is natural to consider seminorms of the form $\rho^{|\alpha|} \| \partial^\alpha u \|_{B_{R-|\alpha|\rho}}$.

Lemma 1.4.1 Let $L$ be a $N \times N$ second order system with $C^0(\overline{\Omega})$ coefficients. We assume that estimate (1.38) holds for all $u \in H^2_0(B_{R_*})$. Let $u$ be any function in $H^2(B_R)$ with $R \leq R_*$ and let $\rho \in (0, \frac{R}{2})$. We have

$$\sum_{|\alpha| \leq 2} \rho^{|\alpha|} \| \partial^\alpha u \|_{B_{R-|\alpha|\rho}} \leq A_1 \left( \rho^2 \| Lu \|_{B_{R-\rho}} + \sum_{|\alpha| \leq 1} \rho^{|\alpha|} \| \partial^\alpha u \|_{B_{R-|\alpha|\rho}} \right), \quad (1.42)$$

where the positive constant $A_1$ is independent of $R$ and $\rho$.

Proof: Applying estimate (1.38) to the function $\chi_{R,\rho} u$ and using the bounds (1.41) for the derivatives of $\chi_{R,\rho}$ we find that

$$\sum_{|\alpha| = 2} \| \partial^\alpha u \|_{B_{R-\rho}} \leq A'_0 \left( \| Lu \|_{B_{R}} + \sum_{|\alpha| = 1} \rho^{-1} \| \partial^\alpha u \|_{B_{R}} + \rho^{-2} \| u \|_{B_{R}} \right).$$

Multiplying by $\rho^2$ and applying this estimate for $R - \rho$ instead of $R$, we obtain

$$\rho^2 \sum_{|\alpha| = 2} \| \partial^\alpha u \|_{B_{R-2\rho}} \leq A'_0 \left( \rho^2 \| Lu \|_{B_{R-\rho}} + \sum_{|\alpha| = 1} \rho^1 \| \partial^\alpha u \|_{B_{R-\rho}} + \| u \|_{B_{R-\rho}} \right).$$

Adding $\sum_{|\alpha| \leq 1} \rho^{|\alpha|} \| \partial^\alpha u \|_{B_{R-|\alpha|\rho}}$ on both sides, we deduce (1.42). \qed

1.5 Nested a priori estimates for constant coefficients

Since the constant coefficient case allows much simpler proofs, we begin with this case, leaving the variable coefficient case for a second step in the next section.

With the parameter dependent local interior estimate (1.42) we are ready to prove estimates for all derivatives.

Proposition 1.5.1 We assume that $L$ is a $N \times N$ second order system with constant coefficients and that estimate (1.38) holds for all $u \in H^2_0(B_{R_*})$. There exists a constant

$$\sum_{|\alpha| \leq 2} \rho^{|\alpha|} \| \partial^\alpha u \|_{B_{R-|\alpha|\rho}} \leq A_1 \left( \rho^2 \| Lu \|_{B_{R-\rho}} + \sum_{|\alpha| \leq 1} \rho^{|\alpha|} \| \partial^\alpha u \|_{B_{R-|\alpha|\rho}} \right), \quad (1.42)$$

where the positive constant $A_1$ is independent of $R$ and $\rho$.\qed
Figure 1.1: Nested neighborhoods for interior estimates (balls and rectangles)

\[
A \geq 1 \text{ such that for all } R \in (0, R_\ast], \text{ for all } \rho \in \left(0, \frac{R}{k+2}\right) \text{ and for all } k \in \mathbb{N} \text{ with } u \in H^{k+2}(B_R) \text{ there holds}
\]

\[
\sum_{|\alpha| \leq k+2} \rho^{\alpha} \| \partial^{\alpha} u \|_{B_R - |\alpha|\rho} \leq \sum_{|\beta| \leq k} A^{k+1-|\beta|} \rho^{2+|\beta|} \| \partial^{\beta} L u \|_{B_R - |\beta|\rho} + A^{k+1} \sum_{|\alpha| \leq 1} \rho^{\alpha} \| \partial^{\alpha} u \|_{B_R - |\alpha|\rho}.
\] (1.43)

**Proof:** Let \( \beta \) be any multi-index of length \(|\beta| = k\). We use estimate (1.42) with \( \partial^{\beta} u \) instead of \( u \) and with \( R - |\beta|\rho \) instead of \( R \), which gives

\[
\sum_{|\alpha| \leq 2} \rho^{\alpha} \| \partial^{\alpha} \partial^{\beta} u \|_{B_R - |\beta|\rho - |\alpha|\rho} \leq A_1 \left( \rho^2 \| L(\partial^{\beta} u) \|_{B_R - |\beta|\rho} + \sum_{|\alpha| \leq 1} \rho^{\alpha} \| \partial^{\alpha} \partial^{\beta} u \|_{B_R - |\beta|\rho - |\alpha|\rho} \right).
\]

Since \( L \) has constant coefficients, it commutes with \( \partial^{\beta} \), thus \( L(\partial^{\beta} u) = \partial^{\beta} L u \), which gives

\[
\sum_{|\alpha| \leq 2} \rho^{\alpha} \| \partial^{\alpha+\beta} u \|_{B_R - |\beta|\rho - |\alpha|\rho} \leq A_1 \left( \rho^2 \| \partial^{\beta} L u \|_{B_R - |\beta|\rho} + \sum_{|\alpha| \leq 1} \rho^{\alpha} \| \partial^{\alpha+\beta} u \|_{B_R - |\beta|\rho - |\alpha|\rho} \right).
\]

Multiplying both sides by \( \rho^{|\beta|} \) and summing over all \( \beta \) such that \(|\beta| = k\), we obtain in particular

\[
\sum_{|\alpha| = k+2} \rho^{\alpha} \| \partial^{\alpha} u \|_{B_R - |\alpha|\rho} \leq A_1 \left( \sum_{|\beta| = k} \rho^{2+|\beta|} \| \partial^{\beta} L u \|_{B_R - |\beta|\rho} + \sum_{|\alpha| = k, k+1} \rho^{\alpha} \| \partial^{\alpha} u \|_{B_R - |\alpha|\rho} \right),
\] (1.44)

where the constant \( A_1 \) is still the same as in (1.42) (therefore independent of \( k \geq 0 \)). The proof of (1.43) now follows by an induction argument over \( k \): For \( k = 0 \), (1.43) holds with any \( A \geq A_1 \) by (1.42), and (1.44) allows to go from \( k-1 \) to \( k \) as soon as \( A \geq A_1 + 1 \). □
§ 1.6. Nested a priori estimates for variable coefficients

Note. This class of arguments is known as the nested open set technique, by reference to the nested balls \( B_R \supset B_{R-\rho} \supset \ldots \supset B_{R-(k+2)\rho} \), see Fig. 1.1.

Remark 1.5.2 If convenient, we can choose other “standard” domains than balls. An example are boxes of the form, see Fig. 1.1,

\[
B_R = (a_1, b_1) \times \ldots \times (a_n, b_n), \quad \text{with} \quad R = \min_{1 \leq j \leq n} \frac{b_j - a_j}{2}.
\]

In this situation, a corresponding suitable definition for the nested domains \( B_{R-\rho} \) is

\[
B_{R-\rho} = (a_1 + \rho, b_1 - \rho) \times \ldots \times (a_n + \rho, b_n - \rho).
\]

Estimates (1.43) are still valid for such domains because the construction of a generic cut-off function \( \chi_{R,\rho} \) with the same properties is possible: Translating coordinates, we may suppose that \( a_j = -b_j \) and, instead of (1.40), we take

\[
\chi_{R,\rho} : x \mapsto \chi \left( \frac{|x_1| - b_1 + \rho}{\rho} \right) \times \ldots \times \chi \left( \frac{|x_n| - b_n + \rho}{\rho} \right).
\]

If polar or spherical coordinates are applicable, it is also possible to use domains which are “rectangular” in these coordinates provided the origin of such coordinates does not belong to the closure of the largest domain under consideration, see later, Ch. 2.

The only essential feature of such a sequence of domains is the possibility of being associated with cut-off functions \( \chi_{R,\rho} \) such that the bound (1.41) holds. \( \triangle \)

1.6 Nested a priori estimates for variable coefficients

If the coefficients \( a_{ij}^\alpha \) in (1.29) are no longer constant, then the commutators

\[
[L, \partial^\beta] := L \partial^\beta - \partial^\beta L \quad \text{and} \quad [L, \Delta^h_j] := L \Delta^h_j - \Delta^h_j L
\]

of \( L \) with \( \partial^\beta \) and \( \Delta^h_j \) are no more zero. Nevertheless, their orders are strictly less than the sum of the orders of the operators involved: The order of \( [L, \partial^\beta] \) is at most \( |eta| + 1 \) and \( [L, \Delta^h_j] \) tends to a second order operator as \( h \to 0 \). Using these simple arguments, it is easy to extend Lemma 1.3.6 to the variable coefficient case, in contrast with Proposition 1.5.1 which does not immediately carry over in its current form.

We will have to estimate commutator norms of the form

\[
\rho^{2+|eta|} \|a(x)\partial^\beta \partial^\alpha u - \partial^\beta (a(x)\partial^\alpha u)\|_{B_{R-\rho-|eta|\rho}},
\]

where \( \beta \) is an arbitrary multiindex, \( \alpha \) satisfies \( |\alpha| \leq 2 \), and \( \rho \) is any positive number such that \( \rho \leq \frac{R}{2(|\beta|+2)} \). In order to prepare the introduction of the weighted semi-norms
on $u$ which allow to bound quantities like above, we start by investigating bounds for
typical terms

$$N := \rho^b \| a(x) \partial^\beta \partial^\alpha u - \partial^\beta (a(x) \partial^\alpha u) \|_{B_{R-(b-1)\rho}}$$

with $b := |\alpha| + |\beta|$ and $\rho < \frac{R}{2b}$,

where the coefficient $a$ satisfies the analytic estimates

$$\forall \gamma \in \mathbb{N}^n, \quad |\partial^\gamma a| \leq M^{\gamma+1} |\gamma|! \text{ on } B_R.$$

Here $M$ is a positive constant independent of $\gamma$.

**Commutator estimate:** We use the Leibniz formula

$$\partial^\beta (a \partial^\alpha u) = \sum_{\gamma \leq \beta} \frac{\beta!}{\gamma!(\beta - \gamma)!} \partial^\gamma a \partial^{\beta - \gamma} \partial^\alpha u$$

together with the combinatorial inequality

$$\frac{\beta!}{\gamma!(\beta - \gamma)!} \leq \frac{|\beta|!}{|\gamma|!(|\beta| - |\gamma|)!}$$

and find, since the contribution of $\gamma = 0$ is absent from $N$:

$$N \leq \rho^b \sum_{1 \leq |\gamma|, \gamma \leq \beta} M^{\gamma+1} \frac{|\beta|!}{(|\beta| - |\gamma|)!} \| \partial^{\beta - \gamma} \partial^\alpha u \|_{B_{R-(b-1)\rho}}$$

$$\leq \rho^b \sum_{g=1}^{b-|\alpha|} \sum_{|\gamma| = g, \gamma \leq \beta} M^{g+1} \frac{|\beta|!}{(|\beta| - g)!} \max_{|\delta| = |\beta - \gamma + \alpha|} \| \partial^\delta u \|_{B_{R-(b-1)\rho}}.$$

By induction on $n$, we check that $\sum_{|\gamma| = g} \leq (g + 1)^{n-1}$. This bound implies that

$$N \leq \rho^b \sum_{g=1}^{b-|\alpha|} (g + 1)^{n-1} M^{g+1} \frac{(b - |\alpha|)!}{(b - |\alpha| - g)!} \max_{|\delta| = b-g} \| \partial^\delta u \|_{B_{R-(b-1)\rho}}$$

$$\leq \rho^b \sum_{d=|\alpha|}^{b-1} (b - d + 1)^{n-1} M^{b-d+1} \frac{(b - |\alpha|)!}{(b - |\alpha|)!} \max_{|\delta| = d} \| \partial^\delta u \|_{B_{R-(b-1)\rho}}.$$

A contribution for $d = 0$ appears only if $|\alpha| = 0$. We denote it by $N_0$. We have

$$N_0 = \rho^b (b + 1)^{n-1} M^{b+1} \| u \|_{B_{R-(b-1)\rho}}.$$

We denote the remaining part $N - N_0$ of $N$ by $N_1$. We can see that (because $\frac{d}{b} \leq 1$)

$$N_1 \leq \rho^b \sum_{d=1}^{b-1} (b - d + 1)^{n-1} M^{b-d+1} \frac{b!}{d!} \max_{|\delta| = d} \| \partial^\delta u \|_{B_{R-(b-1)\rho}}.$$
Let us study $N_1$ first. A derivative $\partial^d u$ of length $d$ should be associated with $\rho^d$. We write:

$$N_1 \leq \sum_{d=1}^{b-1} (b-d+1)^{n-1} \rho^{b-d} M^{b-d+1} \frac{b!}{d!} \left( \rho^d \max_{|\delta|=d} \| \partial^\delta u \|_{B_{R-(b-1)\rho}} \right).$$

We process the factorial terms $d!$ and $b!$ with the Stirling formula, which we use in the form

$$\exists s, s', \forall m \in \mathbb{N} : 0 < s \leq \frac{m^m e^{-m} \sqrt{m}}{m!} \leq s' < \infty \quad (1.45)$$

We see that (1.45) implies that there exists a universal constant $c_S$ such that

$$N_1 \leq c_S \sum_{d=1}^{b-1} (b-d+1)^{n-1} \rho^{b-d} M^{b-d+1} e^{-b} \sqrt{\frac{b}{d}} \frac{b^b}{d^d} \left( \rho^d \max_{|\delta|=d} \| \partial^\delta u \|_{B_{R-(b-1)\rho}} \right).$$

Let us now take advantage of the fact that $\rho \leq \frac{R}{2b}$. We find:

$$N_1 \leq c_S \sum_{d=1}^{b-1} (b-d+1)^{n-1} M \left( \frac{RM}{2e} \right)^{b-d} \sqrt{\frac{b}{d}} \frac{b^b}{d^d} \left( \rho^d \max_{|\delta|=d} \| \partial^\delta u \|_{B_{R-(b-1)\rho}} \right).$$

A priori, the factor $\left( \frac{b}{b-1} \right)^d$ hampers the estimate. The way to absorb this factor is to couple it with $\rho^d$ inside the seminorm expression. The reason for this possibility is the “small” domain of integration $B_{R-(b-1)\rho}$ for the seminorm (instead of $B_{R-d\rho}$). As a consequence, for each value of $d$ we may introduce the new distance $\rho'_d := (b-1)\rho/d$. Then $B_{R-(b-1)\rho} = B_{R-d\rho'_d}$ and the above inequality becomes

$$N_1 \leq c_S \sum_{d=1}^{b-1} (b-d+1)^{n-1} M \left( \frac{RM}{2e} \right)^{b-d} \sqrt{\frac{b}{d}} \frac{b^b}{d^d} \left( (\rho'_d)^d \max_{|\delta|=d} \| \partial^\delta u \|_{B_{R-d\rho'_d}} \right).$$

Noting that

$$\left( \frac{b}{b-1} \right)^d \leq e \quad \text{and} \quad \sqrt{\frac{b}{d}} \leq \frac{b}{d} \leq b - d + 1 \quad \text{for} \quad 1 \leq d \leq b - 1,$$

we simplify the above estimate into

$$N_1 \leq c_S e M \sum_{d=1}^{b-1} (b-d+1)^n \left( \frac{RM}{2e} \right)^{b-d} \left( (\rho'_d)^d \max_{|\delta|=d} \| \partial^\delta u \|_{B_{R-d\rho'_d}} \right).$$

Concerning $N_0$, simpler calculations give

$$N_0 \leq c_S M (b+1)^n \left( \frac{RM}{2e} \right)^b \| u \|_{B_{R-(b-1)\rho}}.$$

Keeping trace of $\rho'_d$ in the bound of $N_1$ is technically complicated, but not necessary.
Instead we introduce the following weighted seminorms of Sobolev-Morrey type, and in this way, we have proved Lemma 1.6.2 hereafter.

**Notation 1.6.1**

(i) We set $\left[ u \right]_{0; B_R} = \| u \|_{B_R}$ and for $\ell \in \mathbb{N}$, $\ell > 0$

$$\left[ u \right]_{\ell; B_R} := \max_{0 < \rho \leq \frac{R}{2\ell}} \max_{|\delta| = \ell} \rho^\ell \| \partial^\delta u \|_{B_{R - \ell \rho}}.$$

(ii) We set for $\ell \in \mathbb{N}$: $\rho^{2\ell}_{a} \left[ f \right]_{\ell; B_R} := \max_{0 < \rho \leq \frac{R}{2\ell+1}} \max_{|\delta| = \ell} \rho^{2+\ell} \| \partial^\delta f \|_{B_{R - (\ell+1)\rho}}.$

Here $\rho^{2\ell}_{a}$ does not denote a real number, but is a symbolic notation. \(\triangle\)

**Lemma 1.6.2 (Commutator estimate)** There exists a universal constant $c_0$ such that the following holds: Let $R > 0$ and let $a$ be an analytic function satisfying $|\partial^\gamma a| \leq M^{|\gamma| + 1} |\gamma|$ on $B_R$ for all $\gamma \in \mathbb{N}^n$. Let $\alpha$ and $\beta$ be any multiindices and $b = |\alpha| + |\beta|$. Then for all $\rho \in (0, \frac{R}{2\ell})$ there holds

$$\rho^b \| a(x) \partial^\beta \partial^\alpha u - \partial^\beta (a(x) \partial^\alpha u) \|_{B_{R - (b-1)\rho}} \leq c_0 M \sum_{d=0}^{b-1} (b - d + 1)^n \left( \frac{RM}{2e} \right)^{b-d} \left[ u \right]_{d; B_R}.$$

We are now ready to prove the statement corresponding to Proposition 1.5.1 in the variable coefficient case.

**Proposition 1.6.3** We assume that $L$ is a $N \times N$ second order system with analytic coefficients in $\overline{B}_R$, and that estimate (1.38) holds for all $u \in H^2_0(B_R)$. There exists a constant $A \geq 1$ such that for all $R \in (0, R_\ast]$ and for all $k \in \mathbb{N}$ with $u \in H^{k+2}(B_R)$ there holds

$$\left[ u \right]_{k+2; B_R} \leq \sum_{\ell=0}^{k} A^{k+1-\ell} \rho^{2\ell}_{a} \left[ Lu \right]_{\ell; B_R} + A^{k+1} \sum_{\ell=0}^{1} \left[ u \right]_{\ell; B_R}. \quad (1.46)$$

**Proof:** Let $\rho \in (0, \frac{R}{2(k+2)})$. We can apply Lemma 1.4.1, therefore estimate (1.42) holds. In the variable coefficient case, we obtain now, instead of (1.44):

$$\max_{|\alpha| = k+2} \rho^{2\ell}_{a} \| \partial^\alpha u \|_{B_{R - |\alpha|\rho}} \leq A'_1 \left( \max_{|\beta| = k} \rho^{2+|\beta|} \| \partial^\beta Lu \|_{B_{R - |\beta|\rho}} + \max_{|\beta| = k} \rho^{2+|\beta|} \| [L, \partial^\beta] u \|_{B_{R - |\beta|\rho}} + \max_{|\alpha| = k, k+1} \rho^{2\ell}_{a} \| \partial^\alpha u \|_{B_{R - |\alpha|\rho}} \right), \quad (1.47)$$

where $A'_1 = A_1 c(n)$, where $c(n) > 0$ depends only on the space dimension $n$. We apply
Lemma 1.6.2 for $|\beta| = k$ and $|\alpha| \leq 2$ (thus $b \leq k + 2$) and obtain

\[
\rho^{2+|\beta|} \| [L, \partial^\beta] u \|_{B^{\rho-|\beta|}_R} \leq \left( \frac{R_s}{4} \right)^{k+2-b} \rho^b \| [L, \partial^\beta] u \|_{B^{-(b-1)}_R}
\]

\[
\leq c_0 M \sum_{d=0}^{b-1} (b-d+1)^{n} \left( \frac{RM}{2e} \right)^{b-d} \| u \|_{d,R}^{b-d}
\]

\[
\leq c_1 \sum_{d=0}^{k+1} (KR)^{k+1-d} \| u \|_{d,R}^{b-d}
\]

with positive constants $c_1$ and $K$, independent of $\beta$ and $R$ for $R \leq R_s$. Taking the max over $\rho$ in (1.47) gives

\[
\left[ [u] \right]_{k+2;B_R} \leq A_1 \left( \rho_s^2 [L u]_{k;B_R} + \sum_{d=k}^{k+1} \left[ [u] \right]_{d;B_R} + c_1 \sum_{d=0}^{k+1} (KR)^{k+1-d} \left[ [u] \right]_{d;B_R} \right)
\]

\[
\leq A_2 \left( \rho_s^2 [L u]_{k;B_R} + \left[ [u] \right]_{k+1;B_R} + \sum_{d=0}^{k} (KR)^{k-d} \left[ [u] \right]_{d;B_R} \right) \quad (1.48)
\]

Let us prove (1.46) by induction over $k$. It holds for $k = 0$ if we choose $A \geq A_2$. We then assume that (1.46) holds for $0, \ldots, k - 1$. In the right hand side of (1.48), we use the estimate of $\left[ [u] \right]_{d;B_R}$ provided by the induction hypothesis and obtain

\[
\left[ [u] \right]_{k+2;B_R} \leq A_2 \left( \rho_s^2 [L u]_{k;B_R} + \sum_{d=0}^{k-1} A^{k-\ell} \rho_s^2 \left[ [u] \right]_{\ell;B_R} + A^k \sum_{\ell=0}^{1} \left[ [u] \right]_{\ell;B_R} \right.
\]

\[
+ \sum_{d=0}^{k} (KR)^{-d} \left\{ \sum_{\ell=0}^{d-2} A^{d-\ell} \rho_s^2 \left[ [u] \right]_{\ell;B_R} + A^{d-1} \sum_{\ell=0}^{1} \left[ [u] \right]_{\ell;B_R} \right\} \right)
\]

The remaining task is to gather the coefficients in front of $\rho_s^2 [L u]_{\ell;B_R}$ and $\left[ [u] \right]_{\ell;B_R}$ and finally, find sufficient conditions on $A$ so that the above inequality yields (1.46) for $d = k+2$.

(i) For $\rho_s^2 [L u]_{\ell;B_R}$, With $\ell = k$ or $k - 1$, it suffices that $A \geq A_2$. With $\ell \leq k - 2$, the coefficient divided by $A^{k+1-\ell}$ is equal to

\[
A_2 \left( A^{-1} + \sum_{d=\ell+2}^{k} (KR)^{k-d} A^{d-\ell} A^{-(k+1-\ell)} \right) = \frac{A_2}{A} \left( 1 + A^{-1} \sum_{d=\ell+2}^{k} \left( \frac{KR}{A} \right)^{k-d} \right) \quad (1.49)
\]

We look for conditions on $A$ so that the above expression is less than 1. For this it suffices, for example, to require that $2KR \leq A$, $1 \leq A$ and $3A_2 \leq A$.

(ii) For $\left[ [u] \right]_{\ell;B_R}$ with $\ell = 0$ or 1, we find that the coefficient divided by $A^{k+1}$ is here given
by

$$A_2 \left( A^{-1} + \sum_{d=0}^{k} (KR)^k d A^{k-1} A^{-k} \right)$$

which is less than 1 under the same conditions on \( A \). This ends the proof. \( \square \)

Remark 1.6.4 Let \( k \) be fixed. If the coefficients of \( L \) are in \( C^k(B) \) only, there still exists \( M \) such that \( |\partial^\gamma a| \leq M^{k+1} |\gamma|! \) for all \( \gamma \), \( |\gamma| \leq k \) and for all coefficients \( a = a_{ij}^a \) of \( L \). The estimate (1.46) is then still valid up to this value of \( k \) only. \( \triangle \)

Remark 1.6.5 Let the dimension \( n \) be fixed. The constant \( A \) in estimate (1.46) continuously depends on \( R^* \), on the constant \( A_0 \) in (1.38) and on the analyticity modulus of the coefficients of \( L \) on \( B^R \). i.e., the least constant \( M \) such that

$$\forall \alpha, |\alpha| \leq 2, \forall i,j = 1,\ldots,N, \forall \gamma \in \mathbb{N}^n, |\partial^\gamma a_{ij}^\alpha| \leq M^{|\gamma|+1} |\gamma|! \text{ on } B^R . \quad (1.50)$$

Thus \( A \) can be chosen uniformly for any family \( (L^\tau)_{\tau} \) of elliptic operators such that \( R^* \) and \( A_0 \) can be taken independently on \( \tau \), and such that the analyticity moduli \( M^\tau \) of the coefficients of \( L^\tau \) are uniformly bounded in \( \tau \). \( \triangle \)

1.7 Interior analytic regularity

With the help of Proposition 1.6.3, we have now all material at hands to prove the interior analytic regularity of solutions (the analytic hypoellipticity of elliptic operators).

Theorem 1.7.1 Let \( \Omega \) be a domain in \( \mathbb{R}^n \) or, more generally, in an analytic manifold of dimension \( n \). Let \( L \) be a \( N \times N \) system of second order partial differential operators with analytic coefficients, elliptic on \( \Omega \). The analytic class on \( \Omega \) is denoted by \( A(\Omega) \), cf. (1.16).

(i) For any bounded subdomains \( \Omega_1, \Omega_2 \) such that \( \overline{\Omega}_1 \subset \Omega_2 \subset \Omega \), there exists a constant \( A \) such that for all \( k \geq 2 \) and \( u \in H^2(\Omega_2) \) such that \( Lu \in H^{k-2}(\Omega_2) \) there holds the a priori estimate

$$\frac{1}{k!} |u|_{k; \Omega_1} \leq A^{k+1} \left( \sum_{\ell=0}^{k-2} \frac{1}{\ell!} |Lu|_{\ell; \Omega_2} + \sum_{\ell=0}^{1} |u|_{\ell; \Omega_2} \right) . \quad (1.51)$$

If \( u \in H^2(\Omega_2) \) satisfies \( Lu \in A(\Omega_2) \), then \( u \) belongs to \( A(\Omega_1) \).

(ii) We assume now that \( \Omega \) is a compact manifold without boundary. If \( u \in H^2(\Omega) \) satisfies \( Lu \in A(\Omega) \), then \( u \) belongs to \( A(\Omega) \).
Proof: The key point is the proof of the analytic estimate (1.51). Let $\Omega$ be a domain in an analytic manifold $\mathcal{M}$ and $\overline{\Omega}_1 \subset \Omega_2 \subset \Omega$. For each point $x_0$ in $\overline{\Omega}_1$ there exists a neighborhood $U_2(x_0)$ of $x_0$ contained in $\Omega_2$, a ball $B_{R_*}$ in $\mathbb{R}^n$ and an analytic map $\phi$ from $U_2(x_0)$ onto $B_{R_*}$. The equation $Lu = f$ in $U_2(x_0)$ becomes

$$L\tilde{u} = \tilde{f} \text{ in } B_{R_*} \text{ with } \tilde{u} \circ \phi = u \text{ and } \tilde{f} \circ \phi = f.$$  

The operator $L$ has analytic coefficients in the ball $B_{R_*}$. By Corollary 1.2.10, estimate (1.38) holds for $L$ in a neighborhood of 0. Then Proposition 1.6.3 gives that there exist positive numbers $R_0$ and $A$ so that the following estimates hold for all $R \leq R_0$ and all $k \in \mathbb{N}$, $k \geq 2$,

$$[\tilde{u}]_{k;B_R} \leq \sum_{\ell=0}^{k-2} A^{k-\ell} \rho^2([\tilde{L}\tilde{u}]_{\ell;B_R}) + A^k \sum_{\ell=0}^1 [\tilde{u}]_{\ell;B_R}. \quad (1.52)$$

As a consequence of the definitions, we have the inequalities:

$$\begin{align*}
(k + 1)(n-1)/2[\tilde{u}]_{k;B_R} &\geq \left(\frac{R}{2k}\right)^k [\tilde{u}]_{k;B_{R/2}} \\
\rho^2([\tilde{L}\tilde{u}]_{\ell;B_R}) &\leq \left(\frac{R}{2}\right)^{2+\ell} [\tilde{L}\tilde{u}]_{\ell;B_R} \\
\sum_{\ell=0,1} [\tilde{u}]_{\ell;B_R} &\leq \max\left\{\frac{R}{2}, 1\right\} \|\tilde{u}\|_{1;B_R}. \quad (1.53)
\end{align*}$$

With the help of Stirling’s formula, we deduce from (1.52) and the inequalities (1.53) that, with a new constant $\tilde{A}$ independent of $k$ and $R \leq R_0$, we have:

$$\frac{R^k}{k!} [\tilde{u}]_{k;B_{R/2}} \leq \sum_{\ell=0}^{k-2} \tilde{A}^{k-\ell} \frac{R^\ell}{\ell!} [\tilde{L}\tilde{u}]_{\ell;B_R} + \tilde{A}^k \sum_{\ell=0}^1 \|\tilde{u}\|_{\ell;B_R}. \quad \text{Note that } \tilde{A} \text{ and } R_0 \text{ still depend on the center point } x_0 \text{ in } \overline{\Omega}_1. \text{ We fix } R = R(x_0) \leq \min\{R_0, R_*\} \text{ and denote by } U_1(x_0) \text{ the pull-back } \phi^{-1}(B_{R(x_0)/2}) \text{. Combining the above estimate with estimate (1.22) for the analytic change of variables, we obtain}$$

$$\frac{1}{k!} |u|_{k;U_1(x_0)} \leq \tilde{A}^{k+1} \left(\sum_{\ell=0}^{k-2} \frac{1}{\ell!} |Lu|_{\ell;U_2(x_0)} + \sum_{\ell=0}^1 |u|_{\ell;U_2(x_0)}\right). \quad (1.54)$$

Here $A_{x_0}$ is a positive number independent of $k$ and $u$. Extracting from the set of all open sets $U_1(x_0)$, $x_0 \in \overline{\Omega}_1$, a finite covering of the compact set $\overline{\Omega}_1$, we conclude the proof of (1.51).

The remaining parts of Theorem 1.7.1 are now obvious. □
CHAPTER 1. INTERIOR ESTIMATES AND ANALYTIC HYPOELLIPTICITY
Chapter 2

Estimates up to the boundary

Introduction

In this chapter, we continue the discussion of elliptic problems on smooth domains by introducing and studying elliptic boundary value problems on domains with smooth boundaries. As in the previous chapter, we consider second order $N \times N$ systems of linear partial differential equations, and we complement them by boundary conditions given by systems of linear partial differential equations of order zero and one.

This is again classical material, which we present in such a way that the results and techniques introduced here can be used – both by applying directly the results where they are applicable and by modeling more complicated techniques on these simpler ones – in later parts of the book treating domains with non-smooth boundaries. We prove the standard main results on local and global a priori estimates and regularity up to the boundary to any order in Sobolev spaces and in spaces of analytic functions. The local versions of these results are valid also near smooth parts of the boundary of non-smooth domains.

Whereas the results presented in this chapter can be considered standard, we put the emphasis on three more technical aspects of the analysis of elliptic boundary value problems:

a) We describe in detail the relation between a boundary value problem with variable coefficients set on a domain with smooth boundary and its associated “tangent” model problem with constant coefficients set on a half-space. Later on, on domains with conical points or edges, we will have to consider several such tangent model problems set on certain model domains invariant under certain symmetry groups. These model problems allow at least partial algebraization via the Fourier transformation corresponding to the symmetries, thereby giving rise to “symbols”, simpler operators whose invertibility is the key to ellipticity.

We have seen this technique in a nutshell in the first chapter, where the associated tangent problem was the system with constant coefficients corresponding to the principal part frozen in a point, acting on the whole space $\mathbb{R}^n$ or the periodic space $\mathbb{T}^n$, and
the associated symbol was the principal symbol of the system, an operator of multiplication by a matrix function, obtained by Fourier transformation on $\mathbb{R}^n$ or $\mathbb{T}^n$. In the present chapter, the associated tangent problem is a boundary value problem with constant coefficients on the periodic half-space $\mathbb{T}^n_+$, which can be algebraized partially by tangential Fourier transformation, resulting in a family of boundary value problems for systems of ordinary differential equations on the half-axis $\mathbb{R}_+$. We use the invertibility of this family as our definition of ellipticity, leaving aside the well-known discussion of the solutions of these boundary value problems on $\mathbb{R}_+$ which can lead to a completely algebraic formulation of the Shapiro-Lopatinski ellipticity condition.

b) We propose a specific framework for the **global** formulation of boundary conditions. Whereas ellipticity is a local condition, to be satisfied in every interior and boundary point of a domain, applications may provide boundary conditions in a global formulation which does not fit into the purely local definition of elliptic boundary conditions often found in textbooks. An important class of such elliptic problems are problems in variational form, which we will discuss in detail in Chapter 3. There one has to take the essential and the natural boundary conditions together to constitute a set of boundary conditions that might satisfy an ellipticity condition. Now it may happen that due to the non-trivial topology of the boundary, the number of equations required to write these conditions in a smooth form exceeds the number of conditions admissible for an elliptic boundary value problem.

Let us look at a very simple example for this phenomenon (this is discussed in more detail in Chapter 4): The equations of linear elasticity for the displacement of an elastic material filling a ball in $\mathbb{R}^3$ and satisfying “non-sliding” boundary conditions. These conditions are expressed by the vanishing of the tangential component of the displacement (essential b.c.) and the normal component of the traction (natural b.c.) on the boundary. Now for this situation of a second order $3 \times 3$ system, the number of partial differential equations on the boundary defining the boundary conditions has to be 3, before one can even discuss whether ellipticity conditions are satisfied or not.

In our case of a sphere, however, the conditions just described cannot be formulated globally by 3 equations with smooth non-vanishing coefficients; one needs 4 at least. Locally, it is possible to introduce coordinates such that the vanishing of the tangential component can be described by 2 equations; globally it is not.

Our proposed solution for this dilemma is to write the boundary differential operators as the product of systems of differential operators and of projection-valued functions, one system each for the operators of order zero and for those of order one. The total number of components may thus exceed the number $N$ allowed for an elliptic boundary value problem, but we require that the sum of the ranks of the two projection operators is equal to that number $N$. In our simple example, the projection operators would be the operators of projection onto the tangential and onto the normal components of a vector, thus reducing the total number of components from 4 (or 6 or even 12 for some other quite natural formulations of the same conditions) to the required dimension $N = 3$. The introduction of these projection operators allows us
to subsume the elliptic boundary value problems in variational form under the general theory of elliptic boundary value problems.

c) We give a complete proof of the analytic regularity up to the boundary for elliptic boundary value problems with analytic coefficients near analytic parts of the boundary. We present the nested open set technique and Morrey’s weighted norm estimates in complete detail and in a form suitable for generalization to the case of non-smooth points on the boundary in later chapters.

Like in the previous chapter, we start with functional analysis (trace spaces of the Sobolev spaces), before introducing elliptic boundary conditions and the technique of parametrices at boundary points, which together with the nested open set method allows us to prove local estimates valid up to the boundary. Then we use a bootstrapping method to get higher order local a priori estimates in their “analytic” version, first in the constant coefficient case, where the understanding of the main arguments is easier, and then in the variable coefficient case, concluding with the proof of Fredholm properties and analytic hypoellipticity.

Since we use the method of local parametrices, our approach for obtaining higher order regularity is founded on similar tools as the calculus of boundary pseudodifferential operators which is also often used to prove regularity of elliptic boundary value problems in the literature [18, 90, 94, 91]. With this technique, it is also possible to obtain results on analytic regularity [92].

Nevertheless, in view of the generalizations to non-smooth domains, we prefer to build on the more classical approach to higher regularity ([4, 5]) and its generalization to the analytic framework ([70, 59]).

Plan of Chapter 2

§ 1 Trace spaces of Sobolev spaces. The model for a domain and its boundary: The periodic half-space.
§ 2 Definition of elliptic boundary value problems for model and general systems: The covering condition and the global writing of boundary conditions with fields of projection operators. Local parametrices. Basic a priori estimates.
§ 3 Higher order regularity of solutions up to the boundary. Fredholm theorem in Sobolev spaces.
§ 4 Basic a priori estimates up to the boundary in nested concentric half-balls, taking the difference of radii into account.
§ 5 Order-independent estimates in nested concentric half-balls in the case of an operator with constant coefficients.
§ 6 Order-independent estimates in nested concentric half-balls in the general case of variable (analytic) coefficients.
§ 7 Analytic regularity up to the boundary for solutions of elliptic boundary value problems with analytic coefficients and analytic data.
§8 Extension of the notion of smooth domain, using geodesic completions and extended boundaries – to handle double boundary points.

Essentials

The regularity results obtained in the previous chapter hold only in the interior of a domain and thence globally on manifolds without boundary; on a domain with boundary they cannot be true if the considered subdomains touch the boundary. The reason is that the solutions of even homogeneous elliptic equations with constant coefficients can grow arbitrarily fast towards the boundary. Therefore there cannot hold any global control of the solution and its derivatives solely by the right hand side of an elliptic partial differential equation. Now some of the irregular behavior of the solution near the boundary will already be eliminated by the choice of function spaces in which we look for solutions, typically Sobolev spaces $H^1(\Omega)$ or $H^2(\Omega)$, but in order to gain uniqueness of solutions or even Fredholm properties of the problem, or estimates of Sobolev norms up to the boundary of the solution in terms of the right hand sides, one has to impose further conditions on the boundary behavior of the solutions.

Such boundary conditions are typically given in the form of partial differential equations to be satisfied on the boundary, and they are defined by differential operators that will be required to fulfill an ellipticity condition with respect to the second order elliptic system, the covering condition, also called complementing condition or Shapiro-Lopatinski condition.

The first parts of this chapter present the standard definitions of Sobolev spaces on domains and their trace spaces on the boundary. Then we define and discuss ellipticity conditions on the model domain $\mathbb{T}^n_+ = \mathbb{T}^{n-1} \times \mathbb{R}_+$, the periodic half-space of dimension $n \geq 2$, before introducing the central notion of an elliptic boundary system near a smooth boundary point of a domain or globally on a smooth bounded domain. On the basis of this definition, one can then use techniques very similar to those applied in the previous chapter and obtain a priori estimates, estimates for higher derivatives, and finally analytic estimates for the solution of an elliptic boundary value problem in terms of the right hand sides in the domain and on the boundary.

We continue to consider second order $N \times N$ systems of linear partial differential operators on domains $\Omega$ in $\mathbb{R}^n$ or in manifolds of dimension $n$. To exclude degeneracies, we treat only the case of dimension $n \geq 2$. Then the boundary $\partial \Omega$ is a smooth manifold of dimension $n - 1$, and we have the notion of Sobolev spaces on such a manifold as defined in the previous chapter in Section 1.1.a, see (1.4) and (1.8). For functions in the Sobolev space $H^k(\Omega)$, we will typically have to consider the space of traces of order 0 and 1, namely the Sobolev spaces $H^{k-\frac{1}{2}}(\partial \Omega)$ and $H^{k-\frac{3}{2}}(\partial \Omega)$, respectively.

An important special case are Sobolev spaces on the periodic half-space. Functions $u$ on $\mathbb{T}^n_+$ can be expressed in terms of their tangential Fourier coefficients $\hat{u}(p')$, $p' \in \mathbb{Z}^{n-1}$ which are functions of the normal variable $t$ on the half-axis $\mathbb{R}_+$. A useful observation
expressing the isotropy of the Sobolev norms is the norm equivalence for \( s \geq 0 \)

\[
\|u\|_{s,T^n_+} \simeq \left( \|\hat{u}(0)\|_{s;\mathbb{R}^n}^2 + \sum_{p' \in \mathbb{Z}^{n-1} \backslash \{0\}} |p'|^{2s-1} \|\hat{f}_{p'}(\hat{u}(p'))\|_{s;\mathbb{R}^n}^2 \right)^{\frac{1}{2}}
\]

(2.a)

with the notation \( (\hat{f}_{p'}(v))(t) = v(t/p') \) for \( \rho > 0 \).

As a first step towards the definition and investigation of elliptic boundary value problems on general smooth domains, we consider suitable model problems, namely boundary value problems with constant coefficients on the periodic half-space \( T^n_+ \) with boundary \( \Gamma \), of the following form

\[
\begin{aligned}
L_j u &= f_j \quad \text{in } T^n_+, \quad j = 1, \ldots, N \\
T_k u &= g_k \quad \text{on } \Gamma, \quad k = 1, \ldots, N_1 \\
D_k u &= h_k \quad \text{on } \Gamma, \quad k = 1, \ldots, N_0.
\end{aligned}
\]

(2.b)

Here \( L_j, T_k \) and \( D_k \) are linear partial differential operators with constant coefficients of order 2, 1 and 0, respectively. We will often write the system (2.b) in more condensed form as

\[
\begin{aligned}
Lu &= f \quad \text{in } T^n_+, \\
T\Gamma u &= g \quad \text{on } \Gamma \\
D\Gamma u &= h \quad \text{on } \Gamma.
\end{aligned}
\]

(2.c)

or even as \( \{L, C\Gamma\}u = \{f, b\} \). Here \( C\Gamma = (T\Gamma, D\Gamma) \) stands for all boundary operators, and this notation includes the operation of restriction to the boundary.

By periodic Fourier transformation in \( T^{n-1} \), the boundary value problem (2.b) becomes a sequence of boundary value problems for a system of ordinary differential equations on the half-axis \( \mathbb{R}^+ \) for the Fourier coefficients \( \hat{u}(p') \) of \( u \). If we write \( t \mapsto \hat{U}(t) \) for such a Fourier coefficient, we obtain with the notation of the previous chapter for the symbols of the differential operators:

\[
\begin{aligned}
L(p', D_t)U &= F \quad \text{in } \mathbb{R}^+ \\
T_k(p', D_t)U &= G_k \quad \text{in } t = 0, \quad k = 1, \ldots, N_1 \\
D_k U &= H_k \quad \text{in } t = 0, \quad k = 1, \ldots, N_0
\end{aligned}
\]

(2.d)

Together with these problems for any finite frequency \( p' \in \mathbb{Z}^{n-1} \), we have to consider the corresponding limit frequencies \( \xi' \) on the “sphere at infinity” \( \mathbb{S}^{n-2} \), namely the systems with the principal parts of the differential operators

\[
\begin{aligned}
L^{pr}(\xi', D_t)U &= F \quad \text{in } \mathbb{R}^+ \\
T_k^{pr}(\xi', D_t)U &= G_k \quad \text{in } t = 0, \quad k = 1, \ldots, N_1 \\
D_k U &= H_k \quad \text{in } t = 0, \quad k = 1, \ldots, N_0
\end{aligned}
\]

(2.e)

This latter system now takes the role of a symbol of the boundary value problem and is used to define ellipticity.
Definition 2.A In the case of a boundary value system with constant coefficients \((L, C_T)\), let the second order \(N \times N\) system \(L\) be elliptic. The boundary operator \(C_T\) is said to complement or cover the operator \(L\), and the corresponding boundary value problem is called elliptic, if for any \(\xi' \in \mathbb{R}^{n-1} \setminus 0\) the boundary value problem (2.e) admits, for \(F = 0\) and for any \((G, H) \in \mathbb{C}^{N_1+N_0}\), a unique solution \(U \in \mathbb{L}^2(\mathbb{R}_+)\).

The solutions of the homogeneous differential equation \(L^p_u = 0\) on the half-axis are polynomials times exponential functions that, due to the ellipticity of \(L\), either grow or decay exponentially at infinity. The condition \(U \in \mathbb{L}^2(\mathbb{R}_+)\) in the definition can therefore be replaced by the condition that \(U\) vanishes at \(+\infty\), or equivalently by the condition that \(U\) belongs to any Sobolev space on the half-axis or even that it is a tempered distribution.

Another remark is that this definition of ellipticity necessarily requires that the number \(N_1 + N_0\) of boundary conditions equals \(N\).

Ellipticity can again be characterized as invertibility modulo lower order terms on \(H^2\), see Proposition 2.2.10 and Corollary 2.2.13:

Theorem 2.B Let \(L\) be a second order elliptic \(N \times N\) system with constant coefficients and let \(C_T\) be a first order constant coefficient \(N \times N\) system of boundary operators. Let the target space corresponding to \(H^2(T^n_+)\) be defined as

\[
\mathbb{RH}^2(T^n_+) = \mathbb{L}^2(T^n_+)^N \times H^{\frac{1}{2}}(\Gamma)^{N_1} \times H^{\frac{3}{2}}(\Gamma)^{N_0}.
\]

(i) The operator \(\{L, C_T\}\) defines an isomorphism between \(H^2(T^n_+)\) and \(\mathbb{RH}^2(T^n_+)\) if and only if the following is satisfied: The half-axis boundary value problems (2.d) for any \(p' \in \mathbb{Z}^{n-1}\) and (2.e) for any \(\xi' \in \mathbb{S}^{n-2}\) admit a unique solution in \(\mathbb{L}^2(\mathbb{R}_+)\) for \(F = 0\) and for every \((G, H) \in \mathbb{C}^N\), and the complete symbol \(L(p', \tau)\) is invertible for all \(p' \in \mathbb{Z}^{n-1}\) and \(\tau \in \mathbb{R}\).

(ii) The boundary operator \(C_T\) covers \(L\) if and only if there exists another system \(\{\bar{L}, \bar{C}_T\}\) that has the same principal part as \(\{L, C_T\}\) and defines an isomorphism between \(H^2(T^n_+)\) and \(\mathbb{RH}^2(T^n_+)\).

Due to the unboundedness of \(T^n_+\), there is no global Fredholm theorem. The corresponding operator between Sobolev spaces on \(T^n_+\) and its boundary will not have finite-dimensional kernel or cokernel, not will its range be closed, in general.

For bounded domains, such Fredholm properties hold, however, and one gets there by using Theorem 2.B for the construction of local parametrices. Localization now requires the study of half-balls in the half-space \(\mathbb{R}^n_+\) which can also be considered as subsets of the periodic half-space \(T^n_+\). Smooth parts of the boundary \(\partial \Omega\) of a domain \(\Omega\) in \(\mathbb{R}^n\) are characterized by the existence, for each boundary point \(x_0\), of a diffeomorphism \(\phi_{x_0}\) between a neighborhood \(U\) of \(x_0\) in \(\mathbb{R}^n\) and a ball \(B_R\) centered at the origin, such that \(\phi_{x_0}(x_0) = 0\), \(U \cap \Omega\) is mapped to the half-ball \(V_R = B_R \cap \mathbb{R}^n_+\) and the boundary part \(U \cap \partial \Omega\) to the flat boundary part \(B'_R\) of \(V_R\).
Thus, contrary to the situation in the previous chapter, we need to introduce nonlinear coordinate transformations in order to flatten the boundary locally, even if our domain is in $\mathbb{R}^n$ and not part of a general manifold. This means that one needs a theory of boundary value problems with variable coefficients even if one only wants to treat examples of partial differential operators with constant coefficients. The coordinate transformation $\phi_{x_0}$ changes a boundary value system $\{L, C_\Gamma\}$ given in a neighborhood of $x_0 \in \Gamma \subset \partial \Omega$ into another one given on the half-ball $V_R$ with boundary conditions on $\partial V_R'$. The principal part of the latter, with coefficients frozen at the origin, is the “tangent” object whose symbol plays the role of principal symbol of the original boundary value problem in the boundary point $x_0$. This procedure leads, in a first step, to the proper definition of ellipticity of a boundary value problem

$$\begin{align*}
L u &= f \quad \text{in } \Omega, \\
T u &= g \quad \text{on } \partial \Omega, \\
D u &= h \quad \text{on } \partial \Omega. 
\end{align*}$$

(2.f)

The associated boundary value problem with constant coefficients on the periodic half-space is

$$\begin{align*}
L_{x_0} u &= f \quad \text{in } \mathbb{T}^n_+, \\
T_{x_0} u &= g \quad \text{on } \Gamma, \\
D_{x_0} u &= h \quad \text{on } \Gamma.
\end{align*}$$

(2.g)

The “tangent” operators $\{L_{x_0}, T_{x_0}, D_{x_0}\}$ are obtained from $\{L, T, D\}$ either, as described above, by substituting the coordinate transformation $\phi_{x_0}$, then freezing the coefficients in $0$ and taking the principal part, or, what is equivalent, by taking first the principal part in $x_0$ and then using the chain rule to transform the partial derivatives:

$$\{L_{x_0}(D_x), T_{x_0}(D_x), D_{x_0}\} = \{L^{\text{pr}}(x_0; J^\top D_x), T^{\text{pr}}(x_0; J^\top D_x), D(x_0)\}.$$

Here $J$ is the Jacobi matrix of $\phi_{x_0}$ in $x_0$.

**Definition 2.C** The boundary operators $C = (T, D)$ are said to cover the system $L$ in the boundary point $x_0$, and the boundary value problem (2.f) is called elliptic at $x_0$, if the tangent boundary value problem (2.g) is elliptic in the sense of Definition 2.A.

It is not hard to see that this definition of ellipticity is independent of the local diffeomorphism $\phi_{x_0}$ chosen to flatten the boundary.

Now this definition is suitable for local descriptions of elliptic boundary value problems, and it is sufficient for proving local a priori estimates, finite regularity and analytic regularity results, and indeed the corresponding global results will be proved by using localization techniques that reduce them ultimately to the form just given.

But in order to describe the global form of the class of boundary value problems we are analyzing here, we have to introduce two generalizations. Both have to do with the non-trivial topology of the boundary $\partial \Omega$. 

---

**E S S E N T I A L S**
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For the first generalization, we allow that the boundary \( \partial \Omega \) has several components, called “sides” \( \partial_s \Omega, \ s \in \mathcal{S} \), with different boundary operators given on different sides. This is a notation that will be essential in later chapters where boundary value problems on polygons or mixed boundary value problems are treated. But even for smooth domains, it would be too restrictive to require the same structure for the boundary operators on different connected components of the boundary. Written with this situation in mind, the boundary value problem \((2.f)\) now takes the more detailed form

\[
\begin{align*}
L u &= f \quad \text{in} \ \Omega, \\
T_s u &= g_s \quad \text{on} \ \partial_s \Omega, \ s \in \mathcal{S}, \\
D_s u &= h_s \quad \text{on} \ \partial_s \Omega, \ s \in \mathcal{S},
\end{align*}
\]

The second generalization concerns the number of boundary conditions. As explained in the Introduction, it is made necessary by the fact that quite a few important standard elliptic boundary value problems cannot be written globally with just \( N \) boundary operators. Ellipticity, of course, requires that at least locally there must exist coordinate systems such that there are \( N \) boundary conditions for our second order \( N \times N \) system. But the transformation leading to this form may transform not only the independent variables, but also the components of the vector functions. Just as the flattening of the boundary has to be done locally in coordinate patches covering the boundary, the selection of \( N \) linearly independent boundary conditions among the \( \tilde{N} \geq N \) globally given conditions can be done only locally. In order to describe the global structure which has the right local behavior, we assume that our boundary operators have the form

\[
C = (T, D), \quad \text{with} \quad T = \Pi^T \hat{T} \quad \text{and} \quad D = \Pi^D \hat{D}.
\]

Here \( \hat{T} \) and \( \hat{D} \) are \( \tilde{N}_1 \times N \) and \( \tilde{N}_0 \times N \) systems of partial differential operators of order 1 and 0, respectively, and \( \Pi^T \) and \( \Pi^D \) are two smooth functions on \( \partial \Omega \) with values in the projection operators on \( \mathbb{C}^{\tilde{N}_1} \) and on \( \mathbb{C}^{\tilde{N}_0} \), respectively.

The integers \( \tilde{N}_1 \) and \( \tilde{N}_0 \) are smooth functions on \( \partial \Omega \), hence constant on each boundary component \( \partial_s \Omega: \tilde{N}_i = \tilde{N}_i(s) \) on \( \partial_s \Omega, \ s \in \mathcal{S} \). The ranks \( N_1 \) and \( N_0 \) of the projector fields \( \Pi^T \) and \( \Pi^D \) are piecewise constant on \( \partial \Omega \), too, by continuity. To emphasize the dependency of the structure of the projectors on \( s \in \mathcal{S} \), we write also \( \Pi^T_s, \Pi^D_s \).

Any smooth projection-valued function can locally be diagonalized by a matrix-valued function that has the same order of smoothness (see Lemma \( 2.2.25 \)). This means for our boundary operators \((2.i)\) that after a local smooth transformation of the vector components, there remain only \( N_1 + N_0 \) boundary conditions for which the Definition \( 2.C \) of ellipticity in a point can then be applied, – in particular the ellipticity implies that

\[
N_0 + N_1 = N.
\]

It can be seen that this notion of ellipticity does not depend on the choice of diagonalization of the projector fields, nor on the projector fields and operators \( \hat{T} \) and \( \hat{D} \) chosen to write the factorization \((2.i)\), but depends only on the boundary operators \( C = (T, D) \).
themselves. For the precise details of this global definition of elliptic boundary value problems, see Subsection 2.2.c.

There is one point that is facilitated by the introduction of the projector fields \( \Pi^T \) and \( \Pi^D \), namely the description of suitable right hand sides in the boundary value problem. The correct space of possible right hand sides \( (f, g, h) \) for regularity order \( k \) is

\[
\mathbb{R} \mathcal{H}^k(\Omega) := \mathcal{H}^{k-2}(\Omega)^N \times \prod_{s \in \mathcal{S}} \left( \Pi^T_s \mathcal{H}^{k-\frac{3}{2}}(\partial_s \Omega)^{N_1(s)} \times \Pi^D_s \mathcal{H}^{k-\frac{1}{2}}(\partial_s \Omega)^{N_0(s)} \right)
\]

To fix the ideas, consider a simple example similar to the one discussed in the introduction, where this definition may mean that \( h \) is a tangential vector field of regularity \( \mathcal{H}^{k-\frac{1}{2}} \) on a boundary component \( \partial_s \Omega \) and \( g \) is a normal field of regularity \( \mathcal{H}^{k-\frac{3}{2}} \), whereas on another component \( \partial_{s'} \Omega \) \( g \) is tangential and \( h \) is normal.

It is clear that for a smooth bounded domain and operators with sufficiently smooth coefficients with the structure just described (“admissible systems”), the operator \( (L, C) \) is bounded from \( \mathcal{H}^k(\Omega) \) to \( \mathbb{R} \mathcal{H}^k(\Omega) \). It is one of the main results of this chapter that under our definition of ellipticity it is also a Fredholm operator between these spaces.

The techniques which we present for proving local and global a priori estimates, finite order and analytic regularity results and Fredholm properties, are extensions of those used in the previous chapter for the boundary-less situation.

The construction of local and then global parametrices gives \( \mathcal{H}^2 \) estimates up to the boundary, and higher order tangential regularity and the corresponding estimates can then be obtained by using finite differences in tangential direction for the local problem transformed to the half-space. Estimates for higher order derivatives in normal direction use the fact that the boundary is non-characteristic for the elliptic operator \( L \), and therefore the second derivative in normal direction of \( u \) can be expressed by \( Lu \) and by derivatives with lower normal order of \( u \), see (2.53).

Analytic estimates are obtained by the nested open set technique, now using concentric half-balls instead of concentric balls. This technique is basically the same as for the interior estimates in the previous chapter, only much more complicated because of the need for anisotropic norm estimates where the number of derivatives in the normal and tangential directions vary independently.

The main results of this chapter can be summarized in the following theorem.

**Theorem 2.D** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) and \( k \geq 2 \) an integer. We assume the following local regular configuration (see also Figure 2.3, page 92): With \( \mathcal{U}_1 \) and \( \mathcal{U}_2 \) open sets in \( \mathbb{R}^n \) such that \( \overline{\mathcal{U}_1} \subset \mathcal{U}_2 \), we set

\[
\Omega_1 = \mathcal{U}_1 \cap \Omega, \quad \Omega_2 = \mathcal{U}_2 \cap \Omega \quad \text{and} \quad \Gamma_2 := \partial \Omega_2 \cap \partial \Omega
\]

and assume that \( \Gamma_2 \) is a \( \mathcal{C}^k \) submanifold of \( \partial \Omega \). Let \( \{L, T, D\} \) be an elliptic boundary value system on \( \Omega_2 \cup \Gamma_2 \) with coefficients of class \( \mathcal{C}^{k-\frac{2}{3}}(\Omega_2 \cup \Gamma_2) \) for \( L \), \( \mathcal{C}^{k-1}(\Gamma_2) \) for \( T \), and \( \mathcal{C}^k(\Gamma_2) \) for \( D \).
(i) There is a constant \( c \) such that for any \( f \in H^{k-2}(\Omega_2) \), \( g \in H^{k-\frac{3}{2}}(\Gamma_2) \), \( h \in H^{k-\frac{1}{2}}(\Gamma_2) \), and any solution \( u \in H^2(\Omega_2) \) of the boundary value problem

\[
\begin{aligned}
L u &= f \quad \text{in } \Omega_2 \\
T u &= g \quad \text{on } \Gamma_2 \\
D u &= h \quad \text{on } \Gamma_2
\end{aligned}
\]

there holds \( u \in H^k(\Omega_1) \), and there is an estimate

\[
\|u\|_{k; \Omega_1} \leq c \left( \|f\|_{k-2; \Omega_2} + \|g\|_{k-\frac{3}{2}; \Gamma_2} + \|h\|_{k-\frac{1}{2}; \Gamma_2} + \|u\|_{1; \Omega_2} \right). \tag{2.k}
\]

(ii) If \( \Gamma_2 \) is an analytic manifold and the coefficients of \( \{L, T, D\} \) are analytic, then there is a constant \( A \) independent of \( k \) such that there holds a more precise a priori estimate

\[
\frac{1}{k!} \|u\|_{k; \Omega_1} \leq A^{k+1} \left\{ \sum_{\ell=0}^{k-2} \frac{1}{\ell!} \left( \|f\|_{\ell; \Omega_2} + \|g\|_{\ell+\frac{3}{2}; \Gamma_2} + \|h\|_{\ell+\frac{1}{2}; \Gamma_2} + \|u\|_{1; \Omega_2} \right) \right\}. \tag{2.l}
\]

(iii) If the hypotheses are satisfied globally for \( \Omega_1 = \Omega_2 = \Omega \) and \( \Gamma_2 = \partial \Omega \), then the system \( \{L, T, D\} \) defines a Fredholm operator from \( H^k(\Omega) \) to \( RH^k(\Omega) \).

(iv) If, in addition to the assumptions of (iii), the boundary \( \partial \Omega \) and the coefficients of the system are analytic and \( f \in A(\Omega) \), \( g_s, h_s \in A(\partial_s \Omega) \) for all \( s \in S \), then any solution \( u \in H^2(\Omega) \) belongs to \( A(\Omega) \).

The elliptic regularity results described by this theorem are valid not only for bounded subdomains \( \Omega \) of \( \mathbb{R}^n \) with smooth boundaries, but in a natural way also for bounded subdomains of smooth manifolds and therefore also for compact smooth manifolds with boundary. This extended class allows to cover a special class of subdomains of \( \mathbb{R}^n \) that do not satisfy one of the main conditions of smooth domains in \( \mathbb{R}^n \), namely that the domain lies “locally on one side of its boundary”.

This seemingly natural condition is satisfied not only for smooth domains, but even for large classes of non-smooth domains, such as Lipschitz domains or domains with continuous boundary. However, in view of examples that we will want to study later on, such as domains with cracks or inward cusps, we need to consider also domains with multiple boundary points.

Some of these domains \( \Omega \) with multiple boundary points can be included in the class of smooth domains for which the standard elliptic regularity results hold, by defining the notion of unfolded boundary \( \partial, \Omega \). This definition is based on the completion \( \tilde{\Omega}^* \) of the domain with respect to the metric of its intrinsic geodesic distance. We call \( \Omega \) an extended smooth domain if its geodesic completion \( \tilde{\Omega}^* \) is a compact smooth manifold with boundary. As a subdomain of this manifold, \( \Omega \) then will lie locally on one side of its (unfolded) boundary, even if it does not have this property when considered as subdomain of \( \mathbb{R}^n \). Details of this construction and examples are discussed in Section 2.8.
2.1 Trace spaces

2.1.a Traces on the boundary of a domain

We recall some well-known facts about the restriction of functions to the boundary, see [76, 57, 42]. Let \( \Omega \) be a domain in \( \mathbb{R}^n \) or in a smooth manifold \( M \) of dimension \( n \). In this chapter we assume that \( n \geq 2 \), in order to avoid degenerate boundaries. Let \( \Omega \) have a smooth boundary \( \partial \Omega \), which means that for each \( x_0 \in \partial \Omega \), there exists a smooth (\( C^\infty \) or analytic) local map \( \phi \) which transforms a neighborhood \( U \) of \( x_0 \) in \( M \) into a ball \( B \) centered in 0 in \( \mathbb{R}^n \), and so that \( \phi(\partial \Omega \cap U) \) is the set \( \{ (x', 0) \in B \} \) with \( x' = (x_1, \ldots, x_{n-1}) \), and \( \phi(\Omega \cap U) \) is the set \( \{ (x', x_n) \in B; \ x_n > 0 \} \).

The restriction \( \gamma_0 : u \mapsto u|_{\partial \Omega} \) to \( \partial \Omega \) makes sense for any \( u \in C^\infty(\bar{\Omega}) \). Moreover \( \gamma_0 \) can be extended to \( H^m(\Omega) \) for any \( m \geq 1 \), and, in fact, to \( H^s(\Omega) \) for any \( s > 1/2 \). The image of the space \( H^m(\Omega) \) by \( \gamma_0 \) can be characterized: This is the Sobolev space \( H^{m-\frac{1}{2}}(\partial \Omega) \) as introduced in Section 1.1.a. It is called the trace space of \( H^m(\Omega) \), and \( \gamma_0 \) the trace operator. The corresponding norm is denoted by \( \| \cdot \|_{m-\frac{1}{2}, \partial \Omega} \).

The trace operator is continuous from \( H^m(\Omega) \) onto \( H^{m-\frac{1}{2}}(\partial \Omega) \) and has a continuous right inverse (“lifting”) from \( H^{m-\frac{1}{2}}(\partial \Omega) \) into \( H^m(\Omega) \). This property still holds with \( m \) replaced by any real number \( s > \frac{1}{2} \).

More generally, one can consider traces of normal derivatives. The outer normal unit field (tangent to \( M \) ) to the boundary of \( \Omega \) defines a smooth field, denoted by \( \mathbf{n} \). The trace of the \( k \)th derivative with respect to this vector field, \( \gamma_k : u \mapsto \partial_n^k u|_{\partial \Omega} \) defines a continuous operator from \( H^s(\Omega) \) onto \( H^{s-k-\frac{1}{2}}(\partial \Omega) \) for all real \( s > k + \frac{1}{2} \). Moreover, the collection of trace operators

\[
\gamma_{\partial \Omega}^k := (\gamma_0, \ldots, \gamma_k) : H^s(\Omega) \longrightarrow H^{s-\frac{1}{2}}(\partial \Omega) \times \ldots \times H^{s-k-\frac{1}{2}}(\partial \Omega) \quad (2.1)
\]

is bounded and onto, and there exists a continuous simultaneous lifting of the first \( k + 1 \) traces.

These facts extend to the local situation, when \( \Omega \) is any domain, and \( \Gamma \subset \partial \Omega \) is a regular part of the boundary of \( \Omega \). Then the \( k + 1 \)-trace operator \( \gamma_{\Gamma}^k \) on \( \Gamma \) is bounded and onto,

\[
\gamma_{\Gamma}^k : H^s(\Omega) \longrightarrow H^{s-\frac{1}{2}}(\Gamma) \times \ldots \times H^{s-k-\frac{1}{2}}(\Gamma) \quad (2.2)
\]

and has a continuous right inverse.

In the degenerate case of dimension \( n = 1 \), in this situation we still have the existence of restrictions of the corresponding derivatives at the boundary points, due to the Sobolev embedding theorem (1.13).

2.1.b Sobolev spaces on the periodic half-space

The standard model for a domain and its boundary is \( \mathbb{R}_+^n = \mathbb{R}^{n-1} \times \mathbb{R}_+ \) with boundary \( \mathbb{R}^{n-1} \), but, like in Chapter 1, we will often prefer a periodic model, that is the periodic
half-space $\mathbb{T}^n_+$,
$$
\mathbb{T}^n_+ = \{ x = (x', t) : \quad x' \in \mathbb{T}^{n-1}, \ t > 0 \}.
$$
with its boundary,
$$
\Gamma = \{ x = (x', 0) : \quad x' \in \mathbb{T}^{n-1} \}.
$$
Note that now, for convenience, we denote the coordinate normal to the boundary by $t$ instead of $x_n$.

The Sobolev spaces on $\mathbb{T}^n_+$ are defined by (1.3) for non-negative integer exponents $m$, and by (1.4)-(1.5) for positive non-integer exponents $s$. There holds for all $s \geq 0$
$$
H^s(\mathbb{T}^n_+) = L^2(\mathbb{T}^{n-1}, H^s(\mathbb{R}_+)) \cap H^s(\mathbb{T}^{n-1}, L^2(\mathbb{R}_+)),
$$
with equivalence of norms\footnote{Equivalence constants depend on $s$, but are polynomially bounded with respect to $s$.}.

For $u \in L^2(\mathbb{T}^n_+)$, let its partial periodic Fourier transform $(\mathcal{F}'_{\text{per}} u)(p', t)$ be defined as:
$$
(\mathcal{F}'_{\text{per}} u)(p', t) = (2\pi)^{-(n-1)/2} \int_{\mathbb{T}^{n-1}} e^{-i x' \cdot p'} u(x', t) \, dx', \quad p' \in \mathbb{Z}^{n-1}, \ t \in \mathbb{R}_+.
$$
Owing to (2.3), this allows a simple characterization of Sobolev spaces on $\mathbb{T}^n_+$: With the partial Fourier coefficients $\hat{u}(p')$ defined as
$$
\hat{u}(p')(t) := (\mathcal{F}'_{\text{per}} u)(p', t), \quad p' \in \mathbb{Z}^{n-1},
$$
there holds the equivalence of norms, for any $s \geq 0$, cf. (1.7):
$$
\| u \|_{s; \mathbb{T}^n_+} \cong \left\{ \sum_{p' \in \mathbb{Z}^{n-1}} \left( \| \hat{u}(p') \|_{L^2(\mathbb{R}_+)}^2 + |p'|^{2s} \| \hat{u}(p') \|_{L^2(\mathbb{R}_+)}^2 \right) \right\}^{1/2} \quad (2.5)
$$
This is the reason for the introduction of the parameter-dependent $H^s$ semi-norms and norms on $\mathbb{R}_+$: For any real $s \geq 0$, we set for any $\rho \geq 0$
$$
| v |_{s; \mathbb{R}_+; \rho} = \left\{ \sum_{k=0}^{s} \rho^{2(s-k)} | v |_{k; \mathbb{R}_+}^2 \right\}^{1/2} \quad \text{if } s \in \mathbb{N} \quad (2.6)
$$
$$
| v |_{s; \mathbb{R}_+; \rho} = \left\{ \sum_{k=0}^{s} \rho^{2(s-k)} | v |_{k; \mathbb{R}_+}^2 + | v |_{s; \mathbb{R}_+}^2 \right\}^{1/2} \quad \text{if } s \not\in \mathbb{N},
$$
and
$$
\| v \|_{s; \mathbb{R}_+; \rho} = \left\{ \sum_{\ell=0}^{s} | v |_{\ell; \mathbb{R}_+; \rho}^2 \right\}^{1/2} \quad \text{if } s \in \mathbb{N} \quad (2.7)
$$
$$
\| v \|_{s; \mathbb{R}_+; \rho} = \left\{ \sum_{\ell=0}^{s} | v |_{\ell; \mathbb{R}_+; \rho}^2 + | v |_{s; \mathbb{R}_+; \rho}^2 \right\}^{1/2} \quad \text{if } s \not\in \mathbb{N}.
$$
We can see that if \( m \in \mathbb{N} \), the norm \( \|v\|_{m; \mathbb{R}^n; \rho}^2 \) coincides with \( \sum_{k=0}^{m} \rho^{2(m-k)} \|v\|_{k; \mathbb{R}^n}^2 \).
We also notice the equivalences, uniform in \( \rho > 0 \),
\[
\|v\|_{s; \mathbb{R}^n; \rho}^2 \cong \|v\|_{s; \mathbb{R}^n}^2 + \rho^{2s} \|v\|_{0; \mathbb{R}^n}^2 \cong \|v\|_{s; \mathbb{R}^n}^2 + (1 + \rho^2)^s \|v\|_{0; \mathbb{R}^n}^2 ,
\]
in consequence of which (2.5) can be written as
\[
\|u\|_{s; T^n_+}^2 \cong \left\{ \sum_{\mathbf{p}' \in \mathbb{Z}^{n-1}} \|\hat{u}(\mathbf{p}')\|_{s; \mathbb{R}^n; \rho}^2 \right\}^{1/2} .
\]

The following lemma is the prototype of many similar ones, and the corner stone for homogeneity arguments.

**Lemma 2.1.1** Let \( \rho > 0 \). Let \( u \) belong to \( H^s(\mathbb{R}^n_+) \) for a fixed real number \( s \geq 0 \). Let \( \mathcal{F}_\rho \) be the transformation \( \mathcal{F}_\rho : u \mapsto \mathcal{F}_\rho u \) where
\[
(\mathcal{F}_\rho u)(t) = u(\frac{t}{\rho}).
\]
Then \( \mathcal{F}_\rho u \) belongs to \( H^s(\mathbb{R}^n_+) \) and there holds
\[
\|\mathcal{F}_\rho u\|_{s; \mathbb{R}^n_+} = \rho^{-s+\frac{1}{2}} \|u\|_{s; \mathbb{R}^n_+}. \tag{2.11}
\]

This identity (2.11) and the equivalence (2.9) directly yield the equivalence (2.a):
\[
\|u\|_{s; T^n_+}^2 \cong \left( \|\hat{u}(0)\|_{s; \mathbb{R}^n}^2 + \sum_{\mathbf{p}' \in \mathbb{Z}^{n-1}\setminus\{0\}} |\mathbf{p}'|^{2s-1} \|\mathcal{F}_{|\rho'}\hat{u}(\mathbf{p}')\|_{s; \mathbb{R}^n}^2 \right)^{\frac{1}{2}} . \tag{2.a}
\]

**Remark 2.1.2** This representation allows also a simple proof of the continuity of the trace mapping on the periodic half-space \( T^n_+ \) and an explicit construction of a trace lifting. If one wishes, one can then extend these constructions and estimates, by using local coordinates and partitions of unity, from \( T^n_+ \) to any bounded domain with a smooth boundary. We will not present this complete proof here, since these results can easily be found in standard literature on Sobolev spaces. But we show the construction for the case of the periodic half-space here, because a similar, more complicated, construction will be needed for traces on infinite cones.

In the one-dimensional setting, one has the obvious “trace estimate”
\[
|u(0)| \leq C_s \|u\|_{s; \mathbb{R}^n} \quad \text{for all } u \in H^s(\mathbb{R}^n_+) , \ s > \frac{1}{2} .
\]
With (2.a), this gives for \( u \in H^s(T^n_+) \) and \( h(x') = u(x',0) \) the continuity of the trace mapping, where we use \( \hat{h}(\mathbf{p}') = \hat{u}(\mathbf{p}',0) = \mathcal{F}_{|\rho'}\hat{u}(\mathbf{p}')(0) \):
\[
\|h\|_{s-\frac{1}{2}; T^n}^2 \cong |\hat{h}(0)|^2 + \sum_{\mathbf{p}' \in \mathbb{Z}^{n-1}\setminus\{0\}} |\mathbf{p}'|^{2s-1} |\hat{h}(\mathbf{p}')|^2 \leq C_s^2 \left( \|\hat{u}(0)\|_{s; \mathbb{R}^n}^2 + \sum_{\mathbf{p}' \in \mathbb{Z}^{n-1}\setminus\{0\}} |\mathbf{p}'|^{2s-1} \|\mathcal{F}_{|\rho'}\hat{u}(\mathbf{p}')\|_{s; \mathbb{R}^n}^2 \right) \cong \|u\|_{s; T^n_+}^2 .
\]
For the construction of a trace lifting, we choose a function $\Phi \in H^s(\mathbb{R}_+)$ satisfying $\Phi(0) = 1$, and for $h \in H^{s-\frac{1}{2}}(\mathbb{T}^{n-1})$ we define $u$ on $\mathbb{T}_+^n$ by its Fourier coefficients

\[ \hat{u}(0)(t) = \Phi(t) \hat{h}(0) \quad \text{and} \quad \hat{u}(p') (t) = \Phi(t|p'|) \hat{h}(p') \quad \text{for} \quad p' \neq 0. \quad (2.12) \]

Then $h$ is the boundary trace of $u$, and the boundary conditions immediately give the continuity of the trace lifting, namely the norm equivalence, valid for any $s > \frac{1}{2}$:

\[ \|u\|_{s; \mathbb{T}_+^n} \approx \|\Phi\|_{s; \mathbb{R}_+} \|h\|_{s-\frac{1}{2}; \mathbb{T}^{n-1}}. \]

### 2.2 Complementing boundary conditions

Our model problems for interior points of the domain have constant coefficients and are set on the torus $\mathbb{T}_+^n$, see §1.2. For regular boundary points, our model domain is the “periodic half-space” $\mathbb{T}^{n-1} \times \mathbb{R}_+$.

#### 2.2.a Model problems on the periodic half-space

Ellipticity is a property that is defined pointwise, and with respect to the principal part of the operator, see (1.27) (a). This was the situation for the partial differential operator in the interior of the domain, and it will be the same here for the operator with boundary conditions.

Thus, in a first step, we introduce the “model boundary value problems”, for which we define the fundamental notion of covering boundary condition. Our model boundary value problems are set on the periodic half-space $\mathbb{T}_+^n = \mathbb{T}^{n-1} \times \mathbb{R}_+$ and its boundary $\Gamma = \mathbb{T}^{n-1} \times \{0\}$, and can be written as

\[
\begin{align*}
\begin{cases}
L u &= f & \text{in } \mathbb{T}_+^n \\
C_{\Gamma} u &= b & \text{on } \Gamma.
\end{cases}
\end{align*}
\]

Here $L$ is a second order $N \times N$ system $L$ with constant coefficients, i.e. the equation $Lu = f$ corresponds to the system:

\[
\sum_{j'=1}^{N} L_{jj'}(D_x) u_{j'} = \sum_{j'=1}^{N} \sum_{|\alpha| \leq 2} a_{jj'}^\alpha \partial_\alpha u_{j'} = f_j, \quad j = 1, \ldots, N,
\]

and $C_\Gamma$ is a system of boundary conditions on $\Gamma$ written in partial differential form.

We assume that $L$ is elliptic, which means that it satisfies condition (1.27) (a):

\[ \forall \xi \in \mathbb{S}^{n-1}, \quad L^\alpha(\xi) \text{ is invertible}, \]

where $L^\alpha(\xi) = \left( \sum_{|\alpha| = 2} a_{jj'}^\alpha (i\xi)^\alpha \right)_{jj'}$ is its principal part.
On the periodic half-space $\mathbb{T}^n_+$, the totally homogeneous partial differential equation

$$L^{pr} u = 0$$

admits many solutions. This is quite different from the case of the torus $\mathbb{T}^n$, where we have seen, cf. Remark 1.2.4, that for an elliptic system the only solutions of the totally homogeneous problem are constants. On $\mathbb{T}^n_+$ there exist for any $p' \in \mathbb{Z}^{n-1}$ exponential solutions of the form

$$T^n_+ \ni (x', t) \mapsto u(x', t) = e^{ip' \cdot x'} e^{i\tau t} \eta,$$

where $\tau \in \mathbb{C}$ and $\eta \in \mathbb{C}^N$ are such that

$$\det L^{pr}(p', \tau) = 0 \quad \text{and} \quad L^{pr}(p', \tau) \eta = 0.$$

Stability of solutions on $\mathbb{T}^n_+$ can be achieved only if we exclude from the outset all such exponential solutions with $\text{Im} \ \tau < 0$ which would grow exponentially for $t \to +\infty$. The other ones will be controlled by boundary conditions at $t = 0$, whose number should therefore correspond to the dimension of the space of such solutions with $\text{Im} \ \tau > 0$, the existence of real $\tau$ being excluded by the ellipticity of $L^{pr}$.

Note that the assumption $n \geq 2$ is essential here: In dimension $n = 1$ we would have a finite-dimensional solution space (polynomials of degree 1) of the equation $L^{pr} u = 0$ and there is no obvious need for boundary conditions.

For $n \geq 2$, we can determine the form of solutions of the homogeneous equation $L^{pr} u = 0$ with the help of the partial periodic Fourier transformation $\mathcal{F}^{pr}_{\text{per}}$. We write $t$ for the last coordinate $x_n$ and $L^{pr} = L^{pr}(D_{x'}, D_t)$, with $D_{x'} = (-i\partial_1, \ldots, -i\partial_{n-1})$ and $D_t = -i\partial_t$, and then there holds for all $p' \in \mathbb{Z}^{n-1}$ and $t > 0$

$$\mathcal{F}^{pr}_{\text{per}}(L^{pr}(D_{x'}, D_t)(u))(p', t) = L^{pr}(p', D_t)(\mathcal{F}^{pr}_{\text{per}} u)(p', t). \quad (2.14)$$

We recall that, according to the convention of definition of symbols,

$$L^{pr}(p', D_t) = \left( \sum_{|\alpha| = 2} a_{j,j'}^{\alpha} i^{\alpha} (p')^{\alpha} D_t^{\alpha} \right)_{1 \leq j,j' \leq N} \quad \text{with} \quad \alpha = (\alpha', \alpha_n).$$

Thus the equation $L^{pr} u = 0$ is equivalent to the family of ordinary differential systems on $\mathbb{R}_+$:

$$L^{pr}(p', D_t)(\mathcal{F}^{pr}_{\text{per}} u)(p', t) = 0, \quad t > 0, \quad \forall p' \in \mathbb{T}^{n-1}.$$

We introduce the following spaces of solutions:

**Notation 2.2.1** Let $L$ be an elliptic $N \times N$ system with constant coefficients.

(i) For $\xi' \in \mathbb{R}^{n-1}$, let $\mathfrak{M}[L^{pr}; \xi']$ denote the space of solutions $U = U(t)$ of the system

$$L^{pr}(\xi', D_t)U(t) = 0 \quad \text{in} \quad \mathbb{R}_+.$$

Likewise, $\mathfrak{M}[L; \xi']$ is the space of solutions of $L(\xi', D_t)U(t) = 0$. 


(ii) Let $\mathcal{M}_+[L^{pr}; \xi']$ and $\mathcal{M}_+[L; \xi']$ denote the subspaces of $\mathcal{M}[L^{pr}; \xi']$ and $\mathcal{M}[L; \xi']$ of stable solutions, that is, solutions $U$ such that $U(t) \to 0$ as $t \to \infty$. △

Since the system $L$ has constant coefficients, the theory of systems of ordinary differential equations with constant coefficients gives us the structure of the spaces $\mathcal{M}[L; \xi']$ and $\mathcal{M}_+[L; \xi']$.

Lemma 2.2.2 Let $L$ be an elliptic $N \times N$ system with constant coefficients. Then, for all $\xi' \in \mathbb{R}^{n-1}$,

$$\mathcal{M}[L^{pr}; \xi'] = \text{span} \left\{ U(t) = \sum_{p=0}^{P} t^p e^{i\tau t} \eta_p : \tau \in \mathbb{C} \text{ such that } \det L^{pr}(\xi', \tau) = 0, \eta_0, \ldots, \eta_P \in \mathbb{C}^N \text{ sol. of a linear system} \right\}.$$  

The dimension of $\mathcal{M}[L^{pr}; \xi']$ is $2N$. In particular, if the equation $\det L^{pr}(\xi', \tau) = 0$ has $2N$ distinct roots, the space $\mathcal{M}[L^{pr}; \xi']$ is generated by the functions $e^{i\tau t} \eta$ for each root $\tau$ and for the solutions $\eta \in \mathbb{C}^N \setminus \{0\}$ of the linear system $L^{pr}(\xi', \tau) \eta = 0$.

Since $L$ is elliptic, the roots $\tau$ of $\det L^{pr}(\xi', \tau) = 0$ for $\xi' \neq 0$ are never real. The function $e^{i\tau t}$ is exponentially decreasing as $t \to +\infty$ if and only if $\text{Im} \tau > 0$. Thus

$$\mathcal{M}_+[L^{pr}; \xi'] = \text{span} \left\{ U(t) = \sum_{p=0}^{P} t^p e^{i\tau t} \eta_p \in \mathcal{M}[L^{pr}; \xi'] : \text{Im} \tau > 0 \right\}.  \tag{2.15}$$

Again, our general assumption $n \geq 2$ is essential here: For $n = 1$, the only root would be $\tau = 0$, and the definition of the space $\mathcal{M}_+$ would not make sense.

If the dimension $n$ is at least 3, as a consequence of the ellipticity, the continuity of roots with respect to $\xi' \neq 0$, and the topological fact that $\mathbb{R}^{n-1} \setminus \{0\}$ is connected, the number of roots with positive imaginary part is exactly $N$, see [85]. For the case when $n = 2$, the general use is to introduce the notion of proper ellipticity:

Definition 2.2.3 Let $L$ be a $N \times N$ second order system $L$ with constant coefficients.

$L$ is called proper elliptic if it is elliptic and if for each $\xi' \neq 0$, the equation $\det L^{pr}(\xi', \tau) = 0$ has $N$ roots with positive imaginary part.

In order to complement an elliptic system $L$, the boundary conditions on $\Gamma$ have to be in one-to-one correspondence with exponentially decreasing solutions of the equation $L^{pr}(\xi', D_t)u = 0$. Thus, at least, we should have $N$ boundary conditions, which motivates the following definition.

Definition 2.2.4 Let $L$ be a $N \times N$ system of order 2 on $\mathbb{T}^n_+$ with constant coefficients.
\section*{Complementing boundary conditions}

\* An associated set of \textbf{boundary operators} on $\Gamma = \partial \mathbb{T}^n_+$ is a set $C_\Gamma$ of $N$ scalar operators $C_k$ of order 0 or 1 with constant coefficients, composed with the trace operator $\gamma_\Gamma : u \mapsto u|_\Gamma$,

$$C_\Gamma = \gamma_\Gamma \circ (C_1, \ldots, C_N)$$

After a possible rearrangement, there exists $0 \leq N_1 \leq N$ so that $C_1, \ldots, C_{N_1}$ are of order 1 and $C_{N_1+1}, \ldots, C_N$ are of order 0.

\* We alternatively denote by $T_k$ the operators of order 1 and by $D_k$ the operators of order 0, and set

$$T_\Gamma = \gamma_\Gamma \circ (T_1, \ldots, T_{N_1}), \quad D_\Gamma = \gamma_\Gamma \circ (D_1, \ldots, D_{N_0}), \quad N_0 + N_1 = N.$$  

The operators $T_k$ and $D_k$ can be written as

$$T_k u = \sum_{j=1}^N \sum_{|\alpha| \leq 1} t_{kj}^\alpha \partial_\xi^\alpha u_j \quad \text{and} \quad D_k u = \sum_{j=1}^N d_{kj} u_j.$$  

\* The principal part $C^{\text{pr}}_\Gamma$ of $C_\Gamma = (T_\Gamma, D_\Gamma)$ is defined as $C^{\text{pr}}_\Gamma = (T^{\text{pr}}_\Gamma, D^{\text{pr}}_\Gamma)$ where

$$T^{\text{pr}}_k u = \sum_{j=1}^N \sum_{|\alpha| = 1} t_{kj}^\alpha \partial_\xi^\alpha u_j \quad \text{and} \quad D^{\text{pr}}_k = D_k.$$  

\begin{remark}

The extreme cases $N_0 = 0, N_1 = N$ and $N_0 = N, N_1 = 0$ are explicitly allowed here, corresponding to the absence of $D_\Gamma$ or $T_\Gamma$, respectively. If $N_0 = N$ and the operators $D_j$ are linearly independent, then the corresponding boundary value problem is the \textit{Dirichlet problem}. Homogeneous Dirichlet conditions can equivalently be written as $u = 0$ on $\Gamma$.

\end{remark}

Here follows the fundamental notion of covering boundary conditions.

\begin{definition}

Let $L$ be an elliptic $N \times N$ second order system with constant coefficients on $\mathbb{T}^n_+$. Let $C_\Gamma = \{C_1, \ldots, C_N\}$ be a set of $N$ boundary operators on $\Gamma$. In accordance with Definition 2.2.4, by $C^{\text{pr}}_k(\xi', D_t)$ we denote its partially Fourier-transformed principal part, that is

$$C^{\text{pr}}_k(\xi', D_t) U = T^{\text{pr}}_k(\xi', D_t) U = \sum_{j=1}^N \sum_{|\alpha| = 1} t_{kj}^\alpha (i\xi')^\alpha \partial_t^\alpha U_j \quad \text{if} \quad 1 \leq k \leq N_1$$

and $C^{\text{pr}}_k(\xi', D_t) = D_{k+1-N_1}$ if $N_1 + 1 \leq k \leq N$.

\* The set $C_\Gamma$ is said to \textbf{cover (or complement)} $L$ on $\Gamma$ if for each $\xi' \neq 0$ in $\mathbb{R}^{n-1}$ the operator

$$C^{\text{pr}}_\Gamma(\xi') := M_+^{[L^{\text{pr}}; \xi']} \xrightarrow{U} \{C^{\text{pr}}_1(\xi', D_t) U, \ldots, C^{\text{pr}}_N(\xi', D_t) U\}|_{t=0}$$

is an isomorphism.

\end{definition}
**Remark 2.2.7** Let $L$ be an elliptic $N \times N$ second order system with constant coefficients.

(i) In the book [53], the definition of the covering condition for a set $C_T$ of $N$ boundary operators is that $C_T^{pr}(\xi')$ is injective for all non-zero $\xi'$. This apparently weaker condition implies that $L$ is properly elliptic when $n = 2$ (see [53, Lemma 2.2.3]), and is equivalent to ours.

(ii) If instead of requiring in the very definition of $C_T$ that $N_0 + N_1 = N$, we leave the number $N_0 + N_1$ of boundary conditions as a parameter, and define a relaxed covering condition with the image space $\mathbb{C}^{N_0+N_1}$ instead of $\mathbb{C}^N$ in (2.16), then the condition $N_0 + N_1 = N$ becomes a consequence of this relaxed covering condition: The relaxed covering condition implies that

$$N_0 + N_1 = \dim \mathcal{M}_+[L^{pr}; \xi] = \dim \mathcal{M}_+[L^{pr}; -\xi'].$$

But since $L^{pr}$ is homogeneous of degree 2, $\mathcal{M}_+[L^{pr}; -\xi']$ is isomorphic to the space $\mathcal{M}_-[L^{pr}; \xi']$ of growing solutions. As a consequence of the ellipticity of $L$,

$$\dim \mathcal{M}_+[L^{pr}; \xi'] + \dim \mathcal{M}_-[L^{pr}; \xi'] = 2N,$$

and $N_0 + N_1 = N$ follows, as well as the proper ellipticity of $L$. \triangle

**Particular Case 2.2.8** The Dirichlet conditions $D_T = (D_1, \ldots, D_N)$ with independent $D_k$ cover many elliptic operators, but not all of them:

(i) If the system $L$ is strongly elliptic (see Definition 3.2.2 in Chapter 3), then it is always covered by its $N$ Dirichlet conditions.

(ii) If $L$ is elliptic only, without being strongly elliptic, it may happen that it is not covered by the $N$ Dirichlet conditions: An example is given by the system $L = \text{curl} \text{curl} + \nabla \text{div}$ in dimension $n = 3$, and, more generally by the Lamé system (cf. Example 1.2.8 (ii)) with $\lambda = -3\mu$, [63]. \triangle

**Particular Case 2.2.9** A situation where the covering condition can be given more explicitly, is when $L$ is properly elliptic and such that for all $\xi' \neq 0$ in $\mathbb{R}^{n-1}$, the equation $\det L^{pr}(\xi', \tau) = 0$ has $N$ distinct roots with positive imaginary part, $\tau_\ell(\xi')$, $\ell = 1, \ldots, N$. Let $\eta_\ell(\xi') \in \mathbb{C}^N$ be non-zero solutions of the equation

$$L^{pr}(\xi', \tau_\ell(\xi')) \eta_\ell(\xi') = 0.$$

The space $\mathcal{M}_+[L^{pr}; \xi']$ of exponentially decreasing solutions has the basis $e^{i\tau_\ell(\xi') t} \eta_\ell(\xi')$, $\ell = 1, \ldots, N$. Since

$$C_k^{pr}(\xi', D_t)(e^{i\tau_\ell t} \eta_\ell)|_{t=0} = C_k^{pr}(\xi', \tau_\ell) \eta_\ell$$

we see that the operator (2.16) is an isomorphism if and only if

$$\det \left( C_k^{pr}(\xi', \tau_\ell(\xi')) \eta_\ell(\xi') \right)_{1 \leq k, \ell \leq N} \neq 0.$$
For the general case of roots with higher multiplicity, there exist in the literature many conditions in algebraic form which express the covering condition given in Def. 2.2.6 which is also known as Shapiro-Lopatinski condition [76, 94]. \( \triangle \)

Combined with the interior ellipticity condition \( (L^p(\xi)) \) invertible for all \( \xi \in \mathbb{S}^{n-1} \), the covering condition is the counterpart for boundary value problems of the interior ellipticity condition alone for problems without boundary: We have the analogue of Proposition 1.2.2 for boundary value problems with constant coefficients in the periodic half-space,

\[
\begin{align*}
L u &= f \quad \text{in } \mathbb{T}_+^n, \\
T_k u &= g_k \quad \text{on } \Gamma, \quad k = 1, \ldots, N_1, \\
D_k u &= h_k \quad \text{on } \Gamma, \quad k = 1, \ldots, N_0.
\end{align*}
\]

(2.17)

**Proposition 2.2.10** Let \( L \) be a \( N \times N \) system of order 2 with constant coefficients on \( \mathbb{T}_+^n \), let \( C_\Gamma = \{T_1, \ldots, T_{N_1}, D_1, \ldots, D_{N_0}\} \) be a set of \( N_0 + N_1 = N \) boundary operators with constant coefficients on \( \Gamma = \partial \mathbb{T}_+^n \), and let \( L^p, C^p_\Gamma \) denote their principal parts. Let us denote by \( RH^2(\mathbb{T}_+^n) \) the target space corresponding to \( H^2(\mathbb{T}_+^n) \), i.e.

\[
RH^2(\mathbb{T}_+^n) = L^2(\mathbb{T}_+^n)^N \times H^{\frac{3}{2}}(\Gamma)^{N_1} \times H^{\frac{3}{2}}(\Gamma)^{N_0}.
\]

(2.18)

(i) Let us assume

\[
\begin{align*}
(a) \quad & \forall \xi \in \mathbb{S}^{n-1}, \quad L^p(\xi) \text{ is invertible,} \\
& \forall \xi' \in \mathbb{S}^{n-2}, \quad C^p_\Gamma(\xi') \text{ is an isomorphism} \\
(b) \quad & \forall p' \in \mathbb{Z}^{n-1}, \forall \tau \in \mathbb{R}, \quad L(p', \tau) \text{ is invertible,} \\
& \forall p' \in \mathbb{Z}^{n-1}, \quad C_\Gamma(p') \text{ is an isomorphism.}
\end{align*}
\]

(2.19)

Here \( C^p_\Gamma(\xi') \) is defined in (2.16) and \( C_\Gamma(p') \) is defined similarly, that is:

\[
C_\Gamma(p') : \mathcal{M}_+[L; p'] \longrightarrow \mathbb{C}^N, \quad U \longmapsto \{C_1(p', D_t)U, \ldots, C_N(p', D_t)U\} \bigg|_{t=0}
\]

Then for all \( (f, g, h) \in RH^2(\mathbb{T}_+^n) \), there exists a unique \( u \in H^2(\mathbb{T}_+^n) \) solution of the model boundary value problem (2.17). In other words, the operator \( A := \{L, C_\Gamma\} \) defines an isomorphism from \( H^2(\mathbb{T}_+^n) \) onto \( RH^2(\mathbb{T}_+^n) \).

(ii) Conversely, if the problem (2.17) is uniquely solvable in \( H^2(\mathbb{T}_+^n) \) for all \( (f, g, h) \in RH^2(\mathbb{T}_+^n) \), then (2.19) holds.

**Remark 2.2.11** This nice characterization of isomorphic boundary value problems with constant coefficients on the periodic half-space comes from [53, Th.2.2.1]. Its principle is similar to that of Proposition 1.2.2 for the case without boundary: Condition (a) involves principal symbols on the unit spheres \( \mathbb{S}^{n-1} \) and \( \mathbb{S}^{n-2} \), and is the very definition of the ellipticity with covering conditions, whereas condition (b) reproduces similar conditions for the whole symbols, required on the discrete lattice \( \mathbb{Z}^{n-1} \). \( \triangle \)
We assume that (2.19) (b) holds. Let \( p' \in \mathbb{Z}^{n-1} \) be fixed. Let us prove that the boundary value problem on \( \mathbb{R}^+ \)

\[
\begin{cases}
L(p', D_t) U = F & \text{in } \mathbb{R}^+ \\
T_k(p', D_t) U = G_k & \text{in } t = 0, \quad k = 1, \ldots, N_1 \\
D_k(p', D_t) U = H_k & \text{in } t = 0, \quad k = 1, \ldots, N_0
\end{cases}
\]

induces an isomorphism \( U \mapsto (F, G, H) \) from \( H^2(\mathbb{R}^+) \) onto \( L^2(\mathbb{R}^+) \times \mathbb{C}^N \).

Let \( U \in H^2(\mathbb{R}^+) \) associated with the right hand side \((0, 0, 0)\). Thus \( U \) belongs to \( \mathcal{M}_+[L; p'] \) and \( C_T(p') U = 0 \). The condition that \( C_T(p') \) is an isomorphism yields that \( U = 0 \).

Let \( F \in L^2(\mathbb{R}^+) \) and let \( F_0 \) be its extension by 0 on \( \mathbb{R}^- \). Since by assumption \( L(p', \tau) \) is invertible for all \( \tau \in \mathbb{R} \), we can define \( U_0 \) by the Fourier formula

\[
\mathcal{F} U_0(\tau) = L(p', \tau)^{-1} \mathcal{F} F_0(\tau).
\]

Condition (2.19) (b) gives that the principal part \( L^{pr}(p', \tau) \) is also invertible for any \( \tau \neq 0 \), and we deduce as in the proof of Proposition 1.2.2 that \( ||L(p', \tau)^{-1}||_{L^\infty} \) is bounded by \( C(\tau)^{-2} \) for a positive constant \( C \). Therefore we obtain that \( U_0 \) belongs to \( H^2(\mathbb{R}) \).

Subtracting \( U_0 \) from \( U \) in problem (1), we are left to solve problem (1) with \( F = 0 \). The latter problem has a solution in \( \mathcal{M}_+[L; p'] \) by the assumption that \( C_T(p') \) is an isomorphism.

**Step 2.** We assume that (2.19) (a) holds. The same proof yields that for all \( \xi' \in S^{n-2} \) the boundary value problem on \( \mathbb{R}^+ \)

\[
\begin{cases}
L^{pr}(\xi', D_t) U = F & \text{in } \mathbb{R}^+ \\
T_k^{pr}(\xi', D_t) U = G_k & \text{in } t = 0, \quad k = 1, \ldots, N_1 \\
D_k^{pr}(\xi', D_t) U = H_k & \text{in } t = 0, \quad k = 1, \ldots, N_0
\end{cases}
\]

induces an isomorphism \( U \mapsto (F, G, H) \) from \( H^2(\mathbb{R}^+) \) onto \( L^2(\mathbb{R}^+) \times \mathbb{C}^N \). Since all operators depend continuously on \( \xi' \), there exists a constant \( C > 0 \) such that for all \( \xi' \in S^{n-2} \), for all \( U \in H^2(\mathbb{R}^+) \), and \( F, G_k \) and \( H_k \) given by (2):

\[
||U||_{H^2(\mathbb{R}^+)} \leq C \left(||F||_{L^2(\mathbb{R}^+)} + \sum_{k=1}^{N_1} |G_k| + \sum_{k=1}^{N_0} |H_k|\right).
\]

Let us denote by \( A^{pr}(\xi') \) the operator of problem (2). We use now an homogeneity argument to deduce from (3) uniform estimates for all \( \xi' \in \mathbb{R}^{n-1} \setminus \{0\} \). Let \( \rho > 0 \) and recall that \( \mathcal{S}_\rho \) is the transformation \( U(t) \mapsto U(\frac{t}{\rho}) \). For a right-hand side \( (F, G, H) \), we define the suitable scaling operator \( \mathcal{S}_\rho \) by

\[
\mathcal{S}_\rho(F, G, H) = (\rho^{-2} \mathcal{S}_\rho F, \rho^{-1} G, H).
\]
Then there holds for all $\xi' \in \mathbb{R}^{n-1}$ and $\rho > 0$

\begin{equation}
A^p(\xi') = \mathcal{G}_{\rho}^{-1} \circ A^p(\xi') \circ \mathcal{F}_{\rho}.
\end{equation}

Let $\xi' \in \mathbb{R}^{n-1}$, $\xi' \neq 0$ and set $\rho = |\xi'|$. Let $(F, G, H) = A^p(\xi')U$. We use (3) with $\xi' \in S^{n-2}$ together with relation (5) and find

\begin{equation}
\|\mathcal{F}_{\rho}U\|_{H^{2}(\mathbb{R}^+) \leq C\left(\|\rho^{-2}\mathcal{F}_{\rho}F\|_{L^{2}(\mathbb{R}^+)} + \sum_{k=1}^{N_1} \rho^{-1}|G_k| + \sum_{k=1}^{N_0} |H_k|\right)}.
\end{equation}

With the help of Lemma 2.1.1, we deduce from (6) after multiplying by $\rho^{3/2}$

\begin{equation}
|U|_{2;\mathbb{R}^+} + \rho|U|_{1;\mathbb{R}^+} + \rho^2|U|_{0;\mathbb{R}^+} \leq C\left(\|F\|_{0;\mathbb{R}^+} + \sum_{k=1}^{N_1} \rho^{\frac{1}{2}}|G_k| + \sum_{k=1}^{N_0} \rho^3|H_k|\right).
\end{equation}

Let $p' = \mathbb{Z}^{n-1}$ and $r = |p'|$. Let $A(p')$ denote the operator of problem (1). We set $(F', G', H') = A(p')U - A^p(p')U$. We find that $H' = 0$ and the estimate for $F', G'$

\begin{equation}
\|F'\|_{0;\mathbb{R}^+} + \sum_{k=1}^{N_1} \rho^{\frac{1}{2}}|G'_k| \leq C\left(\|U\|_{1;\mathbb{R}^+} + \rho|U|_{0;\mathbb{R}^+}\right).
\end{equation}

We deduce from (7) and (8) that for $|p'|$ large enough, the a priori estimate (7) also holds for $(F, G, H) = A(p')U$ (with $C$ replaced by $2C$). Since $A(p')$ is invertible for all $p'$ (step 1) and since there are uniform estimates in any bounded region in $p'$, we finally find that there exists a constant $C_A > 0$ such that for all $p' \in \mathbb{Z}^{n-1}$, for all $U \in H^{2}(\mathbb{R}^+)$

\[
\|U\|_{2;\mathbb{R}^+} + |p'|^2\|U\|_{0;\mathbb{R}^+} \leq C_A \left(\|L(p', D_\Gamma)U\|_{0;\mathbb{R}^+}
\right.
\left.+(1 + |p'|\frac{3}{2})|T_\Gamma(p', D_\Gamma)U| + (1 + |p'|\frac{3}{2})|D_\Gamma U| \right),
\]

with the obvious notation $T_\Gamma = \{T_1, \ldots, T_{N_1}\}$ and $D_\Gamma = \{D_1, \ldots, D_{N-N_1}\}$.

**Step 3.** Combining the last estimate with the characterizations (1.7) and (2.5) of the Sobolev spaces on $T^{n-1}$ and $T^n_+$, we find the estimate

\[
\|u\|_{2;T^n_+} \leq C_A \left(\|Lu\|_{0;T^n_+} + \|T_\Gamma u\|_{T^{n-1}_{1/2;\mathbb{T}^{n-1}}} + \|D_\Gamma u\|_{T^{n-1}_{1/2;\mathbb{T}^{n-1}}} \right),
\]

together with the existence of a solution.

(ii) See the proof of Theorem 2.2.1 of [53].

**Definition 2.2.12** The model boundary value problem

\[
\begin{cases}
Lu = f & \text{in } T^n_+ \\
C_\Gamma u = b & \text{on } \Gamma
\end{cases}
\]

(2.20)
is called **elliptic** if $L$ is elliptic and covered by $C^\Gamma$, see Definition 2.2.6.

We see that the ellipticity is simply the condition (2.19) (a) on the principal part $(L^{pr}, C^{pr}_\Gamma)$. Like in the situation without boundary (Corollary 1.2.3) this condition implies the existence of an invertible model problem with the same principal part:

**Corollary 2.2.13** Let $L$ be a $N \times N$ system of order 2 with constant coefficients on $\mathbb{T}^n_+$, and $C^\Gamma = (T^\Gamma, D^\Gamma)$ a set of $N$ boundary conditions on $\Gamma = \partial \mathbb{T}^n_+$. We assume that the boundary value problem (2.20) is elliptic. Then there exists a $N \times N$ system $\tilde{L}$ of order 2 with constant coefficients and a set $\tilde{C}^\Gamma$ of $N$ boundary conditions with the same principal part as $L$ and $C^\Gamma$, respectively, and such that

$$\tilde{A} := \{\tilde{L}, \tilde{C}^\Gamma\}$$ is an isomorphism from $\mathbf{H}^2(\mathbb{T}^n_+)$ onto $\mathbf{R}H^2(\mathbb{T}^n_+)$. 

**Proof:** We set, compare with [53, Rem. 2.2.3]:

$$\tilde{L}(D_x) = L^{pr}(D_{x'} + \frac{1}{2}, D_{i}) \quad \text{and} \quad \tilde{C}^\Gamma(D_{x'}, D_i) = C^{pr}_\Gamma(D_{x'} + \frac{1}{2}, D_i),$$

where, now, $\frac{1}{2}$ is the $(n-1)$-tuple $(\frac{1}{2}, \ldots, \frac{1}{2})$.

Then $\tilde{L}(p', \tau) = L^{pr}(p' + \frac{1}{2}, \tau)$ and $\tilde{C}^\Gamma(p', D_i) = C^{pr}(p' + \frac{1}{2}, D_i)$.

For all $p' \in \mathbb{Z}^{n-1}$, $p' + \frac{1}{2}$ is not zero. Therefore condition (2.19) (a) for $A = (L, C^\Gamma)$ yields condition (2.19) (b) for $\tilde{A} = \{\tilde{L}, \tilde{C}^\Gamma\}$. Proposition 2.2.10 gives the invertibility of $\tilde{A}$.  

Note that, unlike in the situation without boundary, the original elliptic system $(L, C^\Gamma)$ will not be a Fredholm operator from $\mathbf{H}^2(\mathbb{T}^n_+)$ to $\mathbf{R}H^2(\mathbb{T}^n_+)$, in general. The reason is that $\mathbb{T}^n_+$ is unbounded and $\mathbf{H}^1(\mathbb{T}^n_+)$ is not compactly embedded in $\mathbf{L}^2(\mathbb{T}^n_+)$. 

### 2.2.b Local a priori estimates for problems with smooth coefficients

Basically, an **elliptic boundary system** on a domain with smooth boundary is defined by the fact that in each point, after choosing suitable local coordinates, freezing coefficients, and taking the principal part, it looks like the periodic half-space case considered in the preceding section.

In this subsection, we study local systems as obtained in “suitable coordinates”, that is, we consider domains, systems and boundary operators as follows:

(i) $\check{\Omega}$ is a bounded domain in $\mathbb{R}^n_+$, $\check{\Gamma}$ is a bounded domain in the hyperplane $\{x_n = 0\}$. We assume that $\check{\Gamma} \subset \partial \check{\Omega}$, see Figure 2.1.

(ii) $L = (L_{ij})$ is a second order $N \times N$ system with smooth coefficients on $\check{\Omega} \cup \check{\Gamma}$.

(iii) $C^\Gamma = (T^\Gamma, D^\Gamma)$ is a set of $N$ boundary operators with smooth coefficients on $\check{\Gamma}$.
The “local” boundary value problem then writes,

\[
\begin{aligned}
Lu &= f \quad \text{in } \overline{\Omega} \\
C_{\Gamma} u &= b \quad \text{on } \overline{\Gamma}.
\end{aligned}
\]  

(2.21)

**Notation 2.2.14** Let \( B \) be a ball centered on the hyperplane \( x_n = 0 \), let \( V = B \cap \{ x_n > 0 \} \) and \( B' = \partial V \cap \{ x_n = 0 \} \). Let \( k \geq 0 \) be an integer.

- We set
  \[
  H^k_0(V, B') = \left\{ u \in H^k(V), \quad \partial^\ell_r u = 0 \quad \text{on } \partial V \setminus B', \quad 0 \leq \ell \leq k - 1 \right\}.
  \]

Here \( \partial_r \) is the radial derivative on the spherical part \( \partial V \setminus B' \) of \( \partial V \) – thus, it coincides with the normal derivative.

- For the natural spaces containing the right hand sides in our boundary value operator \( A = \{ L, C_{\Gamma} \} \), we introduce a shorthand notation:
  \[
  RH^{k+2}(V, B') = H^k(V)^N \times H^{k+\frac{1}{2}}(B')^{N_1} \times H^{k+\frac{3}{2}}(B')^{N_0}.
  \]

One can think of the symbol \( R \) as a functor depending on the differential operators \( L \) and \( C_{\Gamma} \) via their orders, cf. also (2.18).

On the model of Proposition 1.2.9, we have the existence of local parametrices near boundary points where ellipticity and covering conditions are satisfied:

**Proposition 2.2.15** Let \( \hat{\Omega} \) and \( \bar{\Gamma} \subset \partial \hat{\Omega} \) be as above. Let \( x_0 \in \bar{\Gamma} \). We assume

- \( a) \) \( L \) is a second order \( N \times N \) system with \( C^0 \) coefficients on \( \hat{\Omega} \cup \bar{\Gamma} \),

- \( b) \) \( C_{\Gamma} = (T_{\Gamma}, D_{\Gamma}) \) is a set of \( N \) boundary operators, where \( T_{\Gamma} \) and \( D_{\Gamma} \) have \( C^1 \) and \( C^2 \) coefficients on \( \bar{\Gamma} \) respectively,
c) The model boundary value problem

\[
\begin{align*}
L^\text{pr}(x_0; D_x)u &= f \quad \text{in } \mathbb{T}^n_+ \\
C^\text{pr}_1(x_0; D_x)u &= b \quad \text{on } \Gamma,
\end{align*}
\]

obtained by freezing the coefficients of \( L \) and \( C_1 \) at \( x_0 \) and taking the principal parts, is elliptic, cf. Definition 2.2.12.

Then there exist, cf. Figure 2.1,

- a ball \( B_{x_0} \) of center \( x_0 \) defining \( V_{x_0} = B_{x_0} \cap \{ x_n > 0 \} \) and \( B'_{x_0} = \partial V_{x_0} \cap \{ x_n = 0 \} \)

- an operator \( \mathcal{E}_{x_0} \), continuous from \( RH^2(V_{x_0}, B'_{x_0}) \) into \( H^2(V_{x_0}) \),

such that for any \( \psi', \psi'' \in \mathcal{C}_0^\infty(B_{x_0}) \) with \( \psi'' \psi' = \psi' \):

\[
\begin{align*}
\{ L, \mathcal{E}_{x_0} \} \psi' q &= \psi' q + K q, \quad \forall q = (f, g, h) \in RH^2(V_{x_0}, B'_{x_0}) \\
\psi'' \mathcal{E}_{x_0} \psi' \{ L, \mathcal{E}_{x_0} \} u &= \psi' u + K' u, \quad \forall u \in H^2(V_{x_0})
\end{align*}
\]

(2.22a)

(2.22b)

where \( K \) and \( K' \) are continuous operators

\[ K : RH^2(V_{x_0}, B'_{x_0}) \to RH^3(V_{x_0}, B'_{x_0}) \quad \text{and} \quad K' : H^1(V_{x_0}) \to H^2(V_{x_0}), \]

and moreover \( K' \) is compact from \( H^2(V_{x_0}) \) into itself.

Proof: Let \( \mathcal{A}^\text{pr} \) denote the principal part of the boundary value system \( \mathcal{A} = \{ L, C_1 \} \), and

\[ \mathcal{A}_{x_0} = \{ L^\text{pr}(x_0; D_x), C^\text{pr}_1(x_0; D_x) \} \]

be this same principal part with coefficients frozen at the point \( x_0 \). Since, by assumption, condition (2.19) (a) is satisfied for the boundary value system \( \mathcal{A}_{x_0} \), we can apply Corollary 2.2.13: We have an isomorphism \( \tilde{\mathcal{A}} = (\tilde{L}, \tilde{C}) \) from \( H^2(\mathbb{T}^n_+) \) onto \( RH^2(\mathbb{T}^n_+) \) on the periodic half-space, such that \( \tilde{\mathcal{A}}^\text{pr} = \mathcal{A}_{x_0} \). Now we use a perturbation argument to link \( \tilde{\mathcal{A}} \) to \( \mathcal{A} \).

For more versatility, we modify the argument used in the proof of Proposition 1.2.9. We still define the smooth cut-off function \( \psi \) on the same way: \( \psi \equiv 0 \) outside the ball \( B_1(0) \) and \( \psi \equiv 1 \) on \( B_{1/2}(0) \). For \( R > 0 \), we set

(1) \( \mathcal{A}_R(y; D_y) := \tilde{\mathcal{A}}(D_y) + \psi(y)(\tilde{\mathcal{A}}^\text{pr}(x_0 + R y; D_y) - \mathcal{A}_{x_0}(D_y)) \), \( y \in \mathbb{T}^n_+ \).

We check that the regularity assumptions on the coefficients of \( L \), \( T_1 \) and \( D_1 \) imply that the norm of \( \psi(y)(\tilde{\mathcal{A}}^\text{pr}(x_0 + R y; D_y) - \mathcal{A}_{x_0}(D_y)) \) as an operator from \( H^2(\mathbb{T}^n_+) \) into \( RH^2(\mathbb{T}^n_+) \), tends to 0 as \( R \to 0 \). Thus we can choose \( R = R_0 \) small enough so that \( \mathcal{A}_{R_0}(y; D_y) \) is an isomorphism from \( H^2(\mathbb{T}^n_+) \) onto \( RH^2(\mathbb{T}^n_+) \).

For this value of \( R_0 \), we consider the change of variables \( y \to x = x_0 + R_0 y \) and set

(2) \( (\tilde{\mathcal{A}}u)(y) = u(x), \quad x \in x_0 + R_0 \mathbb{T}^n_+, \quad \text{and} \quad \tilde{\mathcal{A}}(f, g, h) = (R_0^2 \tilde{f}, R_0 \tilde{g}, \tilde{h}) \).
Then the operator $\mathcal{A}$ defined as

\begin{equation}
\mathcal{A} = \mathcal{S}^{-1} \circ \mathcal{A}_{R_0} \circ \mathcal{H}
\end{equation}

is an isomorphism from $H^2(x_0 + R_0 \mathbb{T}_n^d)$ onto $RH^2(x_0 + R_0 \mathbb{T}_n^d)$. Moreover, setting $B_{x_0} = B_{R_0/2}(x_0)$, we find that, by construction, $\mathcal{A}^{pr}(x; D_x) = A^{pr}(x; D_x)$ for all $x \in B_{x_0}$. We define $\mathcal{C}_{x_0}$ like in the proof of Proposition 1.2.9:

For $q \in RH^2(V_{x_0}, B'_{x_0}) := L^2(V_{x_0}) \times H^{1/2}(B'_{x_0}) \times \tilde{H}^{3/2}(B'_{x_0})$ we set

\begin{equation}
\mathcal{C}_{x_0} q = (\mathcal{A}^{-1} \mathcal{P}_0 q)|_{B_{x_0}} \in H^2(V_{x_0}),
\end{equation}

with the extension operator $\mathcal{P}_0$, continuous from $RH^2(V_{x_0}, B'_{x_0})$ into $RH^2(x_0 + R_0 \mathbb{T}_n^d)$. The rest of the proof is a consequence of formulas

\begin{equation}
Kq = \psi''(A - \mathcal{A})\mathcal{C}_{x_0} \psi' q + [A, \psi''] \mathcal{C}_{x_0} \psi' q
\end{equation}

and

\begin{equation}
K'u = \psi'' \mathcal{C}_{x_0} (A - \mathcal{A}) \psi' u + \psi'' \mathcal{C}_{x_0} [\psi', A]u.
\end{equation}

Like in Corollary 1.2.10 for interior elliptic estimates, the existence of parametrices allows to prove local a priori estimates up to the boundary.

**Corollary 2.2.16** Let $\bar{\Omega}$, $\bar{\Gamma}$ and $x_0 \in \bar{\Gamma}$ be as in Proposition 2.2.15. Let the system $L$ and the boundary operators $C_{\bar{\Gamma}} = \{T_1, \ldots, T_N, D_1, \ldots, D_N\}$ satisfy the assumptions of Proposition 2.2.15. Then there exists a ball $B_{x_0}^*$ centered at $x_0$, defining the half-ball $V_{x_0}^*$ and the $n - 1$ ball $B_{x_0}^*$ as in Notation 2.2.14, and a constant $A_0 > 0$ such that for all $u \in H^2_0(V_{x_0}^*, B_{x_0}^*)$ there holds

\begin{equation}
\|u\|_{2; V_{x_0}^*} \leq A_0 \left( \|L u\|_{0; V_{x_0}^*} + \sum_{j=1}^{N_1} \|T_j u\|_{1/2; B_{x_0}^*} + \sum_{j=1}^{N_0} \|D_j u\|_{3/2; B_{x_0}^*} + \|u\|_{1; V_{x_0}^*} \right). \quad (2.23)
\end{equation}

### 2.2.c Elliptic boundary systems in smooth domains

Our boundary value problems will be written in the following condensed general form

\[
\begin{aligned}
L u &= f \quad \text{in } \Omega, \\
T u &= g \quad \text{on } \partial \Omega, \\
D u &= h \quad \text{on } \partial \Omega.
\end{aligned}
\]

with a second order $N \times N$ system $L$ and suitable boundary systems $T$ and $D$ of order 1 and 0, respectively. Until now we have defined the ellipticity property for model boundary value problems (2.20) on the periodic half-space. We have seen that a boundary value problem with constant coefficients on the periodic half-space enjoys invertibility.
properties if its principal part is elliptic, and that local boundary value problems (2.21) have a parametrix around a boundary point \( x_0 = (x'_0, 0) \) if their principal part frozen at \( x_0 \) is elliptic.

For the general case of a smooth domain, besides the ellipticity at each interior point, we “only” have to require the ellipticity property at each boundary point \( x_0 \) for an associated boundary value problem

\[
\begin{align*}
L_{x_0} u &= f \quad \text{in } \mathbb{T}^n_+ , \\
T_{x_0} u &= g \quad \text{on } \Gamma , \\
D_{x_0} u &= h \quad \text{on } \Gamma .
\end{align*}
\]

where the system \( L_{x_0} \) and the boundary operators \( (T_{x_0}, D_{x_0}) \) are obtained by applying a change of variables, freezing the coefficients and taking the principal part. In our case, “suitable coordinates” have to fulfill two requirements: They map a neighborhood of the given boundary point to a neighborhood of the origin of the half-space, and they allow to trivialize the system of boundary conditions so that they take the form considered in the previous subsections, as introduced in Definition 2.2.4.

While the first task is classical and is performed by the use of a diffeomorphism \( \phi_{x_0} \), the second one will be done by a change of basis in the boundary data, in relation with the new, global, definition which we adopt for sets of boundary operators on a smooth boundary.

Let \( \Omega \) be a domain in \( \mathbb{R}^n \). We specify some classical notions and notations. This will also serve as a model for singular domains such as corner domains, edge domains, etc...

**Definition & Notation 2.2.17** Let \( \Omega \) be domain in \( \mathbb{R}^n \) with boundary \( \partial \Omega \). Let \( x_0 \in \partial \Omega \). The boundary of \( \Omega \) is called smooth in \( x_0 \) if there exists

\begin{itemize}
  \item a neighborhood \( \mathcal{U}_{x_0} \) of \( x_0 \) in \( \overline{\Omega} \),
  \item a number \( R > 0 \) defining the ball \( B_R \) centered at 0 with radius \( R \), the half-ball \( V_R = B_R \cap \{ x_n > 0 \} \) and \( B'_R = \partial V_R \cap \{ x_n = 0 \} \),
  \item a smooth local diffeomorphism \( \phi_{x_0} \) which sends bijectively \( \mathcal{U}_{x_0} \) onto \( V_R \cup B'_R \) and \( \mathcal{U}_{x_0} \cap \partial \Omega \) onto \( B'_R \), and so that \( \phi_{x_0}(x_0) = 0 \), see Figure 2.2.
\end{itemize}
Remark 2.2.18 If we require that
\[(\nabla \phi_{x_0})(x_0) = I_n, \tag{2.24}\]
we have to admit more general half-balls \(V_R\) of the form \(V_R = B_R \cap \{\varphi(x) > 0\}\) and with \(B_R' = \partial V_R \cap \{\varphi(x) = 0\}\) where \(\varphi\) is a suitable non-zero linear form. Then (2.24) is not a restriction. \(\triangle\)

Definition 2.2.19 Let \(\Omega\) be an open set in \(\mathbb{R}^n\) with boundary \(\partial \Omega\).

* If \(\partial \Omega\) is smooth in all of its points \(x_0\), the domain \(\Omega\) is called smooth. By smooth we usually understand \(C^\infty\), but one can also define the class of \(C^k\) domains for \(k \geq 2\), by requiring that the local maps \(\phi_{x_0}\) are of regularity \(C^k\).

* If for all \(x_0 \in \partial \Omega\), the local map \(\phi_{x_0}\) is analytic, \(\Omega\) is called analytic.

* The connected components of \(\partial \Omega\) are called the sides of \(\Omega\) and denoted by \(\partial_s \Omega\), with a finite set of indices \(s \in \mathcal{S}\).

2.2.c (i) Admissible systems of boundary operators

Let \(L\) be a \(N \times N\) second order system with smooth coefficients on \(\overline{\Omega}\). Let \(x_0 \in \partial \Omega\). The principal part \(L^{pr}(x_0; D_k)\) frozen at \(x_0\) is well defined, cf. Definition 1.2.7. We assume that \(\partial \Omega\) is smooth in \(x_0\). The diffeomorphism \(\phi_{x_0}\) transforms \(L\) into a similar system which we denote by \(L_{x_0}^{\prime}(\tilde{x}; D_k)\) in the new coordinates \(\tilde{x} = (x', t)\). We denote by \(L_{x_0}\) its principal part frozen at \(0\):
\[L_{x_0}(D_k) = (L_{x_0}^{\prime})^{pr}(0; D_k).\]
Note that we have
\[L_{x_0}(D_k) = L^{pr}(x_0; J^T D_k), \tag{2.25}\]
with the Jacobian matrix \(J = (\nabla \phi_{x_0})(x_0)\). Since \(J\) is invertible, it is clear that the system \(L\) is elliptic at \(x_0\) if and only if \(L_{x_0}\) is elliptic at \(0\).

We have now to associate with each point \(x_0\) of the boundary a set \(C = (T, D)\) of \(N\) boundary operators such that its principal part \(C_{x_0}\) frozen at \(0\) in the local coordinates \(\tilde{x}\) will satisfy the covering condition with respect to \(L_{x_0}\).

The most common use in the literature is to suppose that there exists a global expression of the boundary operators \(C = (T, D)\) with a \(C^\infty\) dependency on \(x \in \partial \Omega\). However this representation cannot apply to the classical example of perfect conductor electric boundary conditions in the Maxwell system in \(\mathbb{R}^3\) if the domain \(\Omega\) is homeomorphic to a ball: In this case \(T\) represents one operator (the divergence) which is global, and \(D\) is the tangential trace, which cannot be globally described by two smooth vector fields on the surface of a sphere. Nevertheless, the tangential trace can be correctly described with the help of a function \(\Pi^D\) with values in the projection operators of \(\mathbb{R}^3\): For this particular situation we can take \(\Pi^D u = n \times (u \times n)\), with the outer unit normal field \(n\) on \(\partial \Omega\). By contrast, the normal trace can be described by a scalar operator \(Du = u \cdot n\), but also, by a projection operator \(\Pi^D u = (u \cdot n) n\).
Likewise, we gain generality by the introduction of fields of projection operators to define the first order boundary operators $T$: Now, we have to compose a larger first order system $\tilde{T}$ with a field of projection operators $\Pi^T$. An example is given by the normal derivative $\partial_n$ for scalar problems ($N = 1$): We can set $Tu = \partial_n u$, but we can also set $Tu = \Pi^T Tu$ where $\tilde{T} = \nabla$ and $\Pi^T g = (g \cdot n) n$. For smooth domains, the two representations are equivalent to each other, but as we will see later on, they induce distinct functional analyses in $n$-dimensional cones for $n \geq 3$.

**Definition & Notation 2.2.20** Let $\Omega$ be a smooth domain, with $\partial_\Omega$, $s \in S$, its sides. Let $N$ be a positive integer. We call admissible system of boundary operators of size $N$ and denote by $C = (T, D)$ the structure given, for each $s \in S$, by

1. two non-negative integers $N_1 = N_1(s) \leq N$, and $N_0 = N - N_1$,
2. two integers $\hat{N}_1 = \hat{N}_1(s) \geq N_1$ and $\hat{N}_0 = \hat{N}_0(s) \geq N_0$,
3. two smooth functions $\Pi^T_s$ and $\Pi^D_s$ defined on $\partial_\Omega$ with values in the set of projection operators

$$
\Pi^T_s : \partial_\Omega \ni x \mapsto \Pi^T_s(x) \in \mathcal{P} (\mathbb{C}^{\hat{N}_1}), \text{ with rank } N_1
$$
$$
\Pi^D_s : \partial_\Omega \ni x \mapsto \Pi^D_s(x) \in \mathcal{P} (\mathbb{C}^{\hat{N}_0}), \text{ with rank } N_0
$$

(2.26)

Here $\mathcal{P}(E)$ is the set of projection operators $E \to E$.

1. two systems of partial differential operators, $\hat{T}_s$ and $\hat{D}_s$ depending smoothly on $x \in \partial_\Omega$,

$$
\hat{T}_s(x) \text{ of order } 1 \text{ and of size } \hat{N}_1 \times N, \quad \forall x \in \partial_\Omega
$$
$$
\hat{D}_s(x) \text{ of order } 0 \text{ and of size } \hat{N}_0 \times N, \quad \forall x \in \partial_\Omega
$$

(2.27)

which then define $C = (C_s)_{s \in S}$ by

$$
C_s = (T_s, D_s), \quad \text{with} \quad T_s = \Pi^T_s \hat{T}_s \quad \text{and} \quad D_s = \Pi^D_s \hat{D}_s. \quad (2.28)
$$

**Remark 2.2.21** It is no restriction to assume that $\hat{N}_0 \leq N$, the number of components of $u$, and $\hat{N}_1 \leq nN$, the number of all first order derivatives of the components of $u$. $\triangle$

There are two generic particular cases of the previous definitions: The constant coefficient or local cases on one hand, the boundary value problems in variational form on the other hand.

**Particular Case 2.2.22** The constant coefficient case (cf. §2.2.a) and the local framework studied in §2.2.b enter trivially in the previous framework with

$$
\hat{N}_1 = N_1, \hat{N}_0 = N_0, \quad \Pi^T = I_{N_1}, \quad \Pi^D = I_{N_0}, \quad \hat{T} = T, \hat{D} = D,
$$

where $T$ and $D$ are the $N_1 \times N$ and $N_0 \times N$ systems identified with the sets $(T_1, \cdots, T_{N_1})$ and $(D_1, \cdots, D_{N_0})$, respectively. $\triangle$
Particular Case 2.2.23 For a boundary value problem in variational form (associated with a sesquilinear form of order 1), there exists a canonical $N \times N$ system $B$ of order 1 on the boundary (the conormal system). Admissible systems of boundary operators are given by

$$D = \Pi D \quad \text{and} \quad T = \Pi T B, \quad \text{with} \quad \Pi T = I_N - \Pi D.$$ 

Here $\hat{N}_0 = \hat{N}_1 = N$, $\hat{D} = I_N$ and $\hat{T} = B$. This is investigated with more details in the next chapter.

Example 2.2.24 There are several reasonable choices for the pairs (projection operator, PDE system) determining the boundary operators (2.28).

(i) For the Neumann operator $\partial_n$ associated with the Laplacian, the most standard way is to consider it as a scalar operator, i.e. with $\hat{N}_1 = 1$ and $\hat{T} = T$. Another possibility is to set

$$\hat{N}_1 = n \quad \text{with} \quad \Pi T g = (g \cdot n) n, \quad \forall g \in \mathbb{R}^p, \quad \text{and} \quad \hat{T} = \nabla.$$

(ii) For the three-dimensional elasticity system, more possibilities are natural for boundary conditions on the displacement $u$ and the traction $t$.

* For the normal component of $u$, as before, we may choose the scalar formulation $D u = u \cdot n$, or the vector formulation $D u = \Pi D \hat{D}$, with $\Pi D v = (v \cdot n) n$ and $\hat{D} = I_3$. For the tangential component of $u$, a two-dimension trivialization (i.e., with $\hat{N}_0 = 2$) can be used for certain boundaries, for example a torus. But, in general, one should use $\hat{N}_0 = 3$ with $\Pi D v = v - (v \cdot n) n$ and $\hat{D} = I_3$.

* Concerning the traction, we have more possibilities. Let $\sigma = \sigma(u)$ be the stress tensor, a symmetric $3 \times 3$ matrix. The traction is $t = \sigma n$, and its normal component can be represented as $T u = \Pi T \hat{T} u$ in three different ways

- With the trivial representation $T u = t \cdot n$,
- With the projector $\Pi T : t \mapsto (t \cdot n) n$ in $\mathbb{R}^3$ of rank 1, and with $\hat{T} u = t$,
- With the projector $\Pi T : \sigma \mapsto (n \otimes n) \sigma (n \otimes n)$ in the space $\mathbb{R}^{3 \times 3}$ (i.e., with $\hat{N}_1 = 9$) of rank 1, and with $\hat{T} u = \sigma$. Here $n \otimes n$ is the matrix $n n^\top$, of coefficients $n_j n_k$.

The tangential components of the traction can be represented in different ways, too. For instance, the representation with $\hat{N}_1 = 9$ uses the projection operator $\Pi T : \sigma \mapsto (I_3 - (n \otimes n)) \sigma (n \otimes n)$.

In general, one can think of $\Pi T$ and $\Pi D$ as $\hat{N}_1 \times \hat{N}_1$ and $\hat{N}_0 \times \hat{N}_0$ matrix valued $C^\infty(\partial_s \Omega)$ functions satisfying

$$\forall x \in \partial_s \Omega \quad \text{and} \quad \Pi T (x)^2 = \Pi T (x), \quad \Pi D (x)^2 = \Pi D (x),$$

respectively. As the example of the projection on the tangential component on the boundary of a ball in $\mathbb{R}^3$ shows, there exists, in general, no global smooth selection of a basis
of the image or of the kernel of these projectors. In particular, there is no smooth matrix function diagonalizing $\Pi^D$ or $\Pi^T$ globally, and we will therefore by no choice of coordinates whatsoever be able to write our system $C$ globally in components of the form

$$C = \{T_1, \ldots, T_{N_1}, D_1, \ldots, D_{N_0}\}.$$  (2.29)

While this is not possible globally, in general, it is possible to do it locally, however.

**Lemma 2.2.25** Let $x \mapsto \Pi(x)$ be a continuous function with values in the projection operators on $\mathbb{C}^{\hat{m}}$ for some integer $\hat{m}$. Then to any $x_0$ there exists an integer $m \leq \hat{m}$, a neighborhood $U$ of $x_0$ and a continuous function $M$ with values in the invertible linear operators on $\mathbb{C}^{\hat{m}}$ such that

$$\forall x \in U : \quad M(x)\Pi(x)M(x)^{-1} = \pi_m,$$

where $\pi_m$ is the projection on the first $m$ components in $\mathbb{C}^{\hat{m}}$.

If $\Pi$ is $C^\infty$ or analytic, then $M$ can be chosen $C^\infty$ or analytic, too.

**Proof:** In $x_0$, $\Pi(x_0)$ is diagonalizable with eigenvalues 0 and 1: There is an invertible $M_0$ such that $M_0\Pi(x_0)M_0^{-1} = \pi_m$. Denoting by $I_{\hat{m}}$ the identity on $\mathbb{C}^{\hat{m}}$, we set

$$M(x) = M_0 \left( \Pi(x_0)\Pi(x) + (I_{\hat{m}} - \Pi(x_0))(I_{\hat{m}} - \Pi(x)) \right).$$

We have for all $x$:

$$M(x)\Pi(x) = M_0\Pi(x_0)\Pi(x) = \pi_m M(x).$$

Since $M(x_0) = M_0$ is invertible, $M(x)$ is invertible for $x$ in a neighborhood $U$ of $x_0$. \qed

**Remark 2.2.26** Note that the Lemma remains valid if we replace everywhere $\mathbb{C}^{\hat{N}_0}$ by $\mathbb{R}^{\hat{N}_0}$. For the question of the existence of a global diagonalization, however, the real and the complex situations are not equivalent. The simplest example that shows this is related to the Möbius strip, a non-trivial two-dimensional real bundle on the unit circle which is trivial over the complex numbers. In our language of projection-valued functions, this is the function

$$\Pi(\theta) = \frac{1}{2} \begin{pmatrix} 1 + \cos \theta & \sin \theta \\ \sin \theta & 1 - \cos \theta \end{pmatrix},$$

defined on $\Gamma = \{(\cos \theta, \sin \theta) \in \mathbb{R}^2 \mid 0 \leq \theta \leq 2\pi\}$. It is not hard to see that the complex-valued matrix function

$$M(\theta) = e^{i\theta} \begin{pmatrix} \cos \frac{\theta}{2} & \sin \frac{\theta}{2} \\ -\sin \frac{\theta}{2} & \cos \frac{\theta}{2} \end{pmatrix}$$

is continuous and invertible on $\Gamma$ and diagonalizes $\Pi(\theta)$, and also that there is no real-valued matrix function with these properties. \triangle
2.2.c (ii) Admissible boundary value systems

Definition & Notation 2.2.27 Let \( \Omega \) be a smooth domain with sides \( \partial_s \Omega, \ s \in \mathcal{S} \). We call \textit{admissible (boundary value) system} of order 2 on \( \overline{\Omega} \) the data of

\( a) \) A second order \( N \times N \) system \( L \) with smooth coefficients on \( \overline{\Omega} \),

\( b) \) An admissible system \( C = (T, D) \) of boundary operators of size \( N \) on \( \partial \Omega \).

We denote such a system by

\[ A = \{L, T, D\}, \quad \text{with} \quad T = (T_s)_{s \in \mathcal{S}}, \quad D = (D_s)_{s \in \mathcal{S}}. \]

The boundary value problem associated with the admissible system \( A \) is written as

\[
\begin{aligned}
L u &= f \quad \text{in } \Omega, \\
T_s u &= g_s \quad \text{on } \partial_s \Omega, \quad s \in \mathcal{S}, \\
D_s u &= h_s \quad \text{on } \partial_s \Omega, \quad s \in \mathcal{S},
\end{aligned}
\quad (2.30)
\]

where we specify the dependency of the boundary conditions on the connected components \( \partial_s \Omega \) of \( \partial \Omega \). We may also write it in condensed form

\[
\begin{aligned}
L u &= f \quad \text{in } \Omega, \\
T u &= g \quad \text{on } \partial \Omega, \\
D u &= h \quad \text{on } \partial \Omega.
\end{aligned}
\quad (2.31)
\]

With our extended definition for admissible systems of boundary operators, we still have to explain the associated spaces for the right hand sides \((f, g, h)\), where \( g \) stands for \((g_s)_{s \in \mathcal{S}}\) and \( h \) for \((h_s)_{s \in \mathcal{S}}\): If the solution \( u \) is in \( H^k(\Omega)^N := H^k(\Omega) \), we have

\[
f \in H^{k-2}(\Omega)^N, \quad g_s \in H^{k-\frac{3}{2}}(\partial_s \Omega)^{\hat{N}_1(s)}, \quad h_s \in H^{k-\frac{1}{2}}(\partial_s \Omega)^{\hat{N}_0(s)}.
\]

Using the structure \((2.28)\) of the boundary operators \((T_s, D_s)\), however, we see that \( g_s(x) \) belongs to the range of \( \Pi^T_s(x) \) and \( h_s(x) \) to the range of \( \Pi^D_s(x) \) for all \( x \in \partial_s \Omega \). For this reason we introduce the following target spaces:

Notation 2.2.28 Let \( k \geq 2 \).

\* We denote by \( RH^k(\Omega) \) the product of spaces

\[
RH^k(\Omega) := H^{k-2}(\Omega)^N \times \prod_{s \in \mathcal{S}} \left( \Pi^T_s H^{k-\frac{3}{2}}(\partial_s \Omega)^{\hat{N}_1(s)} \times \Pi^D_s H^{k-\frac{1}{2}}(\partial_s \Omega)^{\hat{N}_0(s)} \right)
\]

The norm in the space \( RH^k(\Omega) \) is defined in the natural way:

\[
\|(f, g, h)\|_{RH^k(\Omega)}^2 = \|f\|_{k-2; \Omega}^2 + \|g\|_{k-\frac{3}{2}; \partial \Omega}^2 + \|h\|_{k-\frac{1}{2}; \partial \Omega}^2
\]

where the norms of \( g = (g_s)_{s \in \mathcal{S}} \) and \( h = (h_s)_{s \in \mathcal{S}} \) mean the following

\[
\|g\|_{k-\frac{3}{2}; \partial \Omega}^2 = \sum_{s \in \mathcal{S}} \|g_s\|_{k-\frac{3}{2}; \partial_s \Omega}^2, \quad \|h\|_{k-\frac{1}{2}; \partial \Omega}^2 = \sum_{s \in \mathcal{S}} \|h_s\|_{k-\frac{1}{2}; \partial_s \Omega}^2.
\]
The local version of this definition is, for any open set $U$:

$$\mathcal{R}^k(U, \partial \Omega \cap U) := H^{k-2}(U)^N \times \prod_{s \in \mathcal{S}} \left( \Pi_s^T H^{k-\frac{3}{2}}(\partial_s \Omega \cap U) \tilde{N}_1(s) \times \Pi_s^D H^{k-\frac{1}{2}}(\partial_s \Omega \cap U) \tilde{N}_0(s) \right).$$

**Particular Case 2.2.29** If the system of boundary operators is written in the classical form of a global PDE system with the same boundary conditions on all sides of $\Omega$, we can have the following simplifications:

(i) In the Dirichlet case, we can choose $\tilde{N}_1(s) = 0$, $\tilde{N}_0(s) = N$, and the projection operators are trivial: $\Pi_s^T = 0$, $\Pi_s^D = I_N$, which gives

$$\mathcal{R}^k(\Omega) := H^{k-2}(\Omega)^N \times H^{k-\frac{1}{2}}(\partial \Omega)^N.$$  

(ii) In the Neumann case, one can similarly choose trivial projectors and obtain

$$\mathcal{R}^k(\Omega) := H^{k-2}(\Omega)^N \times H^{k-\frac{3}{2}}(\partial \Omega)^N.$$  

(iii) More generally, the topologically trivial situation corresponds to

$$\mathcal{R}^k(\Omega) := H^{k-2}(\Omega)^N \times H^{k-\frac{3}{2}}(\partial \Omega)^{N_1} \times H^{k-\frac{1}{2}}(\partial \Omega)^{N_0}.$$  

This illustrates how the representation of boundary operators influences the expression of the spaces for the right hand sides.  

2.2.c (iii) **Ellipticity**

We will now introduce the notion of ellipticity for an admissible system $\mathbb{A}$ consisting of an interior operator $L$ and of systems $(T_s, D_s)$ of boundary operators on each side $\partial_s \Omega$ of $\Omega$. This notion can be viewed as an ellipticity “up to the boundary”. It requires the ellipticity on the whole domain $\Omega$ as introduced in Definition 1.2.7 and the covering condition on each point of the boundary according to Definition 2.2.6.

We start with the ellipticity of a system $\{L, T, D\}$ at a boundary point $x_0$. In fact, this is a condition on an associated system $\{L_{x_0}, T_{x_0}, D_{x_0}\}$ of homogeneous operators with constant coefficients, which we qualify as “tangent” to $\{L, T, D\}$, because its definition is based on the diffeomorphism $\phi_{x_0}$ allowing a local identification of the “manifold” with boundary $(\Omega, \partial \Omega)$ with its tangent space $(\mathbb{R}^n_+, \mathbb{R}^{n-1})$.

**Definition 2.2.30** Let $\mathbb{A} = \{L, T, D\}$ be an admissible system of order 2 on the smooth domain $\Omega$. Let $x_0 \in \partial \Omega$. Let $J_{x_0}$ be the Jacobian matrix of the variable change $\phi_{x_0} : x \mapsto$
\( \dot{x} = (x', t) \) at \( x_0 \). The model system \( \mathbb{A}_{x_0} = \{ L_{x_0}, T_{x_0}, D_{x_0} \} \) tangent to \( \mathbb{A} = \{ L, T, D \} \) at the point \( x_0 \) is defined as follows

\[
\begin{align*}
L_{x_0}(D) &= L^{pr}(x_0; J_{x_0}^T D_k), \\
T_{x_0}(D) &= \pi_N J^T (x_0) T^{pr}(x_0; J_{x_0}^T D_k), \\
D_{x_0} &= \pi_N M^D(x_0) D(x_0),
\end{align*}
\]

with invertible matrices \( M^T(x_0) \) and \( M^D(x_0) \) trivializing \( \Pi^T(x_0) \) and \( \Pi^D(x_0) \), respectively, cf. Lemma 2.2.25.

The ellipticity of the boundary value problem on \( \Omega \)

\[
\begin{align*}
Lu &= f \quad \text{in} \ \Omega, \\
Tu &= g \quad \text{on} \ \partial\Omega, \\
Du &= h \quad \text{on} \ \partial\Omega,
\end{align*}
\]

at the boundary point \( x_0 \) is defined as the ellipticity of its tangent model boundary value problem on the periodic half-space

\[
\begin{align*}
L_{x_0}u &= f \quad \text{in} \ \mathbb{T}_+^n, \\
T_{x_0}u &= g \quad \text{on} \ \partial\Gamma, \\
D_{x_0}u &= h \quad \text{on} \ \partial\Gamma.
\end{align*}
\]

Coming back to Definition 2.2.6, this means the following.

**Definition 2.2.31** Let \( \mathbb{A} = \{ L, T, D \} \) be an admissible system of order 2 on the smooth domain \( \Omega \). Let \( x_0 \in \partial\Omega \). The system \( \mathbb{A} = \{ L, T, D \} \) is called **elliptic** at \( x_0 \) if the following two conditions are satisfied

**a)** The tangent interior operator \( L_{x_0} \) at \( x_0 \) is elliptic

\[
\forall \xi \in \mathbb{R}^n, \ \xi \neq 0, \quad L_{x_0}(\xi) \text{ is invertible.} \quad (2.37)
\]

**b)** The system of tangent boundary operators \( C_{x_0} = (T_{x_0}, D_{x_0}) \) covers \( L_{x_0} \),

\[
\begin{align*}
&\forall \xi' \in \mathbb{R}^{n-1}, \ \xi' \neq 0, \\
&C_{x_0}(\xi') \text{ is an isomorphism from } \mathcal{M}_+ [L_{x_0}, \xi'] \text{ onto } \mathbb{C}^N. \quad (2.38)
\end{align*}
\]

**Remark 2.2.32** Like interior ellipticity, the ellipticity at a boundary point is independent of particular definitions:

(i) The definition is independent of the choice of the diffeomorphism \( \phi_{x_0} \).

(ii) The definition is independent of the choice of local diagonalizations of the projectors \( \Pi^D \) and \( \Pi^T \) and even independent of the choice of these projectors, that is of the splitting of \( C \) in (2.28). It only depends on the system \( \mathbb{A} = \{ L, T, D \} \). \( \triangle \)
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Proof of (i): Let us consider two suitable diffeomorphisms \( \phi^1_{x_0} \) and \( \phi^2_{x_0} \), corresponding to local coordinates \( \tilde{x}^1 = (x_1', t_1) \) and \( \tilde{x}^2 = (x_2', t_2) \), respectively. Then there exist an invertible \((n-1) \times (n-1)\) real matrix \( A'' \), a non-zero real number \( \alpha \), and a \( 1 \times (n-1) \) real matrix \( A''_n \) such that
\[
\left( \begin{array}{cc} A'' & 0 \\ A'_n & \alpha \end{array} \right) \left( \begin{array}{c} D_{x_1'} \\ D_{t_1} \end{array} \right) = \left( \begin{array}{c} D_{x_2'} \\ D_{t_2} \end{array} \right).
\]
Let \( L^1(D_{x_1'}) \) and \( L^2(D_{x_2'}) \) be the associated tangent operators. The transformation
\[
\{ t \to U(t) \} \mapsto \{ t \to \exp(i \langle A'_n, \xi' \rangle U(\alpha t) \}
\]
induces an isomorphism from \( \mathcal{M}_+[L^2, \xi'] \) onto \( \mathcal{M}_+[L^1, A''(\xi')] \). The equivalence between
\[
C^1(\xi') : \mathcal{M}_+[L^1, \xi'] \to \mathbb{C}^N \text{ is an isomorphism } \forall \xi' \neq 0
\]
and
\[
C^2(\xi') : \mathcal{M}_+[L^2, \xi'] \to \mathbb{C}^N \text{ is an isomorphism } \forall \xi' \neq 0
\]
is now clear. □

The global versions of the definition of ellipticity are the following:

Definition 2.2.33 Let \( \mathbb{A} = \{L, T, D\} \) be an admissible system of order 2 on the smooth domain \( \Omega \).

* The system \( \mathbb{A} = \{L, T, D\} \) is said to be **elliptic on** \( \overline{\Omega} \) if
  a) For all interior points \( x_0 \in \Omega \), the interior operator \( L \) is elliptic at \( x_0 \),
  b) For all boundary points \( x_0 \in \partial\Omega \), the system \( \mathbb{A} \) is elliptic at \( x_0 \).

* Let \( \mathcal{U} \) be open in \( \mathbb{R}^n \). The system \( \mathbb{A} = \{L, T, D\} \) is said to be **elliptic on** \( \mathcal{U} \cap \overline{\Omega} \) if
  a) For all interior points \( x_0 \in \mathcal{U} \cap \Omega \), the interior operator \( L \) is elliptic at \( x_0 \),
  b) For all boundary points \( x_0 \in \mathcal{U} \cap \partial\Omega \), the system \( \mathbb{A} \) is elliptic at \( x_0 \).

* If the system \( \mathbb{A} = \{L, T, D\} \) is elliptic on \( \overline{\Omega} \), the problem (2.30) is said to be an **elliptic boundary value problem**.

Remark 2.2.34 If the system \( \mathbb{A} = \{L, T, D\} \) is elliptic at a point \( x_0 \), then there exists a ball \( B_r \) centered at \( x_0 \) such that \( \mathbb{A} \) is elliptic on \( B_r \cap \overline{\Omega} \). △

Remark 2.2.35 If \( \Omega \) is a smooth domain inside a smooth manifold \( M \) of dimension \( n \), then we call a system \( \mathbb{A} = \{L, T, D\} \) defined on \( \Omega \) **elliptic on** \( \overline{\Omega} \) if
  a) For all interior points \( x_0 \in \Omega \), the “tangent” interior operator \( L_{x_0} \) is elliptic,
  b) For all boundary points \( x_0 \in \partial\Omega \), the system \( \mathbb{A} \) is elliptic at \( x_0 \). △
Before concluding this section with the fundamental Fredholm theorem for elliptic boundary value problems, we introduce localized operators.

**Definition & Notation 2.2.36** Let \( \mathbb{A} = \{L, T, D\} \) be an admissible boundary value system of order 2 on \( \Omega \). Let \( x_0 \) be a point in the boundary \( \partial \Omega \). Using the local diffeomorphism \( \phi_{x_0} \) (Def. 2.2.17) and the local trivialization of projection operators (Lemma 2.2.25), we define the localized versions \( \tilde{L}_{x_0}, \tilde{T}_{x_0}, \tilde{D}_{x_0} \) of \( L, T \) and \( D \), respectively, as follows:

- Let \( \phi_{x_0}^* \) be the change of variables associated with \( \phi_{x_0} \):
  \[
  (\phi_{x_0}^* u)(\bar{x}) = u \circ \phi_{x_0}^{-1}(\bar{x}).
  \]

- Then the localized version \( \tilde{L}_{x_0} \) is the pull-back of \( L \) by \( \phi_{x_0} \):
  \[
  \tilde{L}_{x_0} = \phi_{x_0}^* \circ L \circ (\phi_{x_0}^*)^{-1}.\]

- Let the neighborhood \( U_{x_0} \) be chosen small enough so that there exist non-singular \( \tilde{N}_1 \times \tilde{N}_1 \) and \( \tilde{N}_0 \times \tilde{N}_0 \) matrix valued smooth functions \( x \mapsto M^T(x) \) and \( x \mapsto M^D(x) \) trivializing the projection operators \( \Pi^T(x) \) and \( \Pi^D(x) \) for all \( x \in U_{x_0} \cap \partial \Omega \):
  \[
  M^T(x) \Pi^T(x) M^T(x)^{-1} = \pi_{N_1} \quad \text{and} \quad M^D(x) \Pi^D(x) M^D(x)^{-1} = \pi_{N_0} \quad (2.39)
  \]
  where \( \pi_{N_j} \) is the projection on the first \( N_j \) components in \( \mathbb{C}^{n_j} \), \( j = 0, 1 \).

- Let \( \tilde{T}_{x_0} \) and \( \tilde{D}_{x_0} \) be the pull-backs of \( T \) and \( D \) by \( \phi_{x_0} \). Then we define the localized versions \( \tilde{C}_{x_0} = (\tilde{T}_{x_0}, \tilde{D}_{x_0}) \) as:
  \[
  \tilde{T}_{x_0} = \pi_{N_1} M^T \tilde{T}_{x_0} \quad \text{and} \quad \tilde{D}_{x_0} = \pi_{N_0} M^D \tilde{D}_{x_0}.
  \]

Note that for the principal parts there holds
\[
L_{x_0} = (\tilde{L}_{x_0})_{pr}(0), \quad T_{x_0} = (\tilde{T}_{x_0})_{pr}(0), \quad D_{x_0} = \tilde{D}_{x_0}(0). \quad (2.40)
\]

**Particular Case 2.2.37** If the system of boundary operators is written in the classical form of a PDE system with trivial projection operators, we simply have
\[
\tilde{T}_{x_0} = \phi_{x_0}^* \circ T \circ (\phi_{x_0}^*)^{-1} \quad \text{and} \quad \tilde{D}_{x_0} = \phi_{x_0}^* \circ D \circ (\phi_{x_0}^*)^{-1},
\]
that is, \( \tilde{T}_{x_0} \) and \( \tilde{D}_{x_0} \) are the pull-backs of \( T \) and \( D \). \( \triangle \)

With notations 2.2.36 at hands, it is now easy to state the relation between local and localized versions of the boundary value problem (2.31), cf. Figure 2.2:

**Lemma & Notation 2.2.38** Let \( \mathbb{A} = \{L, T, D\} \) be an admissible system of order 2 on the smooth domain \( \Omega \). Let \( x_0 \in \partial \Omega \). Then the local boundary value problem in \( U_{x_0} \):

\[
\begin{aligned}
L u &= f & \text{in} & U_{x_0}, \\
T u &= g & \text{on} & \partial \Omega \cap U_{x_0}, \\
D u &= h & \text{on} & \partial \Omega \cap U_{x_0}.
\end{aligned}
\quad (2.41)
\]
is equivalent to its **localized** version on the half-ball $V_R$

\[
\begin{cases}
\tilde{L}_{x_0} \tilde{u} = \tilde{f} & \text{in } V_R, \\
\tilde{T}_{x_0} \tilde{u} = \tilde{g} & \text{on } B'_R, \\
\tilde{D}_{x_0} \tilde{u} = \tilde{h} & \text{on } B'_R.
\end{cases}
\] (2.42)

Here, for $u \in H^k(U_{x_0})$ and $(f, g, h) \in RH^k(U_{x_0}, \partial \Omega \cap U_{x_0})$:

\[
\tilde{u} = u \circ \phi_{x_0}^{-1}, \quad \tilde{f} = f \circ \phi_{x_0}^{-1}, \quad \tilde{g} = (M^Tg) \circ \phi_{x_0}^{-1}, \quad \tilde{h} = (MDh) \circ \phi_{x_0}^{-1}.
\]

We denote by $U_{x_0}$ and $Q_{x_0}$ the transformations

\[
U_{x_0} : u \mapsto \tilde{u} \quad \text{and} \quad Q_{x_0} : \{f, g, h\} \mapsto \{\tilde{f}, \tilde{g}, \tilde{h}\},
\]

so that the equivalence between (2.41) and (2.42) can be written in condensed form as

\[
\{L, T, D\} \mid_{U_{x_0}} = \Omega_{x_0}^{-1} \circ \{\tilde{L}_{x_0}, \tilde{T}_{x_0}, \tilde{D}_{x_0}\} \circ U_{x_0}.
\]

The boundary conditions in (2.42) can be equivalently written as the system of $N$ independent equations

\[
\begin{cases}
\tilde{T}_{x_0, k} \tilde{u} = \tilde{g}_k & \text{on } B'_R, \quad k = 1, \ldots, N_1 \\
\tilde{D}_{x_0, k} \tilde{u} = \tilde{h}_k & \text{on } B'_R, \quad k = 1, \ldots, N_0,
\end{cases}
\]

where $\tilde{T}_{x_0, k}$ and $\tilde{D}_{x_0, k}$ are the rows of $\tilde{T}_{x_0}$ and $\tilde{D}_{x_0}$, respectively.

**Theorem 2.2.39** Let $A = \{L, T, D\}$ be an admissible system of order 2 on the smooth bounded domain $\Omega$ with sides $(\partial_s \Omega)_{s \in \mathcal{S}}$. We assume that $A$ is elliptic on $\overline{\Omega}$. Then it defines a Fredholm operator $u \mapsto (f, g, h)$ from $H^2(\Omega)$ to $RH^2(\Omega)$ with, cf. Notation 2.2.28,

\[
RH^2(\Omega) = L^2(\Omega)^N \times \prod_{s \in \mathcal{S}} \left( \Pi_s^T \mathcal{H}^2(\partial_s \Omega)^{N_1(s)} \times \Pi_s^D \mathcal{H}^2(\partial_s \Omega)^{N_0(s)} \right).
\]

**Proof:** In the same way as in Theorem 1.2.13, the Fredholm property for elliptic operators on smooth domains will be deduced from the existence of a *regularizer* (or "global parametrix") i.e. a continuous operator $E : RH^2(\Omega) \to H^2(\Omega)$ such that

(1) \(A E = I + K, \; K \text{ compact in } RH^2(\Omega), \; E A = I + K', \; K' \text{ compact in } H^2(\Omega)\).

Let us construct $E$. We cover $\overline{\Omega}$ with

- **a** Balls $B_{x_0}, \; x_0 \in \Omega$, for which there exists a parametrix $\mathcal{E}_{x_0}$ of the interior operator $L$ (Proposition 1.2.9),
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b) Neighborhoods $\mathcal{U}_{x_0}$, $x_0 \in \partial \Omega$, for which there exists a parametrix $\mathcal{E}_{x_0}$ of the localized operator $\{\tilde{L}_{x_0}, \tilde{T}_{x_0}, \tilde{D}_{x_0}\}$ on $V_{x_0} = \phi_{x_0}$ (This uses Notation 2.2.17 and Lemma 2.2.38 for the localization, and Proposition 2.2.15 for the parametrix).

We cover $\overline{\Omega}$ with a finite subset $X$ of these $B_{x_0}$ and $\mathcal{U}_{x_0}$, we choose a corresponding partition of unity $(\psi'_x)_{x \in X}$ and $\psi''_x \in C^\infty_0(B_x)$ with $\psi''_x \psi'_x = \psi'_x$. Then we set

*a) $\mathcal{E}_{x_0}(f, g, h) = \mathcal{E}_{x_0} f$, if $x_0 \in \Omega$,

*b) $\mathcal{E}_{x_0}(f, g, h) = \mathcal{U}^{-1}_{x_0} \mathcal{E}_{x_0} \mathcal{Q}_{x_0}(f, g, h)$, if $x_0 \in \partial \Omega$, and using Notation 2.2.38.

Finally we set

$$\mathcal{E} = \sum_{x \in X} \psi''_x \mathcal{E}_x \psi'_x$$

and have obtained our regularizer, thanks to the properties of the local parametrices. □

**Remark 2.2.40** The generalization of the theory of elliptic boundary value problems to smooth manifolds with boundary is natural: There we use local diffeomorphisms $\phi_{x_0}$ inside the domain too, as indicated in Remark 2.2.35. Thus for elliptic problems on smooth bounded manifolds with boundary, there holds the same Fredholm result as in Theorem 2.2.39. △

### 2.3 Regularity of solutions up to the boundary

In this section, we obtain higher order Sobolev regularity results by analyzing the mapping properties of the parametrix constructed above in Proposition 2.2.15.

To provide optimal local and global regularity results, we first need to introduce a local version of admissible boundary value systems (compare Definition 2.2.27) with finite regularity.

**Definition 2.3.1** Let $k \geq 2$ be an integer. Let $\Omega$ be a domain in $\mathbb{R}^n$ or, more generally, in a $C^k$ manifold $M$ of dimension $n$. Let $(\partial_s \Omega)_{s \in \mathcal{S}}$ be the connected components of $\partial \Omega$. Let $\Gamma$ be a $C^k$ subdomain of the boundary of $\Omega$. The boundary value system $\mathcal{A} = \{L, T, D\}$, with $T = (T_s)_{s \in \mathcal{S}}$ and $D = (D_s)_{s \in \mathcal{S}}$, is said to be admissible of class $C^k$ on $\Omega \cup \Gamma$ if

*a) The interior system $L$ is a $N \times N$ system of second order operators with coefficients $a^{ij}_{\alpha \beta} \in C^{k-2}((\Omega \cup \Gamma))$.

*b) For each $s$ such that $\partial_s \Omega \cap \Gamma \neq \emptyset$, the boundary operators $T_s$ of order 1 and $D_s$ of order 0 have the form (cf. Definition 2.2.20)$\quad T_s = \Pi^T_s \hat{T}_s, \quad D_s = \Pi^D_s \hat{D}_s,$

where the projector field $\Pi^T_s$ and the system $\hat{T}_s$ have $C^{k-1}(\Gamma \cap \partial_s \Omega)$ coefficients, whereas $\Pi^D_s$ and $\hat{D}_s$ have $C^k(\Gamma \cap \partial_s \Omega)$ coefficients.
If \( \Gamma \) coincides with \( \partial \Omega \), \( \mathbb{A} = \{L, T, D\} \) is said to be admissible of class \( \mathcal{C}^k \) on \( \overline{\Omega} \).

**Theorem 2.3.2** Let \( k \geq 2 \) be an integer. Let \( \Omega \) be a domain in \( \mathbb{R}^n \) or, more generally, in a \( \mathcal{C}^k \) manifold \( M \) of dimension \( n \). Let \( (\partial_k \Omega)_{k \in \mathbb{N}} \) be the connected components of \( \partial \Omega \). Let \( \Gamma \) be a \( \mathcal{C}^k \) subdomain of the boundary of \( \Omega \). Let \( \mathbb{A} = \{L, T, D\} \) be an admissible system of class \( \mathcal{C}^k \) on \( \Omega \cup \Gamma \), as defined above. We assume that the system \( \mathbb{A} = \{L, T, D\} \) is elliptic on \( \Omega \cup \Gamma \) (cf. Definition 2.2.31). Then we have the following local and global regularity results and a priori estimates:

(i) Let \( U_1 \) and \( U_2 \) be bounded subdomains of \( M \) with \( U_1 \subset U_2 \), and let \( \Omega_1 = U_1 \cap \Omega \) and \( \Omega_2 = U_2 \cap \Omega \). We assume that \( \Gamma_2 := \partial \Omega_2 \cap \partial \Omega \) is a subset of \( \Gamma \). If \( u \in \mathcal{H}^2(\Omega_2) \) is a solution of

\[
\begin{align*}
Lu &= f \quad \text{in } \Omega_2 \\
Tu &= g \quad \text{on } \Gamma_2 \\
Du &= h \quad \text{on } \Gamma_2
\end{align*}
\]

and if \( (f, g, h) \) belong to the space of local right hand sides \( \mathcal{R}\mathcal{H}^k(\Omega_2, \Gamma_2) \), cf. Notation 2.2.28, then \( u \in \mathcal{H}^k(\Omega_1) \), and there is an estimate

\[
\|u\|_{k; \Omega_1} \leq c \left( \|f\|_{k-2; \Omega_2} + \|g\|_{k-\frac{3}{2}; \Gamma_2} + \|h\|_{k-\frac{1}{2}; \Gamma_2} + \|u\|_{1; \Omega_2} \right).
\]

(ii) We assume moreover that \( \Omega \) is bounded and \( \Gamma = \partial \Omega \). Then the operator \( \mathbb{A} \) is Fredholm from \( \mathcal{H}^k(\Omega) \) into \( \mathcal{R}\mathcal{H}^k(\Omega) \), cf. Notation 2.2.28. Moreover, if the right
hand side \((f, g, h)\) belongs to \(RH^k(\Omega)\), then any solution \(u \in H^2(\Omega)\) of
\[
\begin{align*}
Lu &= f \quad \text{in } \Omega \\
Tu &= g \quad \text{on } \partial \Omega, \\
Du &= h \quad \text{on } \partial \Omega,
\end{align*}
\] (2.44)
belongs to \(H^k(\Omega)\) with the estimate
\[
\|u\|_{H^k(\Omega)} \leq c \left( \|f\|_{k-2; \Omega} + \|g\|_{k-2; \partial \Omega} + \|h\|_{k-\frac{1}{2}; \partial \Omega} + \|u\|_{1, \Omega} \right).
\]

Like in Chapter 1 for interior estimates, we state the extension of Theorem 2.3.2 to non-integral Sobolev exponents as a Corollary:

**Corollary 2.3.3** Under the conditions of Theorem 2.3.2, let \(s\) be real, \(2 \leq s \leq k\).

(i) For \(\Omega_1, \Omega_2\) as above, if \(u \in H^2(\Omega_2)\) satisfies \(A u \in RH^s(\Omega_2, \Gamma_2)\) (with obvious extension of Notation 2.2.28), then \(u\) belongs to \(H^s(\Omega_1)\) with the estimate
\[
\|u\|_{H^s(\Omega_1)} \leq c \left( \|A u\|_{R\, H^s(\Omega_2, \Gamma_2)} + \|u\|_{H^s(\Omega_2)} \right).
\] (2.45)

(ii) Assume that \(\Omega\) is bounded and \(\Gamma = \partial \Omega\). If \(u \in H^2(\Omega)\) satisfies \(A u \in RH^s(\Omega)\), then \(u\) belongs to \(H^s(\Omega)\) with the estimate
\[
\|u\|_{H^s(\Omega)} \leq c \left( \|A u\|_{R\, H^s(\Omega)} + \|u\|_{H^s(\Omega)} \right).
\] (2.46)

In addition, \(A\) defines a Fredholm operator \(A_s : H^s(\Omega) \rightarrow RH^s(\Omega)\). The kernel and the cokernel of \(A_s\) do not depend on \(s\).

Like for interior Sobolev estimates (Theorem 1.3.3) the proof of Theorem 2.3.2 relies on refined properties of local parametrices \(E_{x_0}\), along the lines of Proposition 2.2.15.

**Proposition 2.3.4** Let \(k \geq 2\) be an integer. Let us assume that the hypotheses of Proposition 2.2.15 are satisfied, and that, moreover, the system \(A = (L, C_\Gamma)\) is admissible of class \(C^k\) on \(\tilde{\Omega} \cup \tilde{\Gamma}\). Then there exists a ball \(B_{x_0}\) centered at \(x_0\) and an operator \(E_{x_0}\) (the local parametrix) enjoying the same properties as in Proposition 2.2.15, with the extra continuity properties:

* \(E_{x_0}\) is continuous from \(RH^k(\mathcal{V}_{x_0}, \mathcal{B}'_{x_0})\) into \(H^k(\mathcal{V}_{x_0})\),
* The operator \(K\) is continuous from \(RH^k(\mathcal{V}_{x_0}, \mathcal{B}'_{x_0})\) to \(RH^{k+1}(\mathcal{V}_{x_0}, \mathcal{B}'_{x_0})\), and \(K'\) from \(H^{k-1}(\mathcal{V}_{x_0})\) to \(H^k(\mathcal{V}_{x_0})\).

**Proof:** In opposition with the proof of Proposition 1.3.5, for which we proved the regularizing properties of the parametrix by a differential quotient technique, we choose here to present a different proof, well prepared with the help of the new perturbation argument proving Proposition 2.2.15: The statement of this latter proposition can simply be generalized to higher regularity indices, relying on a similar generalization of Proposition 2.2.10. \(\square\)
2.4 Basic nested a priori estimates

As a preparation for analytic a priori estimates, we come back to a local situation as studied in §2.2.b: We consider a \( N \times N \) second order system with smooth coefficients in a neighborhood of 0, and a set of \( N \) boundary operators \( C = \{ T_1, \ldots, T_{N_1}, D_1, \ldots, D_{N_0} \} \) with smooth coefficients in a neighborhood of 0 in the hyperplane \( x_n = 0 \).

If we assume that \( L \) is elliptic at 0 and \( C \) covers \( L \) at 0, according to Corollary 2.4.2 there exists a radius \( R_s > 0 \) and a constant \( A_0 > 0 \) such that for all \( u \in H^2_0(V_{R_s}, B'_{R_s}) \):

\[
\|u\|_{2;V_{R_s}} \leq A_0 \left( \|Lu\|_{0;V_{R_s}} + \sum_{j=1}^{N_1} \|T_j u\|_{1/2;B'_{R_s}} + \sum_{j=1}^{N_0} \|D_j u\|_{3/2;B'_{R_s}} + \|u\|_{1;V_{R_s}} \right). \tag{2.47}
\]

Here, for \( R > 0 \), \( V_R = \{ x \in \mathbb{R}^n_+ ; |x| < R \} \) and \( B'_R = \partial V_R \cap \{ x_n = 0 \} \).

**Remark 2.4.1** In the following, we will often replace the norms of the right hand sides on the boundary \( \sum_{j=1}^{N_1} \|T_j u\|_{1/2} \) and \( \sum_{j=1}^{N_0} \|D_j u\|_{3/2} \) by the shorthand vector notations \( \|T u\|_{1/2} \) and \( \|D u\|_{3/2} \). This will not lead to confusion with the vector-valued Sobolev norms of the boundary terms \( T u \) and \( D u \) where the operators \( T \) and \( D \) have the non-diagonalized form (2.28), because these norms before and after diagonalization are equivalent. \( \triangle \)

Our first nested open set estimate is the analogue, with boundary terms, of Lemma 1.4.1. Like in Ch.1, we take now estimate (2.47) as our starting point, rather than ellipticity assumptions on \( L \) and the boundary operators \( T \) and \( D \).

**Lemma 2.4.2** Let \( L \) be a \( N \times N \) second order system with smooth coefficients. Let \( C = \{ T_1, \ldots, T_{N_1}, D_1, \ldots, D_{N_0} \} \) be boundary operators with smooth coefficients. We assume that estimate (2.47) holds for any \( u \in H^2_0(V_{R_s}, B'_{R_s}) \). Let \( R \leq R_s \). Then any function \( u \in H^2_0(V_R) \) satisfies for any \( \rho \in (0, R/2) \):

\[
\sum_{|\alpha|\leq 2} \rho^{|\alpha|} \|\partial^\alpha u\|_{V_{R-|\alpha|\rho}} \leq A_1 \left( \rho^2 \|Lu\|_{V_{R-\rho}} + \rho^{3\over 2} \|Tu\|_{1/2;B_{R-\rho}} + \rho^{3\over 2} \|Du\|_{3/2;B_{R-\rho}} \right.
\]
\[
\left. + \sum_{|\alpha|\leq 1} \rho^{|\alpha|} \|\partial^\alpha u\|_{V_{R-|\alpha|\rho}} \right). \tag{2.48}
\]

where the positive constant \( A_1 \) is independent of \( u, R \) and \( \rho \).

**Proof:** We apply estimate (2.47) to the function \( \chi_{R,\rho} u \), where \( \chi_{R,\rho} \) is the cut-off function defined in (1.40). As a consequence of the estimates (1.41) for the derivatives of \( \chi_{R,\rho} \), we note that the operator of multiplication by \( \chi_{R,\rho} \) has an operator norm in the Sobolev space \( H^s_{B_R} \) bounded by \( C \rho^{-s} \) for any \( s \in [0,2] \) (in fact for any \( s > 0 \), but with a constant \( C \).
depending on a bound for $s$). This follows directly from the Leibniz rule if $s$ is an integer, and we used this argument in Ch.1. For non-integral $s$ it follows by interpolation.

We have $D_j(\chi_{R,\rho}u) = \chi_{R,\rho}D_ju$ on $B'_R$, but for the operators of order one $T_j$ there is a non-trivial commutator: $T_j(\chi_{R,\rho}u) = \chi_{R,\rho}T_ju + [T_j, \chi_{R,\rho}]u$. We find then

$$
\|u\|_{2;V_{R-\rho}} \leq A_0\left( \|Lu\|_{0;V_R} + \|\langle L, \chi_{R,\rho}\rangle u\|_{0;V_R} + \sum_{j=1}^{N_0} \|\chi_{R,\rho}D_ju\|_{\frac{3}{2};B'_R} + \sum_{j=1}^{N_1} \|\chi_{R,\rho}T_ju\|_{\frac{3}{2};B'_R}
\right)
$$

As a result of the continuity of the trace operator $\gamma_0 : H^1(\mathbb{R}^n_+) \to H^\frac{1}{2}(\mathbb{R}^{n-1})$, the boundary term $\|[T_j, \chi_{R,\rho}]u\|_{\frac{3}{2};B'_R}$ can be estimated by a domain term:

$$
\|[T_j, \chi_{R,\rho}]u\|_{\frac{3}{2};B'_R} \leq c_0\|[T_j, \chi_{R,\rho}]u\|_{1;V_R}.
$$

Both expressions $[L, \chi_{R,\rho}]u$ and $[T_j, \chi_{R,\rho}]u$ are seen to be composed of terms $\partial^\beta \chi_{R,\rho} \partial^\alpha u$ with $|\alpha| \leq 1$, $|\alpha + \beta| \leq 2$. The estimate of $\|u\|_{2;V_{R-\rho}}$ continues as

$$
\|u\|_{2;V_{R-\rho}} \leq A'_0\left( \|Lu\|_{0;V_R} + \|\chi_{R,\rho}Du\|_{\frac{3}{2};B'_R} + \|\chi_{R,\rho}T\|_{\frac{3}{2};B'_R} + \sum_{|\alpha| \leq 1} \sum_{|\beta| \leq 2 - |\alpha|} \|\partial^\beta \chi_{R,\rho} \partial^\alpha u\|_{0;V_R}
\right)
\leq A''_0\left( \|Lu\|_{0;V_R} + \|Du\|_{\frac{3}{2};B'_R} + \|T\|_{\frac{3}{2};B'_R} + \sum_{|\alpha| = 1} \rho^{-\frac{1}{2}} \|\partial^\alpha u\|_{0;V_R} + \rho^{-2} \|u\|_{0;V_R}
\right).
$$

From this it is easy to deduce (2.48) with the same arguments we used before for (1.42).

### 2.5 Nested a priori estimates for constant coefficients

For estimating higher order derivatives, we can begin by using the same arguments as in the proof of Proposition 1.5.1, if $L$ and the boundary operators $D_j$ and $T_j$ have constant coefficients, but in a first step only for the estimate of almost tangential derivatives of $u$, i.e. partial derivatives of the form $\partial^\beta \partial^\alpha u$ with $\beta = (\beta', 0)$ and $|\alpha| \leq 2$. The operator $\partial^\beta$ is thus tangential on the boundary $B'_R$. This class of derivatives can equivalently be written $\partial^\alpha$ with $\alpha = (\alpha', \alpha_n)$ and $\alpha_n \leq 2$. In other words, we are going to prove a series of anisotropic estimates, where the number of normal derivatives has a possibly smaller bound than the total number of derivatives. For this purpose, we introduce the following notation:
Notation 2.5.1 For $k, m \in \mathbb{N}$, let the anisotropic seminorm $|u|_{k,m; \mathcal{U}}$ be defined as

$$|u|_{k,m; \mathcal{U}} = \max_{|\alpha| = k} \| \partial^\alpha u \|_{\mathcal{U}}.$$

Note that for $m \geq k$, $|u|_{k,m; \mathcal{U}}$ is equivalent to the seminorm $|u|_{k; \mathcal{U}}$ as defined in section 1.1 (1.3).

On the boundary, we use the seminorms

$$|u|_{k,s; \mathcal{U}'} = \max_{|\alpha| = k} \| \partial^\alpha u \|_{s; \mathcal{U}'}.$$

Note that these are different from both the norm and the usual seminorm in $H^{k+s}(\mathcal{U}')$, but this distinction is of no importance for the further applications. △

The proof of the following proposition is based on the estimate (2.47) and its consequence Lemma 2.4.2 only, without any further need of ellipticity and covering conditions.

Proposition 2.5.2 Let $L$ and the boundary operators $D_j, T_j$ have constant coefficients. We assume that estimate (2.47) holds for any $u \in H^2_0(V_{R_*}, B_{R_*}')$. Then there exists a constant $A \geq 1$ such that for all $R \in (0, R_*), \text{ for any } u \in H^2(V_R)$, all $k \in \mathbb{N}$ and all $\rho \in (0, \frac{R}{k+2}]$ there holds

$$\rho^{k+2} |u|_{k+2,2; V_{R-(k+2)\rho}} \leq \sum_{\ell=0}^k A^{k+1-\ell} \left( \rho^{\ell+2} |Lu|_{\ell,0; V_{R-(\ell+1)\rho}} + \rho^{\ell+\frac{1}{2}} |Tu|_{\ell,\frac{1}{2}; B_{R-(\ell+1)\rho}} + \rho^{\ell+\frac{1}{2}} |Du|_{\ell,\frac{3}{2}; B_{R-(\ell+1)\rho}} \right) + A^{k+1} \sum_{|\alpha| \leq 1} \rho^{|\alpha|} \| \partial^\alpha u \|_{V_{R-|\alpha|\rho}}. \quad (2.49)$$

In particular, if the right hand side is finite, the left hand side is also finite (tangential regularity of the solution up to the boundary).

Proof: All the arguments leading to Proposition 1.5.1 and Lemma 1.3.6 (the nested open set technique and the difference quotients) can be reproduced with the tangential derivatives $\partial^\beta$, i.e. with $\beta_n = 0$. The reason for this is that such tangential derivatives commute not only with the operator $L$, but also with the boundary operators $D_j$ and $T_j$. □

A new argument has to be employed to obtain an estimate for the remaining derivatives of $u$: This is the fact that the boundary $x_n = 0$ is non-characteristic for $L$, i.e.

$$L^0(\xi) = - \sum_{p=1}^n \sum_{q=1}^n M_{pq} \xi_p \xi_q,$$

where the $N \times N$ matrix $M_{nn}$ is invertible \(^{2}\). \quad (2.50)

\[^{2}\text{In the notation of Def. 1.2.7, the entries of } M_{nn} \text{ are the } a_{ij}^{(0,\ldots,0,2)}, \text{ } 1 \leq i, j \leq N.\]
Proposition 2.5.3  Let $L$ and the boundary operators $D_j$, $T_j$ have constant coefficients. We assume that estimate (2.47) holds for any $u \in H^2_0(V_{R_*}, B_{R_*}')$ and that (2.50) holds. Then there exist two constants $A, B \geq 1$ such that for all $k, m \in \mathbb{N}$ with $m \leq k$, for all $R \in (0, R_*]$, for all $\rho \in (0, \frac{R}{k+2}]$ and for all $u \in H^2(V_R)$ there holds

$$
\rho^{k+2} |u|_{k+2, m+2; V_{R-(k+2)\rho}} \leq \sum_{\ell=0}^k A^{k+1-\ell} \left( \sum_{\nu=0}^m B^{m+1-\nu} \rho^{\ell+2} |L u|_{\ell, \nu; V_{R-(\ell+1)\rho}} + B^{m+1} \rho^{\ell+3} |T u|_{\ell, \nu; B_{\rho}'} + B^{m+1} \rho^{\ell+1} |D u|_{\ell, \nu; V_{R-(\ell+1)\rho}} \right) + A^{k+1} B^{m+1} \sum_{|\alpha| \leq 1} \rho^{|\alpha|} \|\partial^\alpha u\|_{V_{R-|\alpha|\rho}}. \tag{2.51}
$$

In particular, if $Lu$ belongs to $H^k(V_R)$, then $u$ belongs to $H^{k+2}(V_{R-\rho})$ for any $\rho > 0$.

Proof:  Let $k$ be fixed. We prove (2.51) by induction over $m$ from 0 to $k$. For $m = 0$, (2.51) is a direct consequence of (2.49) as soon as $B \geq 1$. Let us assume that (2.51) holds for $m - 1$, that is

$$
\rho^{k+2} |u|_{k+2, m+1; V_{R-(k+2)\rho}} \leq \sum_{\ell=0}^k A^{k+1-\ell} \left( \sum_{\nu=0}^{m-1} B^{m-\nu} \rho^{\ell+2} |L u|_{\ell, \nu; V_{R-(\ell+1)\rho}} + B^m \rho^{\ell+3} |T u|_{\ell, \nu; B_{\rho}'} + B^m \rho^{\ell+1} |D u|_{\ell, \nu; V_{R-(\ell+1)\rho}} \right) + A^{k+1} B^m \sum_{|\alpha| \leq 1} \rho^{|\alpha|} \|\partial^\alpha u\|_{V_{R-|\alpha|\rho}}, \tag{2.52}
$$

and let us prove it for $m$. Condition (2.50) implies that we have the following identity, with

---

3 In fact, it is possible to prove that (2.50) is a consequence of estimate (2.47), because estimate (2.47) implies the interior ellipticity of the constant coefficient system $L$, which, itself, implies (2.50).

4 The constant $A$ can be chosen as the same as in Proposition 2.5.2.
\[ \partial^2_n u = M_{nn}^1 L u + \sum_{|\alpha| \leq 2, \alpha_n \leq 1} N^\alpha \partial^\alpha u. \] (2.53)

As a consequence, there exists a positive constant \( B_0 \) such that for all \( R > 0 \) and all \( u \in H^2(V_R) \) (here no boundary condition is needed):

\[ |u|_{2,2;V_R} \leq B_0 \left( |L u|_{0,0;V_R} + |u|_{2,1;V_R} \right). \] (2.54)

Applying (2.54) in \( V_{R-(k+2)\rho} \) for \( \partial_m^m \partial^\beta u \) with \( \beta = (\beta', 0) \) and \( |\beta| = k - m \), we obtain

\[ |u|_{k+2, m+2;V_{R-(k+2)\rho}} \leq B_0 \left( |L u|_{k,m;V_{R-(k+2)\rho}} + |u|_{k+2, m+1;V_{R-(k+2)\rho}} \right). \]

Here again, the commutation of \( \partial_m^m \partial^\beta \) with \( L \) was used. We multiply the last inequality by \( \rho^{k+2} \) and employ (2.52) for the estimation of \( |u|_{k+2, m+1;V_{R-(k+2)\rho}} \). The result is (2.51) if \( B \) was chosen such that \( B \geq B_0 \). \( \square \)

**Remark 2.5.4** As already mentioned in Remark 1.5.2, we can choose other domains than balls. For example:

\[ V_R = (-b_1, b_1) \times \ldots \times (-b_{n-1}, b_{n-1}) \times (0, b_n), \quad \text{with} \quad R = \min_{1 \leq j \leq n} \frac{b_j}{2}, \]

and a suitable definition for the nested domains \( V_{R-\rho} \) is

\[ V_{R-\rho} = (-b_1 + \rho, b_1 - \rho) \times \ldots \times (-b_{n-1} + \rho, b_{n-1} - \rho) \times (0, b_n - \rho). \]

Estimates (2.51) are still valid for such domains. Again, it is also possible to use rectangular domains in polar or spherical coordinates. \( \triangle \)

**2.6 Nested a priori estimates for variable coefficients**

We will now generalize the higher order estimates to the case of operators \( L, D_j \) and \( T_j \) with variable coefficients. We still consider the local model geometric situation of a half-ball \( V_R \) centered at 0, with active boundary \( B'_{R} \subset \mathbb{R}^{n-1} \).

**2.6.a Homogeneous boundary conditions**

In order not to overly complicate the presentation, we consider first the case of vanishing boundary terms. In the next paragraph we will then prove the complete estimates including the boundary terms.

Like for interior estimates, we need to estimate commutators. Again, weighted semi-norms centered at 0 appear natural, but now anisotropic semi-norms have to be considered. We use the model of Notation 1.6.1, and define with Notation 2.5.1:
Notation 2.6.1 (i) We set \([|u|]_{0,0;V_R} = \|u\|_{V_R}\) and for \(k \in \mathbb{N}, k > 0\),

\[
[|u|]_{k,m;V_R} := \max_{0 < \rho \leq \frac{R}{2k}} \rho^k |u|_{k,m;V_R - k\rho}.
\]

(ii) We set for \(k \in \mathbb{N}\):

\[
\rho^2 [f ]_{k,m;V_R} := \max_{0 < \rho \leq \frac{R}{2(1+1)}} \rho^{2+k} |f|_{k,m;V_R - (k+1)\rho}.
\]

\[\Delta\]

For the estimate of commutator terms, we need a straightforward extension of Lemma 1.6.2, the proof of which is similar to the very detailed proof of Lemma 1.6.2 given above and is left to the reader:

Lemma 2.6.2 Let \(a\) be an analytic function satisfying \(|\partial^\gamma a| \leq M|\gamma|!\) on \(B_R\), for all \(\gamma \in \mathbb{N}^n\). Let \(\alpha\) and \(\delta\) be multiindices such that \(|\alpha| + |\delta| \leq 2\), and let \(\beta\) be any multiindex. We set

\[b = |\alpha| + |\beta| + |\delta| \quad \text{and} \quad m = \alpha_n + \delta_n + \beta_n.\]

Let \(R, \rho\) be positive numbers, \(R \leq R_*\) and \(\rho \leq R\). There exists a constant \(c_1\) independent of \(R, \rho, b, m\) such that

\[
\rho^b \|\partial^{\beta}(a(x)\partial^\alpha u) - \partial^\delta \partial^\beta (a(x)\partial^\alpha u)\|_{V_R - (b-1)\rho} \leq c_1 \sum_{d=0}^{b-1} (b - d + 1)^n \left(\frac{RM}{2e}\right)^{b-d} [u]_{d,m;V_R}. \tag{2.55}
\]

The first result is an estimate of almost tangential derivatives, cf. Prop. 2.5.2.

Proposition 2.6.3 Let \(L\) and the boundary operators \(T_j, D_j\) have analytic coefficients. We assume that estimate (2.47) holds for any \(u \in H^2_0(V_R, B'_{R\ast})\). Let \(u\) be any function in \(H^2(V_R)\) with \(R \leq R_*\). We assume that

\[T_j u|_{B'_{R\ast}} = 0, \quad j = 1, \ldots, N_1 \quad \text{and} \quad D_j u|_{B'_{R\ast}} = 0, \quad j = 1, \ldots, N_0 = N - N_1.\]

Then there exists a constant \(A \geq 1\) independent of \(u\) such that for all \(k \in \mathbb{N}\) and for all \(R \in (0, R_*]\) there holds

\[
[|u|]_{k+2,2;V_R} \leq \sum_{\ell=0}^{k} A^{k+1-\ell} \rho^2 [L u]_{\ell,0;V_R} + A^{k+1} \sum_{\ell=0}^{1} [u]_{\ell,\ell;V_R}. \tag{2.56}
\]

Proof: By induction over \(k\). We know that estimate (2.47) implies (2.48). And estimate (2.48) clearly implies (2.56) for \(k = 0\).

We suppose that (2.56) is proven for all \(k \leq k - 1\), i.e. we have for all \(d, 2 \leq d \leq k + 1\):

\[
[|u|]_{d,2;V_R} \leq \sum_{\ell=0}^{d-2} A^{d-1-\ell} \rho^2 [L u]_{d-2,0;V_R} + A^{d-1} \sum_{\ell=0}^{1} [u]_{\ell,\ell;V_R}. \tag{2.57}
\]
We multiply this estimate by \( \rho \) and bound the three commutator terms: Lemma 2.6.2 used successively with \( b = k + 1 \), \( k \) and \( k - 1 \), and with \( m = 2 \) yields

\[
\rho^{k+2} \| [L, \partial^\beta] \|_{V_{R'}} + \sum_{j=1}^{N_0} \sum_{\ell=0}^2 \rho^{k+\ell} \| [D_j, \partial^\beta] \|_{\ell; V_{R'}} + \sum_{j=1}^{N_1} \sum_{\ell=0}^1 \rho^{k+\ell} \| [T_j, \partial^\beta] \|_{\ell; V_{R'}} \\
\leq c_2 \sum_{\ell=0}^{2} \sum_{d=0}^{k+1-\ell} (KR)^{k+2-\ell-d} \| u \|_{d, 2; V_R}
\]
with positive constants $c_2$ and $K$, independent of $u$, $R$ and $\beta$. Thus we have obtained
\[
\rho^{k+2} \| \partial^\beta u \|_{2; V_{R'}^{\ell}} \leq A_0^{\rho} \left\{ \rho^{k+2} \| \partial^\beta L u \|_{0; V_{R'}} + \sum_{\ell=0}^{1} \rho^{k+\ell} \| \partial^\beta u \|_{\ell; V_{R'}} + c_2 \sum_{\ell=0}^{2} \sum_{\ell=0}^{k+1-\ell} (KR)^{k+2-\ell-d} \left[ |u| \right]_{d;2;V_{R'}} \right\}. \tag{2.60}
\]
Taking the max over $\rho \in (0, \frac{R}{k+2}]$ finally gives the analogue of the interior estimate (1.48):
\[
\left[ |u| \right]_{k+2; V_{R}} \leq A_2^{\rho^2} \left[ |Lu| \right]_{k,0;V_{R}} + \left[ |u| \right]_{k+1;2;V_{R}} + \sum_{d=0}^{k} (KR)^{k-d} \left[ |u| \right]_{d,2;V_{R}}. \tag{2.61}
\]
From the inequalities (2.57) and (2.61) one deduces (2.56) for $k$ as in the concluding arguments of the proof of Proposition 1.6.3. \hfill \square

If the boundary $B_R'$ is non-characteristic for $L$, we are now able to bound any derivative of $u$, and obtain the final “analytic” a priori estimates:

**Proposition 2.6.4** Let $L$ and the boundary operators $T_j$, $D_j$ have analytic coefficients. We assume that (2.47) holds for any $u \in H^0_0(V_R, B_{R'}^\ell)$ and that (2.50) holds for the principal symbol $L^p(x; \xi)$ of $L$ for all $x \in B_{R'}^\ell$. Then there exist two constants $A$, $B \geq 1$ such that for all $k, m \in \mathbb{N}$ with $m \leq k$, for all $R \in (0, R_s]$, and for all $u \in H^2(V_R)$ satisfying the boundary conditions $T_j u = 0$ and $D_j u = 0$ on $B_R'$, there holds
\[
\left[ |u| \right]_{k+2, m+2; V_R} \leq \sum_{\ell=0}^{k} \sum_{\nu=0}^{\min(\ell,m)} A^{k+1-\ell} B^{m+1-\nu} \rho^2 \left[ |Lu| \right]_{\ell,\nu; V_R} + A^{k+1} B^{m+1} \sum_{\ell=1}^{k} \left[ |u| \right]_{\ell,\ell; V_{R'}}. \tag{2.62}
\]

**Proof:** We prove (2.62) by induction over $k$ and $m$ for $(k, m) \in \mathbb{N}^2$ with $m \leq k$. For $m = 0$ and any $k$, (2.62) is a direct consequence of (2.56) as soon as $B \geq 1$. Let us fix $(k, m)$ and let us assume that (2.62) holds for any $(\kappa, \mu)$ satisfying either $\kappa = k$ and $\mu \leq m - 1$, or $\kappa \leq k - 1$ and $\mu \leq \min\{\kappa, m\}$:
\[
\left[ |u| \right]_{\kappa+2, \mu+2; V_R} \leq \sum_{\ell=0}^{\kappa} \sum_{\nu=0}^{\mu} A^{\kappa+1-\ell} B^{\mu+1-\nu} \rho^2 \left[ |Lu| \right]_{\ell,\nu; V_R} + A^{\kappa+1} B^{\mu+1} \sum_{\ell=1}^{\kappa} \left[ |u| \right]_{\ell,\ell; V_{R'}}. \tag{2.63}
\]
By assumption, condition (2.50) for $L^p(x; \xi)$ is valid for all $x \in B_{R'}^\ell$. This implies the following variable-coefficient version of (2.53)
\[
\partial^2_n u = M_{nn}^{-1}(x) Lu + \sum_{|\alpha| \leq 2, \alpha_n \leq 1} N^\alpha(x) \partial^\alpha u, \tag{2.64}
\]
where the matrices $M^{-1}_{mn}$ and $N^\alpha$ have smooth coefficients. Therefore estimate (2.54) still holds. Applying (2.54) in $V_{R-(k+2)\rho}$ to $\partial^m_n \partial^\beta u$ with $\beta = (\beta', 0)$ and $|\beta| = k - m$, we obtain

$$|u|_{k+2, m+2; V_{R-(k+2)\rho}} \leq B_0 \left\{ |Lu|_{k, m; V_{R-(k+2)\rho}} + |u|_{k+2, m+1; V_{R-(k+2)\rho}} + |L; \partial^m_n \partial^\beta u|_{0, 0; V_{R-(k+2)\rho}} \right\}.$$  

We multiply the above inequality by $\rho^k$, use Lemma 2.6.2 to bound the commutator and take the max over $\rho$:

$$\left[ u \right]_{k+2, m+2; V_R} \leq B_0 \left\{ \rho^k \left[ Lu \right]_{k, m; V_R} + \sum_{d=0}^{k+1} (KR)^{-d} \left[ u \right]_{d, \min\{m+2, d\}; V_R} + c_2 \sum_{\kappa=0}^{k-1} (KR)^{k-\kappa} \left[ u \right]_{\kappa+2, \min\{m, \kappa\}+2; V_R} \right\}.$$  

By the induction hypothesis, we can use (2.63) with $(\kappa, \mu) = (k, m - 1)$ for the estimation of $\left[ u \right]_{k+2, m+1; V_R}$ and with $(\kappa, \min\{m, \kappa\})$, $\kappa = k - 1, \ldots, 0$, for $\left[ u \right]_{\kappa+2, \min\{m, \kappa\}+2; V_R}$.

We finally obtain (2.62), provided that $A$ and $B$ are such that

$$\frac{B_0}{B} + B_0 c_2 \sum_{j=1}^{k+1} \left( \frac{KR}{A} \right)^j \leq 1.$$  

For this we can choose any $A$ and $B$ such that $B \geq 2B_0$, $A \geq 2KB_0c_2$. 

2.6.b Inhomogeneous boundary conditions

The procedure followed in the previous paragraph can be applied in the same way even if no homogeneous boundary conditions are satisfied. In this section, we will state the corresponding results and indicate how the proofs have to be modified to cover the general case.

We start by introducing weighted seminorms on the boundary in analogy to Notation 2.6.1.
Notation 2.6.5 Using Notation 2.5.1, we set for $k \in \mathbb{N}$:

$$
\rho^\frac{1}{2}[g]_{k, \frac{3}{2}; B^*_R} := \max_{0 \leq \rho \leq \frac{R}{2(k+1)}} \rho^{\frac{1}{2} + k}[g]_{k, \frac{3}{2}; B^*_R - (k+1)\rho},
$$

$$
\rho^\frac{3}{2}[h]_{k, \frac{1}{2}; B^*_R} := \max_{0 \leq \rho \leq \frac{R}{2(k+1)}} \rho^{\frac{3}{2} + k}[h]_{k, \frac{1}{2}; B^*_R - (k+1)\rho}.
$$

\[\triangle\]

For the almost tangential derivatives, we find the analogue of Proposition 2.6.3.

**Proposition 2.6.6** Let $L$ and the boundary operators $T_j, D_j$ have analytic coefficients. We assume that estimate (2.47) holds for any $u \in H^2_0(V_{R_+}, B^*_R)$. Then there exists a constant $A \geq 1$ such that for all $k \in \mathbb{N}$, for all $R \in (0, R_+)$, and for all $u \in H^2(V_R)$ there holds

$$
\|u\|_{k+2, 2; V_R} \leq \sum_{\ell=0}^{k} A^{k+1-\ell} \left( \rho^\frac{2}{3}[\|Lu\|_{\ell, 0; V_R} + \rho^\frac{3}{2}[\|Tu\|_{\ell, \frac{1}{2}; B^*_R}]ight)
$$

$$
+ \rho^\frac{2}{3}[\|Du\|_{\ell, \frac{3}{2}; B^*_R}) + A^{k+1} \sum_{\ell=0}^{1} \|u\|_{\ell, \ell; V_R}.
$$

**Proof:** The proof of Proposition 2.6.3 goes through in the present situation if we add boundary terms in some of the formulas. Thus, equation (2.57) reads now

$$
\|u\|_{d, 2; V_R} \leq \sum_{\ell=0}^{d-2} A^{d-1-\ell} \left( \rho^\frac{2}{3}[\|Lu\|_{d-2, 0; V_R} + \rho^\frac{3}{2}[\|Tu\|_{d-2, \frac{1}{2}; B^*_R}]ight)
$$

$$
+ \rho^\frac{2}{3}[\|Du\|_{d-2, \frac{3}{2}; B^*_R}) + A^{d-1} \sum_{\ell=0}^{1} \|u\|_{\ell, \ell; V_R}.
$$

In eq. (2.58), we have to add the terms $\|\chi \partial^\beta D_j u\|_{\frac{1}{2}, B^*_R}$ in the first sum and $\|\chi \partial^\beta T_j u\|_{\frac{1}{2}, B^*_R}$ in the second sum on the right hand side.

In eq. (2.59), the corresponding extra terms on the right hand side are $\rho^{-\frac{3}{2}}\|D_j u\|_{k, \frac{3}{2}; B^*_R}$ and $\rho^{-\frac{1}{2}}\|T_j u\|_{k, \frac{3}{2}; B^*_R}$, respectively.

In equation (2.60), the extra boundary terms on the right hand side are

$$
\rho^{k+\frac{3}{2}}\|Tu\|_{k, \frac{1}{2}; B^*_R} + \rho^{k+\frac{3}{2}}\|Du\|_{k, \frac{3}{2}; B^*_R},
$$

and, finally, in equation (2.61), we have to add

$$
\rho^\frac{3}{2}[\|T u\|_{k, \frac{1}{2}; B^*_R} + \rho^\frac{3}{2}[\|D u\|_{k, \frac{3}{2}; B^*_R}]
$$

in the parenthesis on the right hand side. □
The main result on the analytic a priori estimates is the analogue of Proposition 2.6.4.

**Proposition 2.6.7** Let $L$ and the boundary operators $T_j$, $D_j$ have analytic coefficients. We assume that (2.47) holds for any $u \in H_0^2(V_{R_s}, B_{R_s}')$ and that (2.50) holds for the principal symbol $L^p(x, \xi)$ of $L$ for all $x \in B_{R_s}'$. Then there exist two constants $A$, $B \geq 1$ such that for all $k, m \in \mathbb{N}$ with $m \leq k$, for all $R \in (0, R_s]$, and for all $u \in H^2(V_R)$ there holds

$$
\|u\|_{k+2, m+2; V_R} \leq \sum_{\ell=0}^{k} A^{k+1-\ell} \left\{ \sum_{\nu=0}^{m+1-\nu} B^{m+1-\nu} \rho_x^{2\nu} \left[ |Lu| \right]_{\ell, \nu; \Omega} \right. \\
+ B^{m+1}\left( \rho_x^{\frac{3}{2}} \left[ |Tu| \right]_{\ell, \nu; B_{R_s}'} + \rho_x^{\frac{3}{2}} \left[ |Du| \right]_{\ell, \nu; B_{R_s}'} \right) \right\} \\
+ A^{k+1} B^{m+1} \sum_{\ell \leq 1} \left[ u \right]_{\ell, \nu; V_R}. \quad (2.67)
$$

**Proof:** The proof of Proposition 2.6.4 can be repeated in the case of inhomogeneous boundary conditions almost without change. The only place where boundary terms appear is in the induction hypothesis, equation (2.63), where one has to add

$$
B^{m+1} \sum_{\ell=0}^{\nu} A^{\nu+1-\ell} \left( \rho_x^{\frac{3}{2}} \left[ |Tu| \right]_{\ell, \nu; B_{R_s}'} + \rho_x^{\frac{3}{2}} \left[ |Du| \right]_{\ell, \nu; B_{R_s}'} \right)
$$

on the right hand side. \qed

**Remark 2.6.8** For later reference, we note that the constants $A$ and $B$ in estimates (2.62) and (2.67) depend continuously on $R_s$, on the constant $A_0$ in (2.47), on the maximum of the coefficients of the matrix $M^{-1}_{mn}(x)$ in (2.64) and on the analyticity modulus of the coefficients of $L$ and $D_j$, $T_j$ on $V_{R_s}$ and $B_{R_s}'$, compare Remark 1.6.5 and (1.50). \triangle

### 2.7 Analytic regularity up to the boundary

Our preparation for the proof of the analytic version of Theorem 2.3.2 is now complete. Let us recall that $A(\Omega)$ denotes the class of $N$-component analytic functions on $\Omega$. The analytic shift theorem states that the solutions of an elliptic boundary problem with analytic data are analytic. Analytic data means analytic domain, coefficients and right hand sides. For our general class of “mixed” boundary value problems $A = \{L, T, D\}$ with $T = (T_s)_{s \in \mathcal{S}}$ and $D = (D_s)_{s \in \mathcal{S}}$, we understand by analytic boundary data $g = (g_s)_{s \in \mathcal{S}}$ and $h = (h_s)_{s \in \mathcal{S}}$ vector functions such that all components of $g_s$ and $h_s$ are analytic.

**Theorem 2.7.1** Let $\Omega$ be a domain in $\mathbb{R}^n$ or, more generally, in an analytic manifold $M$ of dimension $n$. Let $(\partial_s \Omega)_{s \in \mathcal{S}}$ be the connected components of $\partial \Omega$. Let $\Gamma$ be an analytic part of the boundary of $\Omega$. Let $L$ be a $N \times N$ system of second order operators with
analytic coefficients over $\Omega \cup \Gamma$. Let $C = \{T, D\}$ be an admissible set of boundary operators, cf. Notation 2.2.20, on $\Gamma$, with analytic coefficients. We assume that the boundary value system $\Lambda = \{L, T, D\}$ is elliptic on $\Omega \cup \Gamma$ (cf. Definition 2.2.31).

(i) Let two bounded subdomains $\Omega_1 = U_1 \cap \Omega$ and $\Omega_2 = U_2 \cap \Omega$ be given with $U_1$ and $U_2$ open in $M$ and $\overline{U_1} \subset U_2$. We assume that $\Gamma_2 := \partial\Omega_2 \cap \partial\Omega$ is contained in $\Gamma$. Then there exists a constant $A$ such that any solution $u \in H^2(\Omega_2)$ of (2.43) satisfies for all $k \in \mathbb{N}$, $k \geq 2$ the improved a priori estimates (“finite analytic estimates”)

$$\frac{1}{k!} |u|_{k; \Omega_1} \leq A^{k+1} \left\{ k-2 \over \ell! \left( |\tilde{f}|_{\ell; \Omega_2} + |g|_{\ell+1, \Gamma_2} + |h|_{\ell+2, \Gamma_2} \right) + |u|_{1; \Omega_2} \right\}. \quad (2.68)$$

If in addition the right hand sides $f$, $g = (g_s)_{s \in \mathcal{S}}$ and $h = (h_s)_{s \in \mathcal{S}}$ are such that $f \in A(\Omega_2)$ and all components of $g_s$ and $h_s$ are in $A(\Gamma_2 \cap \partial_s \Omega)$, then $u$ belongs to $A(\Omega_1)$.

(ii) If $\Omega$ is bounded and $\Gamma = \partial\Omega$ and if the right hand side is such that $f \in A(\Omega)$ and all components of $g_s$ and $h_s$ are in $A(\partial_s \Omega)$, then any solution $u \in H^2(\Omega)$ of problem (2.44) belongs to $A(\Omega)$.

Proof: The key point is the proof of the analytic estimate (2.68). Let $\Omega$ be a domain in an analytic manifold $M$, and $\Omega_m = U_m \cap \Omega$, $m = 1, 2$ with $\overline{U_1} \subset U_2$. Let $x_0$ be a fixed point in $\overline{\Omega_1}$.

- If $x_0$ belongs to $\Omega$, it is an interior point: There exist two neighborhoods $U_1(x_0)$ and $U_2(x_0)$ of $x_0$, such that $\overline{U_1(x_0)} \subset U_2(x_0) \subset \Omega_2$ and a positive constant $A_{x_0}$ so that there holds the local estimate (1.54), shown at the end of the proof of Theorem 1.3.3:

$$\frac{1}{k!} |u|_{k; U_1(x_0)} \leq A_{x_0}^{k+1} \left( \sum_{\ell=0}^{k-2} \frac{1}{\ell!} |Lu|_{\ell; U_2(x_0)} + \sum_{\ell=0}^{1} |u|_{\ell; U_2(x_0)} \right). \quad (2.69)$$

- If $x_0$ belongs to $\partial\Omega$, then by assumption, $x_0$ is in $\Gamma$ which is an analytic part of the boundary $\partial\Omega$. There exist a neighborhood $U_2(x_0)$ of $x_0$ in the manifold $M$, $U_2(x_0) \subset U_2$, a ball $B_{R_s}$ in $\mathbb{R}^n$ and an analytic map $\phi$ from $U_2(x_0)$ onto $B_{R_s}$ such that $\phi(U_2(x_0) \cap \Omega)$ is the half-ball $V_{R_s}$ and $\phi(U_2(x_0) \cap \partial\Omega)$ is the $n-1$ dimensional ball $B'_{R_s}$. We can assume that the projector-valued functions $\Pi^T$ and $\Pi^D$ are diagonalizable on $U_2(x_0)$ (see (2.39)). The boundary value problem (2.43) is transformed into

$$\tilde{L}u = \tilde{f} \text{ in } V_{R_s} \text{ with } \tilde{u} \circ \phi = u \text{ and } \tilde{f} \circ \phi = f,$$

with boundary conditions $\tilde{T}_j \tilde{u} = \tilde{g}_j$ and $\tilde{D}_j \tilde{u} = \tilde{h}_j$ on $B'_{R_s}$. The operators $\tilde{L}, \tilde{T}_j, \tilde{D}_j$ have analytic coefficients and form an elliptic system.

By Corollary 2.2.16, estimate (2.47) holds in $V_{R_s}$. Moreover, condition (2.50) at 0 is a consequence of the ellipticity of $\tilde{L}$. We can then choose a sufficiently small positive number...
$R_0$ and apply Proposition 2.6.7 which implies that there exist positive numbers $A$ and $B$ so that the following estimate holds for all $R \leq R_0$ and all $k \in \mathbb{N}$, $k \geq 2$

$$\left| \tilde{u} \right|_{k, k; V_R} \leq A^{k+1} B^{k+1} \left\{ \sum_{\ell=0}^{k} A^{-\ell} \left( \sum_{\nu=0}^{\ell} B^{-\nu} \rho_*^2 \left| \tilde{L} \tilde{u} \right|_{\ell, \ell; V_R} \right) + \rho_2^2 \left| \tilde{T} \tilde{u} \right|_{\frac{1}{2}; B_R'} + \rho_2^2 \left| \tilde{D} \tilde{u} \right|_{\frac{3}{2}; B_R'} + \sum_{\ell \leq 1} \left| \tilde{u} \right|_{\ell, \ell; V_R} \right\}.$$

Simplifying, we can write this with a constant $\tilde{A}$ as

$$\left| \tilde{u} \right|_{k, k; V_R} \leq \tilde{A}^{k+1} \left\{ \sum_{\ell=0}^{k} (\rho_*^2 \left| \tilde{L} \tilde{u} \right|_{\ell, \ell; V_R} + \rho_2^2 \left| \tilde{T} \tilde{u} \right|_{\frac{1}{2}; B_R'} + \rho_2^2 \left| \tilde{D} \tilde{u} \right|_{\frac{3}{2}; B_R'} + \sum_{\ell \leq 1} \left| \tilde{u} \right|_{\ell, \ell; V_R} \right\}.$$

Similarly as the inequalities (1.53) for the case of the ball, we have estimates for the half-ball linking the weighted semi-norms on $V_R$ and the semi-norms on $V_R$ and $V_{R/2}$. We also have the analogous estimates on the boundary between the weighted seminorms defined in Notation 2.6.5 and the standard Sobolev norms, namely:

$$\rho_*^2 \left| \tilde{g} \right|_{\ell, \frac{1}{2}; B_R'} \leq \left( \frac{R}{2(\ell+1)} \right)^{\frac{1}{2}+\ell} \| \tilde{g} \|_{\ell, \frac{1}{2}; B_R'};$$

$$\rho_*^2 \left| \tilde{h} \right|_{\ell, \frac{1}{2}; B_R'} \leq \left( \frac{R}{2(\ell+1)} \right)^{\frac{3}{2}+\ell} \| \tilde{h} \|_{\ell, \frac{1}{2}; B_R'}.$$

Therefore, with the help of the Stirling formula, we deduce from (2.70) that, with a new constant $\tilde{A}$ independent of $k$ and of $R \leq R_0$, we have:

$$\frac{R^k}{k!} \left| \tilde{u} \right|_{k; V_{R/2}} \leq \tilde{A}^{k+1} \left\{ \sum_{\ell=0}^{k-2} \frac{R^\ell}{\ell!} \left( \| f \|_{\ell; V_R} + \| \tilde{g} \|_{\ell, \frac{1}{2}; B_R} + \| \tilde{h} \|_{\ell, \frac{1}{2}; B_R'} \right) + \sum_{\ell=0}^{1} \| \tilde{u} \|_{\ell; V_R} \right\}.$$

Note that for this kind of estimate, the precise powers $\ell + 1/2$ or $\ell + 3/2$ and the question whether we used Sobolev seminorms or norms on the boundary, do not play any role.

The constants $\tilde{A}$ and $R_0$ may still depend on the point $x_0$ in $\tilde{\Omega}_1$. We fix $R = R(x_0)$ where $R = R(x_0) \leq \min\{R_0, R_*\}$ and denote by $U_{1}(x_0)$ the pull-back $\phi^{-1}(B_{R(x_0)/2})$. Combining the above estimate with the estimate (1.22) on the analytic change of variables, which holds by interpolation.
correspondingly also for the boundary Sobolev norms in the trace spaces, we obtain
\[
\frac{1}{k!} |u|_{k; U_1(x_0) \cap \Omega} \leq A_{x_0}^{k+1} \left\{ \sum_{\ell=0}^{k-2} \frac{1}{\ell!} \left( |f|_{\ell; U_2(x_0) \cap \Omega} + \|g\|_{\ell+\frac{3}{2}; U_2(x_0) \cap \partial \Omega} \right) + \sum_{\ell=0}^{1} |u|_{\ell; U_2(x_0) \cap \partial \Omega} \right\}. \tag{2.71}
\]

Here \(A_{x_0}\) is a positive number independent of \(k\) and \(u\).

Letting finally \(x_0\) vary over \(\overline{\Omega}_1\), we can extract a finite covering of the compact set \(\overline{\Omega}_1\) by open sets \(U_1(x_0)\). The proof of (2.68) then follows by combining a finite number of estimates (2.69) and (2.71).

The remaining statements of Theorem 2.7.1 are obvious consequences of (2.71).

2.8 Extended smooth domains

Until now, we have considered domains \(\Omega\) that are smooth in the usual sense. By including also subdomains of smooth manifolds, we have, in fact, covered a rather large class of examples that goes substantially beyond the class of smooth bounded subdomains of \(\mathbb{R}^n\). There exists, however, a class of domains in \(\mathbb{R}^n\) or in a fixed smooth manifold \(M\) (the sphere \(S^{n-1}\) being an important example later on) for which all the elliptic regularity results of this chapter are valid in an obvious way, but which are not adequately described by this standard notion of smoothness. They are not even Lipschitz domains. To recognize their smoothness, one has to embed their boundary in a manifold different from the one that contains \(\Omega\) as a subdomain. Let us give an example in \(\mathbb{R}^2\):

Let \(\Omega\) be the domain between the curve \(\Gamma\) in \(\mathbb{R}^2\) described by the equation
\[
y^2 = x^4 - x^6
\]
and the circle of radius two (see Figure 2.5(a)). The (analytic) curve \(\Gamma\) has a double point at the origin, and therefore \(\Omega\) is not a smooth domain in the usual sense, because it does not lie locally on one side of its boundary. In order to embed \(\Omega\) as a smooth domain into a smooth manifold, we have to count the origin as a double boundary point, thus moving out of \(\mathbb{R}^2\). It is clear, however, that in doing so, we recover all the regularity results, including analytic regularity, presented in this chapter.

In the specific example, we can explicitly exhibit a manifold that contains \(\Omega\) as a smooth subdomain, namely one that is a double cover of a neighborhood of the origin and smooth in a neighborhood of \(\Omega\), for instance the Riemann surface of the function \(\sqrt{1 - 2z^2}\). In more general cases, a more intrinsic construction, involving only an extended definition of the boundary of \(\Omega\), is desirable, and one can do it as follows:

We assume that \(\Omega\) is a bounded domain (i.e. an open and connected set) in a complete Riemannian manifold \(M\). We equip \(\Omega\) with the metric of the intrinsic geodesic distance
Figure 2.5: Extended smooth domains: analytic (a) and $\mathcal{C}^\infty$ (b)

\[ d(x, y) = \inf\{ \text{length of } \gamma \mid \gamma \in C_{x,y} \} \tag{2.72} \]

where $C_{x,y}$ is the set of all curves of finite length connecting $x$ and $y$ inside $\Omega$. In the case of $M = \mathbb{R}^n$, one can take the infimum over polygonal lines.

This metric space $(\Omega, d)$ has a completion, defined in the usual way as the set of equivalence classes of Cauchy sequences.

**Notation 2.8.1** Let $\Omega$ be a domain in $\mathbb{R}^n$ or in a smooth manifold. We denote

- by $\overline{\Omega}$ its **geodesic completion**, defined by Cauchy sequences for the intrinsic geodesic distance $d$ in $\Omega$ (2.72),
- by $\partial_* \Omega$ its **unfolded boundary**, i.e.

\[ \partial_* \Omega = \overline{\Omega}^* \setminus \Omega \]

We will now discuss some of the properties of the geodesic completion. As this discussion belongs to the field of elementary topology, we leave most of the details to the reader.

Since the intrinsic geodesic distance $d$ dominates the ordinary distance in $M$, the Cauchy sequences defining $\overline{\Omega}$ converge also in $M$, and thus there is a natural projection $\pi : \overline{\Omega} \to \overline{\Omega}$ which is the identity inside $\Omega$ and which is continuous (Lipschitz continuous with Lipschitz constant 1) on $\overline{\Omega}^*$. In the general case, there hold the inclusions

\[ \Omega \subset \pi \overline{\Omega}^* \subset \overline{\Omega}. \tag{2.73} \]

If $\Omega$ is a Lipschitz domain, then the geodesic distance in $\Omega$ and the ordinary distance are equivalent, hence in this case the geodesic completion coincides with the closure and the unfolded boundary coincides with the ordinary boundary.

On the other hand, it is easy to construct examples, even in $\mathbb{R}^2$, showing that the following possibilities exist:
Figure 2.6: Local diffeomorphisms $\phi_{x_0}, \phi'_{x_0}$ for points $x_0, x'_0$ such that $\pi(x_0) = \pi(x'_0)$.

- A bounded domain $\Omega$ which is unbounded with respect to the geodesic distance $d$,
- A bounded domain $\Omega$ for which $\Omega^*$ is not compact,
- A bounded domain $\Omega$ for which both inclusions in (2.73) are strict, so that $\pi(\partial, \Omega)$ is not closed,
- A bounded domain $\Omega$ and a boundary point $x \in \partial \Omega$ with infinite multiplicity: The set of preimages $\pi^{-1}(x)$ is infinite.

All of these are pathologies that we do not want to consider for our smooth domains. We will therefore make the general assumption that $\Omega^*$ is compact. This does not yet imply that all boundary points are of finite multiplicity, but as soon as some regularity assumption is added, finite multiplicity will follow.

The definition of smoothness that we shall adopt basically states that $\Omega^*$ is a smooth manifold with boundary.

**Definition 2.8.2** We say that the subdomain $\Omega$ of the smooth manifold $M$ is **smooth in the extended sense** if $\Omega^*$ is compact and for any point $x_0$ in the unfolded boundary $\partial, \Omega$ there exists, cf. Figure 2.6,

- a neighborhood $U_{x_0}$ of $x_0$ in $\Omega^*$,
- a number $R > 0$ defining the ball $B_R$ centered at 0 with radius $R$, the half-ball $V_R = B_R \cap \{x_n > 0\}$ and $B'_R = \partial V_R \cap \{x_n = 0\}$,
- a “smooth local diffeomorphism” $\phi_{x_0}$ which sends bijectively $U_{x_0}$ onto $V_R \cup B'_R$ and $U_{x_0} \cap \partial \Omega$ onto $B'_R$, and so that $\phi_{x_0}(x_0) = 0$.

Here “smooth” means that all derivatives of the inverse $\phi_{x_0}^{-1}$ have continuous extensions from the open set $V_R$ to $V_R \cup B'_R$, and “local diffeomorphism” means that the Jacobian matrix $\nabla \phi_{x_0}^{-1}(\hat{x})$ is invertible for any point $\hat{x} \in V_R \cup B'_R$.

- If moreover $\phi_{x_0}^{-1}$ can be chosen analytic on $V_R \cup B'_R$ for all $x_0 \in \partial, \Omega$, we speak of analytic regularity of $\Omega$. Note that in this situation, the neighborhood $U_{x_0} \cap \partial, \Omega$ of $x_0$ in the unfolded boundary is an analytic submanifold of $\mathbb{R}^n$ or $M$. 


Note that prior to this definition, the completion $\Omega^*$ did not have a differentiable structure, only its interior $\Omega$ did. This is the reason why we have to use the inverse diffeomorphism in Definition 2.8.2, because $\phi_{x_0}^{-1}$ is defined on the set $V_R \cup B'_R$ which does have a differentiable structure.

This notion of smoothness still allows examples of domains that have an infinite number of isolated multiple points on the boundary, in addition to whole subcurves of the boundary consisting of multiple points (see Figure 2.5(b)). In the smooth case, however, the multiplicity of a point on the boundary is at most two. This can be seen as follows:

Suppose that $x_j, j = 1, 2, 3$, are distinct points in $\pi^{-1}(x)$. Let $\rho_0$ be their minimal mutual geodesic distance. Then using the local diffeomorphisms $\phi_{x_j}$ with the half-balls $V_{R_j}$ and choosing some $\rho$ such that

$$0 < \rho < \min\{\rho_0/2, R_1, R_2, R_3\},$$

we obtain that the three open sets $\phi_{x_j}^{-1}(V_\rho)$ of $\mathbb{R}^n$ (or $M$) are disjoint, they have a common boundary point $x$, and each one has smooth boundary in the neighborhood of $x$. This is clearly impossible.

For our extended smooth domains, all the elliptic regularity results shown in this chapter remain valid. One can see this on one hand by revisiting the techniques used in the proofs, and noticing in particular that our definition of Sobolev spaces on general domains in Chapter 1 was already given in an intrinsic way well adapted to the definition of the class of extended smooth domains. See in particular the definition (1.5) of fractional Sobolev-Slobodeckii norms. Thus tools like trace theorems and trace liftings will be available in an obvious way.

On the other hand, a more global argument can be made that uses the fact that our domains that are smooth in the extended sense can also be considered as domains that are smooth in the standard sense if one embeds them into a larger manifold. One can construct the double $\hat{\Omega}$ of the manifold with boundary $\overline{\Omega}$ and give it the structure of a smooth or analytic manifold (see for example [94, §5.12] for a presentation of the boundaryless double of a manifold with boundary). Then $\hat{\Omega}$ is a smooth compact manifold without boundary, $\Omega$ is a smooth subdomain whose closure in $\hat{\Omega}$ is $\overline{\Omega}^*$ and whose boundary is the unfolded boundary $\partial^* \Omega$. This implies immediately the validity of the regularity results of this chapter.

The problem with the abstract point of view needed for this global argument is that it implies the construction of another manifold, even if the original domain was a subdomain of $\mathbb{R}^n$ or of a standard manifold like $S^{n-1}$. It is in particular this latter situation that will be considered later on in Part II where smooth domains $G$ in $S^{n-1}$ will appear as bases of smooth cones. It is then preferable, as we are proposing here, to stay inside the sphere $S^{n-1}$ and simply introduce a generalized notion of boundary in the form of the unfolded boundary $\partial^* G$, instead of introducing an abstract manifold providing a double cover of some parts of $S^{n-1}$.

In any case, with the definition of the differentiable structure on the manifold $\overline{\Omega}^*$, it is now clear what the space $C^\infty(\Omega^*)$ of smooth functions on $\overline{\Omega}^*$ means. Let us end
this discussion with the remark that the Sobolev imbedding theorem implies that with our
definition of the Sobolev spaces, for any domain $\Omega$ smooth in the extended sense there
holds
\[\mathcal{C}^\infty(\overline{\Omega}^*) = H^\infty(\Omega) = \bigcap_{m \geq 0} H^m(\Omega).\] (2.74)
Chapter 3

Variational formulations

Introduction

Many stationary or periodic physical systems can be modeled by elliptic equations in variational form. Such a form provides a unique solution to the problem, in general, and, consequently, a natural way of discretizing these equations by a Galerkin formulation, too. Variational forms are defined on variational spaces which, in the situation of second order equations, are subspaces of $H^1(\Omega)$. Boundary conditions arise from two sources: The definition of the variational space may contain boundary conditions (“essential boundary conditions”), and further conditions may appear from integration by parts (“natural boundary conditions”).

Under a simple condition on the variational form (the coercivity) the set of these boundary conditions is complementing the equations inside the domain. In this chapter, we recall these notions and link them to the interior estimates and estimates up to the boundary which are proved in the previous chapter. The main issue is how to go from the variational regularity, which is simply $H^1$, to the basic local $H^2$ regularity which is the starting point of our analysis in Chapters 1 and 2. For the same reason (the discrepancy between standard basic regularity and variational regularity) the results of [4, 5] cannot be applied to variational solutions right away.

Plan of Chapter 3

§ 1 Sesquilinear forms and variational spaces, essential and natural boundary conditions.
§ 2 Coercivity and strong coercivity. Ellipticity and covering condition for boundary value problems issued from a coercive variational formulation.
§ 3 Solvability of coercive variational problems.
§ 4 Regularity of variational solutions: The $H^2$ regularity for $L^2$ interior right hand side allows to deduce from Chapter 2 higher Sobolev and analytic regularity for
solutions of coercive variational problems with sufficiently smooth data. Lower Sobolev regularity ($H^s$ with $1 < s < 2$) is proved for less regular data.

§ 5 Extension to Robin type boundary conditions.

**Essentials**

The boundary value problems which were considered in Chapter 2 are determined by the data of an interior system $L$ inside the domain and operators $(T, D)$ on its boundary. The variational problems which we consider now are a subset of these problems: They are determined by

- an integro-differential *sesquilinear form* $a$ of order 1 with smooth coefficients

$$a(u, v) = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{|\alpha| \leq 1} \sum_{|\gamma| \leq 1} \int_{\Omega} a_{ij}^{\alpha\gamma}(x) \partial_\alpha^\gamma u_j(x) \partial_\alpha^\gamma v_i(x) \, dx,$$  

(3.a)

defined for $u$ and $v$ in $H^1(\Omega) = H^1(\Omega)^N$,

- a subspace $V$ of $H^1(\Omega)$ determined by *essential boundary conditions*

$$V = \{ u \in H^1(\Omega) : \Pi^D \gamma_0 u = 0 \text{ on } \partial\Omega \},$$  

(3.b)

where $\Pi^D$ is a smooth field of orthogonal projection operators $\mathbb{C}^N \to \mathbb{C}^N$.

For a right hand side $q$ given in the dual space $V'$ of $V$, we denote by $\langle q, v \rangle_{\Pi}$ the extension of the duality pairing $(q, v) \mapsto \int_{\Omega} q \cdot v \, dx$ of $L^2(\Omega) \times L^2(\Omega)$ to $V' \times V$. The associated variational problem is written as

$$\text{Find } u \in V \text{ such that } \forall v \in V, \quad a(u, v) = \langle q, v \rangle_{\Pi}.$$  

(3.c)

From the determination of $a$ and $V$, we deduce the following expressions for interior and boundary operators

- the interior operator

$$L = (L_{ij})_{1 \leq i, j \leq N} \quad \text{with} \quad L_{ij} = \sum_{|\alpha| \leq 1} \sum_{|\gamma| \leq 1} (-1)^{|\gamma|} \partial_\gamma^\alpha a_{ij}^{\alpha\gamma}(x) \partial_\alpha^\gamma, \quad x \in \overline{\Omega}.$$  

(3.d)

- the operators on the boundary

$$Du = \Pi^D \gamma_0 u \quad \text{and} \quad Tu = \Pi^T B u.$$  

(3.e)

with the trace operator $\gamma_0$, the complementing projector

$$\Pi^T = I - \Pi^D,$$  

(3.f)
and the associate $N \times N$ conormal system at the boundary, $B$,

$$B = (B_{ij})_{1 \leq i,j \leq N} \quad \text{with} \quad B_{ij} = \sum_{|\alpha| \leq 1} \sum_{|\gamma| = 1} n^\gamma(x) a^{\alpha\gamma}_{ij}(x) \partial_x^\alpha, \quad x \in \partial \Omega. \quad (3.g)$$

Here for any multiindex $\gamma = (\gamma_1, \ldots, \gamma_n)$ of length 1, $n^\gamma(x)$ is the component $\ell = \ell(\gamma)$ of the unit outward normal $n(x)$ to $\partial \Omega$ at the point $x$, where $\ell$ is the unique index such that $\gamma_\ell = 1$.

The operators $(T, D)$ enter our general framework in Chapter 2, see (2.i): Here the super-dimensions $\hat{N}_0$ and $\hat{N}_1$ are both set to $N$, $\hat{D} = I$, $\Pi^T$ is defined by (3.f) and $\hat{T} = B$.

The relation with the general boundary value problems considered in the previous chapter is given in the following lemma.

**Lemma 3.A** In the framework above, let $f$ be given in $L^2(\Omega)$ and $g = (g_1, \ldots, g_N)$ be given in $H^{-\frac{1}{2}}(\partial \Omega)$. Let $\langle f, v \rangle_\Omega$ denote the hermitian product in $L^2(\Omega)$ and $\langle g, w \rangle_{\partial \Omega}$ the duality pairing in $H^{-\frac{1}{2}}(\partial \Omega) \times H^{\frac{1}{2}}(\partial \Omega)$. The expression

$$\langle q, v \rangle_\Omega = \langle f, v \rangle_\Omega + \langle g, \Pi^T \gamma_0 v \rangle_{\partial \Omega}, \quad \forall v \in V, \quad (3.h)$$

defines an element $q$ of $V'$. If $u$ is a solution of the variational problem (3.c), then $u$ solves the boundary value problem

$$\begin{cases}
Lu = f & \text{in} \ \Omega, \\
\Pi^T Bu = \Pi^T g & \text{on} \ \partial \Omega, \\
\Pi^D \gamma_0 u = 0 & \text{on} \ \partial \Omega.
\end{cases} \quad (3.i)$$

As particular cases we have

- the Dirichlet problem when $\Pi^D = I$ (thus $\Pi^T = 0$ and $V = H^1_0(\Omega)$);
- the Neumann problem when $\Pi^D = 0$ (thus $\Pi^T = I$ and $V = H^1(\Omega)$).

More generally, the boundary conditions $\Pi^D \gamma_0 u = 0$ and $\Pi^T Bu = \Pi^T g$ are called essential and natural boundary conditions, respectively.

The form $a$ is said coercive on $V$ if there exist positive constants $c$ and $C$ such that

$$\forall u \in V, \quad \text{Re} \ a(u, u) \geq c\|u\|^2_{1; \Omega} - C\|u\|^2_{0; \Omega}. \quad (3.j)$$

The form $a$ is said strongly coercive if $C$ can be set to 0 in (3.j).

If $a$ is coercive on $V$, then problem (3.c) is solvable by the Fredholm alternative. The connection with elliptic boundary value problem is simple to state (cf. Theorem 3.2.6):

**Theorem 3.B** If $a$ is $V$-coercive, the system $L$ (3.d) is elliptic and is covered by the system of boundary operators $(T, D)$ determined by (3.e)–(3.g).
In order to bridge the $H^1$ variational regularity with the basic $H^2$ regularity required as an assumption in Theorem 2.D, we prove the following theorem (cf. Theorem 3.4.1)

**Theorem 3.C** Let $\Omega$ be a smooth bounded domain and $a$ be a coercive form on $V$ with coefficients in $C^1(\overline{\Omega})$. Let $u \in V$ be a solution of problem (3.c) for a right hand side $q$ defined by (3.h) with $f \in L^2(\Omega)$ and $g \in H^1/2(\partial\Omega)$. Then $u$ belongs to $H^2(\Omega)$ with the estimate

$$
\|u\|_{2;\Omega} \leq C\left(\|f\|_{0;\Omega} + \|g\|_{1/2;\partial\Omega} + \|u\|_{1;\Omega}\right).
$$

(3.k)

Therefore, solutions of a coercive variational problem satisfy the same local and global regularity properties than $H^2$ solutions of elliptic second order systems with covering boundary conditions. In particular, if $\Omega$ has an analytic boundary, the form $a$ and the projection operators $\Pi^D$ have analytic coefficients, then any variational solution $u$ of problem (3.c) for a right hand side defined by (3.h) with $f \in A(\Omega)$ and $g \in A(\partial\Omega)$, belongs to $A(\Omega)$.

The question of lower regularity of variational solutions (in $H^s$ for $1 < s < 2$) makes sense. For this, we introduce a couple of notations: For any $s > 1/2$, let $H^s_V(\Omega)$ denote the space

$$
H^s_V(\Omega) = \{u \in H^s(\Omega), \Pi^D\gamma_0 u = 0 \text{ on } \partial\Omega\},
$$

(3.1)

and for $s \geq 1$, $s \neq 3/2$, we define $RH^s_V(\Omega)$ differently depending on whether $s < 3/2$ or not:

- If $s \in [1, 3/2)$, $RH^s_V(\Omega)$ is the dual space of $H^{2-s}_V(\Omega)$.
- If $s > 3/2$, $RH^s_V(\Omega)$ is the space of $q \in V'$ for which there exists a couple $(f, g) \in H^{s-2}(\Omega) \times \prod_{s \in \mathbb{R}} \prod_{s} H^{s-1/2}(\partial\Omega)^N$ such that the representation (3.3) holds (with obvious extensions of the duality pairings $\langle \cdot, \cdot \rangle_\Omega$ and $\langle \cdot, \cdot \rangle_{\partial\Omega}$).

We note that the operator $u \mapsto (v \mapsto a(u, v))$ is continuous from $H^s_V(\Omega)$ into $RH^s_V(\Omega)$ for all $s \geq 1$, with $s \neq 3/2$. The elliptic shift result for $1 < s < 2$ takes the form (see Theorem 3.4.5):

**Theorem 3.D** Let $\Omega$ be a smooth bounded domain and $a$ be a coercive form on $V$ with coefficients in $C^1(\overline{\Omega})$. Let $s \in (1, 2)$, $s \neq 3/2$. Let $u \in V$ be a solution of problem (3.c) for a right hand side $q \in RH^s_V(\Omega)$, then $u$ belongs to $H^s(\Omega)$ with the estimate

$$
\|u\|_{s;\Omega} \leq c\left(\|q\|_{RH^s_V(\Omega)} + \|u\|_{1;\Omega}\right).
$$

(3.m)

The main results of this chapter can be extended to variational problems based on more general sesquilinear form $\tilde{a}$ containing a lower order term on the boundary

$$
\tilde{a}(u, v) = a(u, v) + \int_{\partial\Omega} (\mathbf{Z}\gamma_0 u) \cdot \gamma_0 \mathbf{v} \, d\sigma,
$$

(3.n)
with a sesquilinear form \( a \) given by (3.a) and a smooth function \( Z \) defined on \( \partial \Omega \) with values in \( N \times N \) matrices. The new variational problem is

\[
\text{Find } u \in V \text{ such that } \forall v \in V, \quad \tilde{a}(u, v) = \langle q, v \rangle_{\Omega}.
\]

(3.o)

With a variational space \( V \) given by (3.b), we have the equivalence (Lemma 3.5.1)

\[ \tilde{a} \text{ coercive on } V \iff a \text{ coercive on } V. \]

If \( q \) has the representation (3.h), then solutions \( u \) of problem (3.o) are solutions of the elliptic boundary value problem (of Robin type)

\[
\begin{cases}
Lu = f & \text{in } \Omega, \\
\Pi^T Bu + \Pi^T Z\gamma_0 u = \Pi^T g & \text{on } \partial\Omega, \\
\Pi^D \gamma_0 u = 0 & \text{on } \partial\Omega.
\end{cases}
\]

(3.p)

Since problem (3.p) is a lower order perturbation of (3.i), we can easily show that all regularity results proved for solutions of problem (3.c) still hold for solutions of (3.o).

### 3.1 Variational spaces and forms

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) (or in a smooth manifold of dimension \( n \)). Whereas a big part of the material presented in this chapter is valid under rather weak smoothness assumptions, we will leave the discussion of some classes of non-smooth domains to later chapters and assume here that the boundary \( \partial \Omega \) is smooth.

#### 3.1.a Sesquilinear forms

Let \( N \geq 1 \) be the dimension of the system. We consider a sesquilinear form \( a \) of order 1 defined for \( u \) and \( v \) in \( H^1(\Omega)^N = H^1(\Omega) \) by

\[
a(u, v) = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{|\alpha| \leq 1, |\gamma| \leq 1} \int_{\Omega} a^{\alpha\gamma}_{ij}(x) \frac{\partial^\alpha u_i(x)}{\partial x^\alpha} \frac{\partial^\gamma v_j(x)}{\partial x^\gamma} \, dx,
\]

(3.1)

with complex valued coefficients \( a^{\alpha\gamma}_{ij} \), smooth up to the boundary of \( \Omega \). As soon as the coefficients are bounded on \( \Omega \), the form \( a \) is continuous over \( H^1(\Omega) \):

\[
|a(u, v)| \leq C \|u\|_{1; \Omega} \|v\|_{1; \Omega}.
\]

(3.2)

The second order \( N \times N \) system \( L \) associated with \( a \) is obtained by integration by part against any test function \( v \) in \( C^\infty_0(\Omega)^N \):

\[
L = (L_{ij})_{1 \leq i, j \leq N} \quad \text{with} \quad L_{ij} = \sum_{|\alpha| \leq 1, |\gamma| \leq 1} (-1)^{|\gamma|} \frac{\partial^\gamma a^{\alpha\gamma}_{ij}(x)}{\partial x^\gamma} \frac{\partial^\alpha}{\partial x^\alpha}, \quad x \in \overline{\Omega}.
\]

(3.3)
Here \( \partial_x^\alpha a^\gamma_{ij} \partial_x^\mu \) is the second order operator \( u \mapsto \partial_x^\alpha (a^\gamma_{ij}(x) \partial_x^\mu u) \). The system \( L \) has smooth coefficients and there holds

\[
a(u, v) = \langle Lu, v \rangle_\Omega, \quad \forall u \in H^1(\Omega), \, v \in H^1_0(\Omega).
\]

(3.4)

Here \( \langle , \rangle_\Omega \) is the duality pairing between \( H^{-1}(\Omega) \) and \( H^1_0(\Omega) \).

For any multiindex \( \gamma = (\gamma_1, \ldots, \gamma_n) \) of length 1 there exists \( \ell \) such that \( \gamma_k = \delta_{k\ell} \); then we define \( n^\gamma(x) \) as the component \( \ell \) of the unit outward normal \( n(x) \) to \( \partial \Omega \) at the point \( x \). The associate \( N \times N \) conormal system at the boundary \( B \), is defined as

\[
B = (B_{ij})_{1\leq i,j \leq N} \quad \text{with} \quad B_{ij} = \sum_{|\alpha| \leq 1} \sum_{|\gamma| = 1} n^\gamma(x) a^\gamma_{ij}(x) \partial_x^\alpha, \quad x \in \partial \Omega.
\]

(3.5)

Integrating by parts for \( u \in H^2(\Omega) \) and \( v \in H^1(\Omega) \), we find

\[
a(u, v) = \int_{\Omega} Lu \cdot \overline{v} \, dx + \int_{\partial \Omega} B u \cdot \overline{v} \, d\sigma.
\]

(3.6)

Let \( H^1(\Omega; L) \) denote the maximal domain of \( L \)

\[
H^1(\Omega; L) = \{ u \in H^1(\Omega) : Lu \in L^2(\Omega) \}.
\]

(3.7)

Formula (3.6) allows to extend the continuous mapping:

\[
H^2(\Omega) \ni u \longmapsto Bu \in H^{\frac{1}{2}}(\partial \Omega)
\]

to a continuous mapping

\[
B : H^1(\Omega; L) \longrightarrow H^{-\frac{1}{2}}(\partial \Omega).
\]

(3.8)

Here \( H^{-\frac{1}{2}}(\partial \Omega) \) is the dual space of \( H^{\frac{1}{2}}(\partial \Omega) \). We denote by \( \langle , \rangle_{\partial \Omega} \) their duality pairing.

The continuity (3.8) is easily seen as follows: Let \( \gamma_0^\gamma : H^{\frac{1}{2}}(\partial \Omega) \to H^1(\Omega) \) be a continuous right inverse (“lifting”) of the trace mapping \( \gamma_0 \). Then we can write (3.6) as

\[
\langle Bu, g \rangle_{\partial \Omega} = a(u, \gamma_0 g) - \int_{\Omega} Lu \cdot \overline{\gamma_0 g} \, dx
\]

and we see that the right hand side defines a continuous sesquilinear form on \( H^1(\Omega; L) \times H^{\frac{1}{2}}(\partial \Omega) \). Thus we obtain

\[
a(u, v) = \int_{\Omega} Lu \cdot \overline{v} \, dx + \langle Bu, \gamma_0 v \rangle_{\partial \Omega}, \quad \forall u \in H^1(\Omega; L), \, v \in H^1(\Omega).
\]

(3.9)

**Definition 3.1.1** Let \( a \) be a sesquilinear form of order 1 according to (3.1).

(i) A *variational space* \( V = V(\Omega) \) is a closed subspace of \( H^1(\Omega) \) which contains \( H^1_0(\Omega) \).
(ii) The variational problem associated with the sesquilinear form \( a \) and the space \( V \) is formulated as

\[
\text{Find } u \in V \text{ such that } \forall v \in V, \quad a(u, v) = \langle q, v \rangle_{\Omega},
\]

for \( q \) given in the dual space \( V' \) of \( V \). Here \( \langle q, v \rangle_{\Omega} \) denotes the extension of the duality pairing \( \langle q, v \rangle \mapsto \int_{\Omega} q \cdot v \, dx \) of \( L^{2}(\Omega) \times L^{2}(\Omega) \) to \( V' \times V \).

(iii) For \( V = H_{0}^{1}(\Omega) \), (3.10) defines the Dirichlet problem for the system \( L \).

(iv) For \( V = H_{1}^{1}(\Omega) \), (3.10) defines the Neumann problem associated with the system \( L \) by the sesquilinear form \( a \).

We have the classical distributional expressions of Dirichlet and Neumann problems:

**Lemma 3.1.2** (i) If \( V = H_{0}^{1}(\Omega) \), for any \( q \in H^{-1}(\Omega) \) the problem (3.10) can be written as

\[
\begin{aligned}
    L u &= q \quad \text{in } \Omega \\
    u &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]

(ii) If \( V = H_{1}^{1}(\Omega) \), for a right hand side \( q \) given by the \( L^{2} \) scalar product against an element \( f \in L^{2}(\Omega) : \langle q, v \rangle_{\Omega} = \int_{\Omega} f \cdot v \), the problem (3.10) can be written as

\[
\begin{aligned}
    L u &= f \quad \text{in } \Omega \\
    B u &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]

**Proof:** (i) is quite obvious: Let \( u \) be a solution of problem (3.10) with \( V = H_{0}^{1}(\Omega) \). The boundary condition \( u = 0 \) is provided by the space \( H_{0}^{1}(\Omega) \), and the equation \( L u = q \) in \( \Omega \) is an equality in \( H^{-1}(\Omega) \) which is a direct consequence of (3.4): There holds

\[ a(u, v) = \langle L u, v \rangle_{\Omega} = \langle q, v \rangle_{\Omega}, \quad \forall v \in H_{0}^{1}(\Omega). \]

(ii) Let \( u \) be a solution of problem (3.10) with \( V = H_{1}^{1}(\Omega) \) with \( q \) given by \( \langle q, v \rangle_{\Omega} = \int_{\Omega} f \cdot v \), with \( f \in L^{2}(\Omega) \). Formulation (3.10) gives, in particular

\[ a(u, v) = \int_{\Omega} f \cdot v, \quad \forall v \in H_{0}^{1}(\Omega). \]

With (3.4), this gives the equality \( L u = f \) in \( L^{2}(\Omega) \). Thus \( u \) belongs to \( H_{1}^{1}(\Omega; L) \) and (3.9) yields with (3.10) that

\[ \int_{\Omega} L u \cdot \bar{v} \, dx + \langle B u, \gamma_{0} v \rangle_{\partial \Omega} = \int_{\Omega} f \cdot \bar{v}, \quad \forall v \in H_{1}^{1}(\Omega). \]

Since \( L u = f \), we simply obtain

\[ \langle B u, \gamma_{0} v \rangle_{\partial \Omega} = 0, \quad \forall v \in H_{1}^{1}(\Omega), \]

which means that \( B u = 0 \) as an element of \( H^{-\frac{1}{2}}(\partial \Omega) \). \( \square \)
Remark 3.1.3 The Dirichlet problem depends on $L$ only and not on the sesquilinear form $a$ such that relation (3.3) holds. In contrast, Neumann conditions depend on $a$ and not only on $L$. We give examples of this in the next chapter, Section 4.8. △

3.1.b Essential and natural boundary conditions

In many applications, the variational space $V$ intermediate between $H^1_0(\Omega)$ and $H^1(\Omega)$ is determined by pointwise restrictions imposed on the boundary traces. Such essential boundary conditions can often be described by the vanishing of some vector components of the trace, or equivalently by the inclusion of the trace in some subspace of $\mathbb{C}^N$, where this subspace can vary from point to point. Typical examples of such conditions are the vanishing of the tangential or of the normal components of a vector field if $N = n$.

From a mathematical point of view, this type of essential boundary conditions could be described by the introduction of some vector bundle on the boundary, the condition being that the trace of the solution is a section of this bundle. In order to make this idea precise, one would have to cope with the fact that the variational solutions in $H^1(\Omega)$ do not have well-defined pointwise traces, so that one would have to study distributional sections of such vector bundles.

We choose to introduce a less abstract, but not less general, variant of this idea, based on the description of the essential boundary conditions by fields of projection operators. This variant turns out to work well with the definition of natural boundary conditions by integration by parts and, most importantly, it will let us subsume the class of our elliptic problems in variational form under the general class of elliptic boundary value problems the regularity of which we studied in Chapters 1 and 2. The only additional (but not really restrictive) requirement that we now make about the projectors is that they have to be orthogonal and, of course, that the first order boundary operators $T$ are defined by the natural boundary conditions corresponding to the essential conditions defined by the zero order boundary operators $D$.

We assume therefore that we are given a smooth mapping $\Pi^D$ from the boundary $\partial \Omega$ to the space of orthogonal projection operators $\mathbb{C}^N \rightarrow \mathbb{C}^N$:

$$\Pi^D : \partial \Omega \ni x \mapsto \Pi^D(x), \quad \Pi^D(x) \circ \Pi^D(x) = \Pi^D(x), \quad \Pi^D(x)^* = \Pi^D(x). \quad (3.13)$$

The rank of the operator $\Pi^D$ may vary with the index $s$ describing the connected components $(\partial_s \Omega)_{s \in S}$ of $\partial \Omega$. We may write $\Pi^D_s$ for the restriction of $\Pi^D$ to $\partial_s \Omega$. In components we have $\Pi^D(x) = (\pi_{ij}(x))_{i,j=1,\ldots,N}$ with smooth ($C^\infty$ or analytic) functions $\pi_{ij}$ on $\partial \Omega$.

We see that the multiplication by $\Pi^D(\cdot)$ defines a projector $\Pi^D : H^s(\partial \Omega) \rightarrow H^s(\partial \Omega)$ for all $s \in \mathbb{R}$ with the orthogonality property

$$\forall \mathbf{G} \in H^{-s}(\partial \Omega), \quad \mathbf{g} \in H^s(\partial \Omega) : \quad \langle \Pi^D \mathbf{G}, \mathbf{g} \rangle_{\partial \Omega} = \langle \mathbf{G}, \Pi^D \mathbf{g} \rangle_{\partial \Omega} = \langle \Pi^D \mathbf{G}, \Pi^D \mathbf{g} \rangle_{\partial \Omega}. \quad (3.14)$$

Therefore, with the complementing projector $\Pi^T := \mathbb{I} - \Pi^D$, we have

$$\langle B \mathbf{u}, \gamma_\Omega \mathbf{v} \rangle_{\partial \Omega} = \langle \Pi^T B \mathbf{u}, \Pi^T \gamma_\Omega \mathbf{v} \rangle_{\partial \Omega} + \langle \Pi^D B \mathbf{u}, \Pi^D \gamma_\Omega \mathbf{v} \rangle_{\partial \Omega}. \quad (3.14)$$
for any \( u \in H^1(\Omega; L) \) and \( v \in H^1(\Omega) \).

**Definition 3.1.4** Let \( \Pi^D \) be a smooth field of orthogonal projection operators \( \mathbb{C}^N \to \mathbb{C}^N \). The associated variational space \( V \) is the subspace of \( H^1(\Omega) \) defined as

\[
V = \{ u \in H^1(\Omega) : \Pi^D \gamma_0 u = 0 \text{ on } \partial \Omega \}.
\]

(3.15)

Note that if \( \Pi^D \equiv I \), the space \( V \) coincides with \( H^1_0(\Omega) \), corresponding to the Dirichlet problem, whereas if \( \Pi^D \equiv 0 \), \( V \) coincides with \( H^1(\Omega) \), defining the Neumann problem. More generally than given in Lemma 3.1.2, the distributional formulation of problem (3.10) writes as follows:

**Lemma 3.1.5** With the variational space (3.15) and \( \Pi^T := I - \Pi^D \), for a right hand side \( q \) given by the \( L^2 \) scalar product against an element \( f \in L^2(\Omega) \), the variational problem (3.10) can be written as:

\[
\begin{cases}
Lu = f & \text{in } \Omega \\
\Pi^T B u = 0 & \text{on } \partial \Omega \\
\Pi^D \gamma_0 u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

(3.16)

**Definition & Notation 3.1.6** The conditions \( \Pi^D \gamma_0 u = 0 \) are called essential boundary conditions whereas the conditions \( \Pi^T B u = 0 \) are called natural boundary conditions. We denote \( D \) and \( T \) the boundary operators

\[
Du = \Pi^D \gamma_0 u \quad \text{and} \quad Tu = \Pi^T Bu.
\]

(3.17)

**Proof of Lemma 3.1.5:** Let \( u \) be a solution of problem (3.10). The interior equation \( Lu = f \) is obtained like in the Neumann case. Combining (3.14) with (3.9), we obtain

\[
a(u, v) = \int_{\Omega} Lu \cdot \bar{v} \, dx + \langle \Pi^T B u, \Pi^T \gamma_0 v \rangle_{\partial \Omega} + \langle \Pi^D B u, \Pi^D \gamma_0 v \rangle_{\partial \Omega}, \quad \forall v \in H^1(\Omega).
\]

Using formulation (3.10) in \( V \), this becomes

\[
\int_{\Omega} Lu \cdot \bar{v} \, dx + \langle \Pi^T B u, \Pi^T \gamma_0 v \rangle_{\partial \Omega} = \int_{\Omega} f \cdot \bar{v}, \quad \forall v \in H^1(\Omega) \text{ such that } \Pi^D v = 0,
\]

and since \( Lu = f \)

\[
\langle \Pi^T B u, \Pi^T \gamma_0 v \rangle_{\partial \Omega} = 0, \quad \forall v \in H^1(\Omega) \text{ such that } \Pi^D \gamma_0 v = 0.
\]

(1)

Let us prove that, in fact, the above equality holds for all \( v \in H^1(\Omega) \). Let \( v \in H^1(\Omega) \), and consider \( g = \Pi^T \gamma_0 v \in H^2(\partial \Omega) \). Let \( v' \in H^1(\Omega) \) be a lifting of the traces \( g \). Thus \( \Pi^D \gamma_0 v' = 0 \) and \( \Pi^T \gamma_0 v' = \Pi^T \gamma_0 v \). Therefore \( \langle \Pi^T B u, \Pi^T \gamma_0 v' \rangle_{\partial \Omega} = 0 \) implies that \( \langle \Pi^T B u, \Pi^T \gamma_0 v \rangle_{\partial \Omega} = 0 \).
Since $\Pi^T$ is a self-adjoint projection operator we deduce

$$\langle \Pi^T Bu, \gamma_0 v \rangle_{\partial \Omega} = 0, \quad \forall v \in H^1(\Omega),$$

which yields that $\Pi^T Bu = 0$ as an element of $H^{-\frac{1}{2}}(\partial \Omega).$ \qed

In components, the boundary conditions in (3.16) read:

$$\begin{cases}
\sum_{j=1}^N (\delta_{ij} - \pi_{ij}(x))(Bu)_j(x) = 0 & i = 1, \ldots, N \\
\sum_{j=1}^N \pi_{ij}(x)u_j(x) = 0 & i = 1, \ldots, N.
\end{cases} \quad (3.18)$$

This boundary system has $2N$ equations, which are not independent, however. It has the form of the general boundary systems considered in Chapter 2 with $\bar{N}_1 = \bar{N}_0 = N$, see Definition 2.2.20. By using a local diagonalization of the projectors as in Subsection 2.2.c and in particular Lemma 2.2.25, we see that they are equivalent to a system of $N$ independent equations like those in Definition 2.2.4. Let us recall this in more detail.

We note that the continuity of $x \mapsto \Pi^D(x)$ implies that the rank of $\Pi^D(x)$ is constant on each connected component $\partial_s \Omega$ of $\partial \Omega$. Therefore for any $x_0 \in \partial \Omega$ there exists a neighborhood $U$ of $x_0$ such that on $U$, we can find smooth bases in $\text{im} \, \Pi^D$ and $\ker \Pi^D$:

There exists $N_0 \in \mathbb{N}$, $N_0 \leq N$ and $d_{ij} \in C^\infty(U)$, $i, j = 1, \ldots, N$ such that the vectors

$$\begin{cases}
\{ (d_{ij}(x))_{j=1,\ldots,N_0} : i = 1, \ldots, N_0 \} & \text{span } \text{im} \, \Pi^D(x) \\
\{ (d_{ij}(x))_{j=1,\ldots,N} : i = N_0 + 1, \ldots, N \} & \text{span } \ker \Pi^D(x) = \text{im} \, \Pi^T.
\end{cases}$$

Then we define

$$t_{ij}(x) = \sum_{k=1}^N d_{N_0+i,k}(x)B_{kj} \quad i = 1, \ldots, N_1 = N - N_0, \quad j = 1, \ldots, N.$$

Thus the boundary system (3.18) becomes, for $x \in \mathcal{U}$, equivalent to

$$\begin{cases}
\sum_{j=1}^N t_{ij}(x)u_j(x) = 0 & i = 1, \ldots, N_1 \\
\sum_{j=1}^N d_{ij}(x)u_j(x) = 0 & i = 1, \ldots, N_0.
\end{cases} \quad (3.19)$$

Thus, locally, we find the standard form of our boundary system (2.16) in Chapter 2.

A typical example which shows that the transformation between (3.18) and (3.19) cannot be done globally on $\partial \Omega$ is the following: Let $\Omega \subset \mathbb{R}^n$ and $N = n$, Let

$$a(u, v) = \sum_{i=1}^n \sum_{j=1}^n \int_\Omega \partial_{x_i} u_j \partial_{x_i} v_j \, dx.$$
With the unit outward normal vector \( n \) and the normal derivative \( \partial_n = n \cdot \nabla \), the standard Green formula is

\[
a(u, v) = \int_\Omega -\Delta u \cdot v \, dx + \int_{\partial\Omega} \partial_n u \cdot \nabla v \, d\sigma.
\]

We define the normal component \( u_n = (u \cdot n) n \) and the tangential component \( u_t = u - u_n \) of a vector \( u \). Now let

\[
V = \{ u \in H^1(\Omega) : u_t = 0 \text{ on } \partial\Omega \}.
\]

This is a natural choice in electrostatics, for example. Then the boundary value problem (3.16) becomes

\[
\begin{cases}
-\Delta u = f & \text{in } \Omega \\
\partial_n u_n = 0 & \text{on } \partial\Omega \\
u_t = 0 & \text{on } \partial\Omega.
\end{cases}
\quad (3.20)
\]

If \( \Omega \) is a ball in \( \mathbb{R}^3 \), then it is well known that one cannot find a basis of the tangent space smoothly on all of \( \partial\Omega \). Therefore one cannot, in general, write the boundary system in (3.20) with only \( N = n \) linearly independent boundary operators with smooth coefficients.

**Remark 3.1.7** \( \ker \Pi^D(\cdot) \) and \( \im \Pi^D(\cdot) \) define vector bundles on \( \partial\Omega \), subbundles of the bundle \( \partial\Omega \times \mathbb{C}^N \). But while the latter is trivial, the former two are only locally trivial, in general.

## 3.2 Coercivity and ellipticity

The solvability of the variational problem (3.10) is ensured by the following classical condition on the sesquilinear form \( a \), in relation with the variational space \( V \):

**Definition 3.2.1** The form \( a \) is said **coercive** on \( V \) (or \( V \)-coercive for short) if there exist positive constants \( c \) and \( C \) such that

\[
\forall u \in V, \quad \Re a(u, u) \geq c\|u\|_{1;\Omega}^2 - C\|u\|_{0;\Omega}^2.
\]

The form \( a \) is said **strongly coercive** if \( C \) can be set to 0 in (3.21).

Before stating in the next section the precise consequences of the \( V \)-coercivity of \( a \) on the solvability of problem (3.10), let us mention several results giving criteria of \( V \)-coercivity.

**Definition 3.2.2** Let \( a \) be a sesquilinear form, as given by formula (3.1).
(i) The form $a$ is said strongly elliptic on $\Omega$ if there exists $c > 0$ such that for all $x \in \Omega$, $\xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n$ and $\eta = (\eta_1, \ldots, \eta_N) \in \mathbb{C}^N$ there holds
\[
\text{Re} \sum_{i=1}^N \sum_{j=1}^N \sum_{|\alpha|=1} |\alpha| \sum_{|\gamma|=1} |\gamma| a_{ij}^{\alpha\gamma}(x) \xi^{\alpha} \eta_j \eta_i \geq c |\xi|^2 \sum_{i=1}^N |\eta_i|^2. \tag{3.22}
\]

(ii) Using the principal symbols $L_{ij}^{pr}(x; \xi)$ of the terms of the associate $N \times N$ system $L$ (3.3), the above condition can be written as
\[
\text{Re} \sum_{i=1}^N \sum_{j=1}^N L_{ij}^{pr}(x; \xi) \eta_j \eta_i \geq c |\xi|^2 \sum_{i=1}^N |\eta_i|^2 \tag{3.23}
\]
and is the definition of the strong ellipticity of the system $L$.

It is clear that condition (3.23) is stronger than the standard ellipticity of the system $L$ which only requires the invertibility of the matrix $(L_{ij}^{pr}(x; \xi))$ for non-zero $\xi$. This condition guarantees that the Gårding inequality (3.21) holds, see [36] or [76, Ch.3, Th.7.3]:

**Lemma 3.2.3** If the sesquilinear form $a$ is strongly elliptic on $\Omega$, then it is coercive on $H_0^1(\Omega)$.

Thus, the strong ellipticity yields the $V$-coercivity for the Dirichlet problem, but does not ensure the coercivity for other boundary conditions. The stronger condition of “formal positivity” given below implies the $V$-coercivity of $a$ on any variational space $V$ contained in $H^1(\Omega)$:

**Definition 3.2.4** The form $a$, given by (3.1), is said formally positive if there exists a constant $c > 0$ such that for all $x \in \Omega$ and $\psi^\alpha_i \in \mathbb{C}$, $i = 1 \ldots, N$, $|\alpha| = 1$, there holds the estimate
\[
\text{Re} \sum_{i=1}^N \sum_{j=1}^N \sum_{|\alpha|=1} |\alpha| \sum_{|\gamma|=1} |\gamma| a_{ij}^{\alpha\gamma}(x) \psi^\alpha_i \psi^\gamma_j \geq c \sum_{i=1}^N \sum_{|\alpha|=1} |\psi^\alpha_i|^2. \tag{3.24}
\]

Taking $\psi^\alpha_i = \xi^\alpha \eta_i$ we see immediately that the formal positivity of $a$ implies its strong ellipticity. There holds, see [76, Ch.3, Th.7.5]:

**Lemma 3.2.5** If the sesquilinear form $a$ is formally positive on $\Omega$, then it is coercive on $H^1(\Omega)$.

In another direction, an important fact is that the $V$-coercivity of $a$ implies the ellipticity of the boundary value problem (3.16):

**Theorem 3.2.6** Let $a$ be a $V$-coercive sesquilinear form with smooth coefficients on $\overline{\Omega}$, with a space $V$ defined by the essential boundary conditions $\Pi^D u = 0$ on $\partial\Omega$, cf. (3.15).
Then the system $A = \{L, T = \Pi^T B, D = \Pi \gamma_0\}$ defining the boundary value problem (3.16), is elliptic on $\Omega$ (cf. Definition 2.2.31).

**Proof:** We have to consider separately interior and boundary points.

**a)** Let $x_0 \in \Omega$. We have to prove that the principal part $L^{pr}(x_0; D_x)$ of $L$ frozen at $x_0$, satisfies

$$L^{pr}(x_0; \xi) \text{ invertible } \forall \xi \neq 0.$$  

By homogeneity it suffices to prove (1) for $|\xi| \text{ large enough}.$

We start with a scaled Poincaré inequality: Let us consider the Poincaré inequality (1.10) for $m = 1$ on the unit ball $B_1$:

$$\|u\|_{0; B_1} \leq c_{1, B_1} \|u\|_{1; \Omega}, \quad \forall u \in H^1_0(B_1).$$

Using the dilation $x \rightarrow R x$ we deduce immediately that there holds on the ball $B_R = B_R(x_0)$ of radius $R$

$$\|u\|_{0; B_R} \leq c_{1, B_1} R \|u\|_{1; B_R}, \quad \forall u \in H^1_0(B_R).$$

Combining this with the coercivity estimate (3.21), we find that

$$\exists R_0 > 0, \exists c_0 > 0, \quad \text{Re } a(u, u) \geq c_0 \|u\|_{1; B_R}^2 \quad \forall R \leq R_0, \forall u \in H^1_0(B_R).$$

Let $a_{x_0}^{pr}$ denote the principal part of the form $a$ frozen in $x_0$:

$$a_{x_0}^{pr}(u, v) = \sum_{i=1}^N \sum_{j=1}^N \sum_{|\alpha|=1} a_{ij}^{\alpha\gamma}(x_0) \partial^\alpha u_i(x) \partial^\gamma \tau_j(x) \, dx.$$  

Using the regularity of the coefficients $a_{ij}^{\alpha\gamma}$, we find that there exists a positive constant $C_1$ such that

$$|a(u, u) - a_{x_0}^{pr}(u, u)| \leq C_1 (R \|u\|_{1; B_R}^2 + \|u\|_{1; B_R} \|u\|_{0; B_R}) \quad \forall u \in H^1_0(B_R).$$

The scaled Poincaré inequality (3.25) then yields another positive constant $C'_1$ such that

$$|a(u, u) - a_{x_0}^{pr}(u, u)| \leq C'_1 R \|u\|_{1; B_R}^2.$$  

Combining with the improved coercivity estimate (2), we find that it is valid for $a_{x_0}^{pr}$:

$$\exists R_1 > 0, \exists c_1 > 0, \quad \text{Re } a_{x_0}^{pr}(u, u) \geq c_1 \|u\|_{1; B_R}^2 \quad \forall R \leq R_1, \forall u \in H^1_0(B_R).$$

Since, now both members are homogeneous with respect to dilation, we deduce that (3) is valid without condition on $R$: In particular

$$\exists c_1 > 0, \quad \text{Re } a_{x_0}^{pr}(u, u) \geq c_1 \|u\|_{1; B_1}^2 \quad \forall u \in H^1_0(B_1).$$
At this point we can note that $c_1$ does not depend on $x_0$. Therefore, by continuity of coefficients, (4) is still valid for $x_0$ in the boundary of $\Omega$.

Let us prove (1) for $|\xi|$ large enough. Let $\psi \in \mathcal{C}_0^\infty(B_1)$, $\psi \equiv 1$ on $B_{1/2}$. We use (4) with the special functions

$$u(x) = \psi(x)e^{ix\cdot\eta}, \quad \eta \in \mathbb{C}^N.$$  

Examining both members of (4), we can prove

$$\text{Re } a_{x_0}^{pr}(u, u) \leq \|\psi\|_{0; B_1}^2 \text{Re } (L^{pr}(x_0; \xi)\eta, \eta) + C_2 |\xi||\eta|^2$$

and

$$|u|_{1; B_1}^2 \geq \|\psi\|_{0; B_1}^2 |\xi|^2|\eta|^2 - c_2 |\xi||\eta|^2,$$

for two positive constants $C_2$ and $c_2$ independent of $\xi$ and $\eta$. Combining (6) and (7) with (4) we find that there exists $\rho > 0$ such that

$$\text{Re } (L^{pr}(x_0; \xi)\eta, \eta) \geq \frac{1}{2} c_1 |\xi|^2|\eta|^2 \quad \forall \xi, |\xi| \geq \rho, \forall \eta \in \mathbb{C}^N.$$

This obviously implies the invertibility of $L^{pr}(x_0; \xi)$. Note that we even prove that $L$ is strongly elliptic, i.e. that (3.23) holds.

**b)** Let $x_0 \in \partial \Omega$. We have two conditions to verify: The ellipticity of the interior operator and the covering condition for the boundary operators. All these conditions have to be checked on the “tangent” operators $L_{x_0}$, $T_{x_0}$ and $D_{x_0}$ introduced in Definition 2.2.30.

As already noticed by virtue of formula (2.25), the ellipticity of $L_{x_0}$ is equivalent to that of $L^{pr}(x_0; D_x)$. Since the strong coercivity estimate (4) also holds for $x_0$ in the boundary of $\Omega$ by continuity, we deduce the ellipticity of $L^{pr}(x_0; D_x)$ by the above arguments in part **a)** of the proof.

In order to check the covering condition, we first notice that the essential boundary condition $\Pi^{D\gamma_0}u = 0$ writes $\pi_{N_0}M(x)u = 0$ in a neighborhood of $x_0$, with the invertible $N \times N$ matrix $M$ appearing in Lemma 2.2.25. Let us smoothly extend the matrix valued function $x \mapsto M(x)$ to a neighborhood of $x_0$ inside $\Omega$, keeping the property of invertibility of $M$. The change of unknown

$$\tilde{u}(\tilde{x}) = M\circ \phi_{x_0}^{-1} \tilde{x}, \quad \tilde{v}(\tilde{x}) = M\circ \phi_{x_0}^{-1} \tilde{x},$$

allows to transform the essential boundary condition $\Pi^{D\gamma_0}u = 0$ into $\pi_{N_0}\gamma_0 \tilde{u} = 0$. Let $\tilde{a}_{x_0}$ be the sesquilinear form defined by the identity

$$\tilde{a}_{x_0}(\tilde{u}, \tilde{v}) = a(u, v).$$

The coercivity of $a$ on $V$ implies the coercivity of $\tilde{a}_{x_0}$ on $V(V_R)$ (see Definition 2.2.17 for
Let \( \bar{a} \) be the principal part of \( a_0 \) frozen at \( 0 \). Like in the step a) of the proof, we can deduce from the coercivity of \( \bar{a}_0 \) on \( V(V_R) \) that there exists a positive constant \( c_1 \) such that
\[
\text{Re} \: \bar{a}_0^{pr}(u, u) \geq c_1|u|^2_{1;V_R} \quad \forall u \in V(V_R),
\]
compare with (3). By the same argument of homogeneity we obtain that (9) is still valid for any value of \( R > 0 \). We deduce that \( \bar{a}_0 \) still satisfies a coercivity inequality like (9) on the half-cylinder \( \Sigma_+ := B'_1 \times \mathbb{R}_+ \):
\[
\text{Re} \: \bar{a}_0^{pr}(u, u) \geq c_1|u|^2_{1;\Sigma_+} \quad \forall u \in V(\Sigma_+),
\]
with the space \( V(\Sigma_+) \) of functions \( u \in H^1(\Sigma_+) \) satisfying the boundary conditions
\[
\pi_{N_0} u = 0 \text{ on } B'_1 \quad \text{and} \quad u = 0 \text{ on } \partial B'_1 \times \mathbb{R}_+.\]

We can check that the interior and boundary operators associated with the principal part \( \bar{a}_0^{pr} \) frozen at \( 0 \), are simply \( \mathcal{L}_{\alpha_0} \circ M(x_0)^{-1} \), \( \mathcal{T}_{\alpha_0} \circ M(x_0)^{-1} \) and \( \mathcal{D}_{\alpha_0} \circ M(x_0)^{-1} \).

As a result, we have reduced our problem to the homogeneous case with constant coefficients on the half-cylinder \( \Sigma_+ \), and we have to check the covering condition at \( 0 \). Thus we can rename \( \bar{a}_0^{pr} \) with \( a_0 \) \( \mathcal{L}_{\alpha_0} \circ M(x_0)^{-1} \), \( \mathcal{T}_{\alpha_0} \circ M(x_0)^{-1} \) and \( \mathcal{D}_{\alpha_0} \circ M(x_0)^{-1} \), with \( L, T \) and \( D \), respectively.

Let \( \xi' \in \mathbb{R}^{n-1} \) be different from zero. According to Definition 2.2.6, we have to prove that the boundary operator \((T, D)(\xi', D_t)\) induces an isomorphism from \( \mathcal{M}_+[L; \xi'] \) onto \( \mathbb{C}^N \).

By homogeneity, it suffices to prove this for \( |\xi'| = 1 \). So, let us pick up \( \xi' \) in the unit sphere \( S^{n-2} \), and let us prove that \((T, D)(\xi', D_t)\) is injective over \( \mathcal{M}_+[L; \xi'] \).

Let \( s \mapsto U(s) \) belong to the kernel of \((T, D)(\xi', D_s)\) in \( \mathcal{M}_+[L; \xi'] \). Then for any \( \rho \geq 1 \), the function \( U_\rho : t \mapsto U(\rho t) \) belongs to the kernel of \((T, D)(\rho \xi', D_t)\) in \( \mathcal{M}_+[L; \rho \xi'] \). We set, with a cut-off function \( \psi \in C_0^\infty(B'_1) \) such that \( \psi \equiv 1 \) in \( B'_{1/2} \), cf. (5):
\[
u(x) = \psi(x') e^{i\xi' \cdot x} U(\rho t), \quad x = (x', t).
\]

Since \( DU = 0 \) on \( t = 0 \), the same holds for \( u \) on \( B'_1 \). Therefore estimate (10) holds for \( u \), which we write
\[
\text{Re} \: a(u, u) \geq c_1|u|^2_{1;\Sigma_+}.
\]

Like in (7), we find
\[
|u|^2_{1;\Sigma_+} \geq |\psi|^2_{0;B'_1} (\rho^2 |U_\rho|^2_{l+} + |U'_\rho|^2_{l+}) - c_2 \rho |U_\rho|^2_{l+},
\]
where \( \mathbf{U}_\rho' = D_x \mathbf{U}_\rho = \rho (D_x \mathbf{U})_\rho \). Since \( \mathbf{U} \) belongs to \( \mathcal{M}_+ [L; \xi'] \), there holds \( L (e^{i \rho' \xi} \mathbf{U}_\rho) = 0 \), and we find that
\[
\| L \mathbf{u} \|_{\Sigma +} \leq C_2 (\rho \| \mathbf{U}_\rho \|_{\mathbb{R}^+} + \| \mathbf{U}_\rho' \|_{\mathbb{R}^+}).
\]
Since \( T (\xi, D_x) \mathbf{U} = 0 \) on \( t = 0 \), there holds \( T (e^{i \rho' \xi} \mathbf{U}_\rho) = 0 \) on \( B_1' \). Integrating by parts we find finally that, cf. (6)
\[
(13) \quad \Re \mathbf{a} (\mathbf{u}, \mathbf{u}) \leq C_3 \left\{ \rho \| \mathbf{U}_\rho \|_{\mathbb{R}^+}^2 + \| \mathbf{U}_\rho' \|_{\mathbb{R}^+} \| \mathbf{U}_\rho \|_{\mathbb{R}^+} + \| \mathbf{U}_\rho (0) \|_{\mathbb{R}^+}^2 \right\}.
\]
For the term \( | \mathbf{U}_\rho (0) |^2 \) we use a Gagliardo-Nirenberg type estimate:
\[
(14) \quad | \mathbf{U}_\rho (0) |^2 = - \int_0^\infty D_t | \mathbf{U}_\rho |^2 (t) \, dt = - 2 \Re \int_0^\infty \mathbf{U}_\rho (t) \mathbf{U}_\rho' (t) \, dt \leq 2 \| \mathbf{U}_\rho \|_{\mathbb{R}^+} \| \mathbf{U}_\rho' \|_{\mathbb{R}^+}.
\]
Putting (11)–(14) together, we obtain
\[
(15) \quad \| \psi \|_{0, B_1'}^2 \left( \rho^2 \| \mathbf{U}_\rho \|_{\mathbb{R}^+}^2 + \| \mathbf{U}_\rho' \|_{\mathbb{R}^+}^2 \right) \leq C_4 \left\{ \rho \| \mathbf{U}_\rho \|_{\mathbb{R}^+}^2 + \| \mathbf{U}_\rho' \|_{\mathbb{R}^+} \| \mathbf{U}_\rho \|_{\mathbb{R}^+} \right\}
\]
Coming back to \( \mathbf{U} \), we immediately deduce from (15)
\[
\rho \| \psi \|_{0, B_1'}^2 \left( \| \mathbf{U} \|_{\mathbb{R}^+}^2 + \| \mathbf{U}' \|_{\mathbb{R}^+}^2 \right) \leq C_4 \left( \| \mathbf{U} \|_{\mathbb{R}^+}^2 + \| \mathbf{U}' \|_{\mathbb{R}^+} \| \mathbf{U} \|_{\mathbb{R}^+} \right)
\leq C'_4 \left( \| \mathbf{U} \|_{\mathbb{R}^+}^2 + \| \mathbf{U}' \|_{\mathbb{R}^+}^2 \right).
\]
Since this is true for all \( \rho \geq 1 \), we conclude that \( \mathbf{U} \equiv 0 \).

It remains to prove that the space \( \mathcal{M}_+ [L; \xi'] \) has the dimension \( N \). From the injectivity we deduce that \( \dim \mathcal{M}_+ [L; \xi'] \leq N \). We prove that \( \dim \mathcal{M}_- [L; \xi'] \leq N \) by noticing that the space of conjugates of \( \mathcal{M}_- [L; \xi'] \) is equal to the space \( \mathcal{M}_+ [L; \xi'] \), which is associated with the sesquilinear form \( \mathfrak{R} \), itself coercive. Since
\[
\dim \mathcal{M}_+ [L; \xi'] + \dim \mathcal{M}_- [L; \xi'] = 2 N
\]
we conclude that \( \dim \mathcal{M}_+ [L; \xi'] = \dim \mathcal{M}_- [L; \xi'] = N \).

\[\square\]

**Remark 3.2.7** As a consequence of the above statements, we note that the Dirichlet conditions cover any strongly elliptic operator \( L \). In contrast, Neumann conditions depend on \( a \) and not only on \( L \), and so does the coercivity on \( H^1 (\Omega) \), see Section 4.8 for an example.

\[\triangle\]

### 3.3 Variational problems and solutions

As already mentioned, a variational problem over \( \Omega \) is determined by the datum of a variational form \( a \) and of a variational space \( \mathbf{V} \): Let \( a \) be a variational form according to (3.1) and \( \mathbf{V} \) be a variational space according to (3.15). We recall the associated variational
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problem (3.10), formulated with a right hand side $q$ given in the dual space $V'$:

\[
\text{Find } u \in V \text{ such that } \forall v \in V, \quad a(u, v) = \langle q, v \rangle_{\Omega}.\]

By the Riesz theorem, we can introduce $A$ as the continuous operator from $V$ into $V'$ defined for any $u \in V$ by

\[
\forall v \in V, \quad \langle A u, v \rangle_{\Omega} = a(u, v). \tag{3.26}
\]

The function $u$ solves the variational problem (3.10) if and only if $q = A u$. We note that the adjoint $A^*$ of $A$ is also defined from $V$ into $V'$, and satisfies

\[
\forall u \in V, \quad \langle u, A^* v \rangle_{\Omega} = a(u, v).
\]

**Theorem 3.3.1** Let $\Omega$ be a smooth bounded domain. Let $a$ be a coercive sesquilinear form on the space $V$. Then the operator $A$ is Fredholm of index 0 from $V$ into $V'$, i.e., its kernel and cokernel are finite dimensional and have the same dimension. Moreover the condition of solvability of problem (3.10) for a given $q \in V'$ is

\[
\forall v \in \ker A^*, \quad \langle q, v \rangle_{\Omega} = 0. \tag{3.27}
\]

There holds the estimate

\[
\|u\|_{1; \Omega} \leq C (\|q\|_{V'} + \|u\|_{0; \Omega}), \tag{3.28}
\]

with a constant $C$ independent of $u$ and $q$.

**Proof:** Let $\lambda$ be given, $\lambda > C$, with the constant $C$ in the coercivity estimate (3.21). We define the sesquilinear form $a_\lambda$ by

\[
a_\lambda(u, v) = a(u, v) + \lambda \int_{\Omega} u \cdot \bar{v} \, dx.
\]

The operator associated with $a_\lambda$ is $A + \lambda \mathbb{I}$. Since there holds the strong coercivity estimate:

\[
\forall u \in V, \quad \Re a_\lambda(u, u) \geq c\|u\|_{1; \Omega}^2,
\]

as a consequence of the Lax-Milgram lemma, $A + \lambda \mathbb{I}$ is an isomorphism from $V$ onto $V'$. Since the embedding of $V$ into $L^2(\Omega)$ is compact, $A$ is a Fredholm operator and the alternative of Fredholm is true. \qed

**Example 3.3.2** The Dirichlet problems for the Laplace and Lamé operators define invertible operators from $H^1_0(\Omega)$ onto $H^{-1}(\Omega)$. The Neumann problem for the Laplace operator has constant functions $c$ as kernel and cokernel, whereas the Neumann problem for the Lamé system has the space of rigid motions $c + d \times \mathbf{x}$ ($c$, $d$ in $\mathbb{R}^n$) as kernel and cokernel, acting from $H^1(\Omega)$ into $H^1(\Omega)'$. \triangle
We summarize now the results on the interpretation of the variational problem (3.10) as an elliptic boundary value problem. As a consequence of standard distributional arguments, cf. proof of Lemma 3.1.5, and of the extension to $H^1(\Omega; L)$ of the conormal trace $B$, cf. (3.8) we find:

**Lemma 3.3.3** Let $a$ be a bounded sesquilinear form (3.1). Let $\Pi^D$ be a smooth field of orthogonal projection operators $\mathbb{C}^N \to \mathbb{C}^N$, and $\Pi^T = I - \Pi^D$. Let $V$ be the variational space defined by (3.15).

Let $f$ be given in $L^2(\Omega)$ and $g = (g_1, \ldots, g_N)$ be given in $H^\frac{1}{2}(\partial \Omega)$. The expression

$$\langle q, v \rangle_\Omega = \int_\Omega f \cdot \overline{v} \, dx + \langle g, \Pi^T \gamma_0 v \rangle_{\partial \Omega}, \quad \forall v \in H^1(\Omega),$$

defines an element $q$ of $V'$. If $u$ is a solution of the variational problem (3.10), then $u$ solves the boundary value problem

$$\begin{cases} \quad Lu = f & \text{in } \Omega \\ \Pi^T Bu = \Pi^T g & \text{on } \partial \Omega \\ \Pi^D \gamma_0 u = 0 & \text{on } \partial \Omega, \end{cases} \tag{3.29}$$

with the trace operator $\gamma_0$ on $\partial \Omega$ and the conormal system $B$ associated with $a$.

**Remark 3.3.4** If, in addition, we give $h = (h_1, \ldots, h_N)$ in $H^\frac{3}{2}(\partial \Omega)$, and, for a lifting $u_0$ of $h$ in $H^1(\Omega)$, we set the variational problem

$$\text{Find } u_1 \in V \text{ such that } \forall v \in V, \quad a(u_1, v) = \langle q, v \rangle_\Omega - a(u_0, v),$$

then its solutions $u_1$ define solutions $u = u_0 + u_1$ of problem (3.29) with the non-homogeneous essential boundary condition

$$\Pi^D \gamma_0 u = \Pi^D h \quad \text{on } \partial \Omega.$$ 

The right hand side here is of the form (3.30) below if $h \in H^\frac{3}{2}(\partial \Omega)$ and $u_0 \in H^2(\Omega)$. △

### 3.4 Regularity of variational solutions

Our task in this section is to prove that the elliptic regularity results of Chapter 2 extend to variational solutions. We have to take into account that such solutions belong by definition to $H^1$, and not a priori to $H^2$. We have also to consider the possibility of less smooth right hand sides.
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3.4.a \( H^2 \) and Analytic Regularity

If we consider \( u \) solution of problem (3.10) where the right hand side \( q \) is defined by smooth data \( f \) and \( g \), we can see immediately that the gap is the \( H^2 \) regularity of \( u \), which is the ground regularity in Theorems 2.3.2. Therefore we have to prove that if \( f \) belongs to \( L^2 \) and \( g \) to \( H^1 \), then the variational solution is \( H^2 \), which is the object of the next theorem.

**Theorem 3.4.1** Let \( \Omega \) be a smooth bounded domain and \( a \) be a coercive sesquilinear form (3.1) on a subspace \( V \) of \( H^1(\Omega) \) according to Definition 3.1.4. The coefficients of the form \( a \) are assumed to belong to \( C^1(\overline{\Omega}) \). Let \( u \in V \) be a variational solution of problem (3.10) for a right hand side \( q \) defined by

\[
\langle q, v \rangle_{\overline{\Omega}} = \int_{\Omega} f \cdot \bar{v} \, dx + \langle g, \Pi^T_{\gamma_0} v \rangle_{\partial\Omega},
\]

with \( f \) in \( L^2(\Omega) \) and \( g \) in \( H^{1/2}(\partial\Omega) \). Then \( u \) belongs to \( H^2(\Omega) \) with the estimate

\[
\|u\|_{2, \Omega} \leq C \left( \|f\|_{0, \Omega} + \|g\|_{1/2, \partial\Omega} + \|u\|_{1, \Omega} \right).
\]

**Proof:** (i) Localization. Let \( x_0 \in \overline{\Omega} \). Let \( B \) be a ball centered at \( x_0 \) such that \( \overline{B} \subset \Omega \) if \( x_0 \) is inside \( \Omega \), or contained in the domain of a local map of the boundary if \( x_0 \) belongs to \( \partial\Omega \). Let \( B_1 \) and \( B_2 \) be two smaller balls centered in \( x_0 \), with \( \overline{B}_1 \subset B_2 \) and \( \overline{B}_2 \subset B \), and \( \chi \) be a smooth cut-off equal to 1 in \( B_1 \) and 0 outside \( B_2 \). The difference

\[
a(\chi u, v) - \langle \chi q, v \rangle_{\overline{\Omega}}
\]

is a sum of terms of the form

\[
\int_{\Omega} b(x) u_j(x) \partial^\gamma \bar{v}_i(x) \, dx, \quad |\gamma| \leq 1.
\]

If \( |\gamma| = 1 \), integrating by parts, we find that the above expression is equal to

\[
-\int_{\partial\Omega} \partial^\gamma ( bu_j ) \bar{v}_i \, d\sigma + \int_{\partial\Omega} b u_j \bar{v}_i n^\gamma \, d\sigma.
\]

Since \( u \) belongs to \( H^1(\Omega) \), the first part has the form \( \int_{\Omega} f' \cdot \bar{v} \) with \( f' \in L^2(\Omega) \), while the second term can be written in the form \( \int_{\partial\Omega} g' \cdot \bar{v} \) with \( g' \) in \( H^{1/2}(\partial\Omega) \). Moreover, since elements \( v \) of \( V \) satisfy \( \Pi^T v = v \), this boundary integral is equal to \( \langle g', \Pi^T_{\gamma_0} v \rangle_{\partial\Omega} \). As a consequence,

\[
a(\chi u, v) = \langle \chi q, v \rangle_{\overline{\Omega}} + \langle q', v \rangle_{\overline{\Omega}},
\]

with \( q' \) defined like \( q \), cf. (3.30).

(ii) Local maps. Using a local map supported in \( B \) in the case when \( x_0 \) belongs to \( \partial\Omega \), we can assume that \( \Omega \) coincides with the periodic half space \( T^m_+ \) in \( B \). The projection operators
\( \Pi^D \) and \( \Pi^T \) are now defined on \( \partial \mathbb{T}_n^+ \cap B \). We perform a change of trial and test functions so that for all \( x \in \partial \mathbb{T}_n^+ \cap B \), the projection operators are trivialized

\[
\sum_{j=1}^{N_0} u_j(x) e_j \in \text{im}(\Pi^D(x)) \quad \text{and} \quad \sum_{j=N_0}^N u_j(x) e_j \in \text{im}(\Pi^T(x)).
\]

Then, with a new coercive form, still denoted by \( a \), defined on the new variational space

(1) \( V = \{ u \in H^1(\mathcal{B} \cap \mathbb{T}_n^+) : u_1, \ldots, u_{N_0} = 0 \text{ on } \partial \mathbb{T}_n^+ \cap B \text{ and } u = 0 \text{ on } \partial \mathcal{B} \setminus \partial \mathbb{T}_n^+ \} \),

and a new localized solution, still denoted by \( \chi u \), we are in the situation where the Dirichlet conditions are \( u_j = 0 \) for \( j = 1, \ldots, N_0 \). Also, we still denote by \( q \) the corresponding right hand side, which has still the form (3.30), so that

(2) \( a(\chi u, v) = \langle q, v \rangle_{\Omega} \quad \forall v \in V. \)

(iii) Difference quotients. In the case when \( x_0 \in \partial \Omega \), thanks to point (ii) we can consider that \( \Omega \) coincides with a subdomain \( \mathcal{B} \cap \mathbb{T}_n^+ \) of the periodic half-space and that \( \chi u \) is zero outside a smaller subdomain \( \mathcal{B}_2 \cap \mathbb{T}_n^+ \). So we can use the difference quotients \( \Delta h \), with \( |h| < h_0 \) small enough, for \( \ell = 1, \ldots, n-1 \), cf. proof of Lemma 1.3.6 (p. 42). We notice that \( \Delta h (\chi u) \) still belongs to the variational space \( V \) given in (1), and that using (2) we obtain

\[
a(\Delta h (\chi u), v) = \langle \Delta h q, v \rangle_{\Omega} + \langle q h_\ell, v \rangle_{\Omega} \quad \forall v \in V.
\]

Thanks to the \( C^1 \) regularity of the coefficients of \( a \), we can see that \( q h_\ell \) is uniformly bounded in \( V' \) as \( h \) tends to 0:

\[
|\langle q h_\ell, v \rangle_{\Omega}| \leq C \| \chi u \|_{1; \Omega} \| v \|_{1; \Omega}, \quad |h| < h_0.
\]

The representation (3.30) of the right hand side yields that

\[
\langle \Delta h q, v \rangle_{\Omega} = \int_{\Omega} f \cdot \Delta^{-h} v \ dx + \sum_{j=N_0+1}^N \int_{\partial \Omega} g_j \Delta^{-h} \nu_j \ d\sigma.
\]

Since \( \| \Delta^{-h} \|_{0; \Omega} \) and \( \| \Delta^{-h} \nu_j \|_{-1/2; \partial \Omega} \) are uniformly bounded by \( \| v \|_{1; \Omega} \) the right hand sides \( v \mapsto \langle \Delta h q, v \rangle_{\Omega} \) are also uniformly bounded in \( V' \) as \( h \) tends to 0, with the estimates:

\[
\| \Delta h q \|_{V'} \leq C \left( \| f \|_{0; \Omega} + \| g \|_{1/2; \partial \Omega} \right).
\]

Estimate (3.28) then gives

\[
\| \Delta h (\chi u) \|_{1; \Omega} \leq C \left( \| \Delta h q \|_{V'} + \| q h_\ell \|_{V'} + \| \Delta h u \|_{0; \Omega} \right).
\]
In the limit as \( h \to 0 \), we finally find for \( \ell = 1, \ldots, n-1 \):
\[
\| \partial_{\ell}(\chi u) \|_{1;\Omega} \leq C \left( \| f \|_{0;\Omega} + \| g \|_{2;\partial\Omega} + \| u \|_{1;\Omega} \right).
\]

In the situation where \( x_0 \) is inside \( \Omega \), we can use difference quotients in all directions and the proof of local estimates ends here.

(iv) Normal derivatives. Using test functions in \( C^\infty_0(\Omega) \), we find that \( Lu = f \) as distributions in \( \Omega \). The coercivity of \( a \) implies the ellipticity of \( L \). Therefore, in particular, the boundary \( \{ x_n = 0 \} \) is not characteristic for \( L \), i.e. (2.50) and (2.53) hold. Thus we find
\[
\| \partial_{nn}(\chi u) \|_{0;\Omega} \leq C \left( \| f \|_{0;\Omega} + \sum_{\ell=1}^{n-1} \| \partial_{\ell}(\chi u) \|_{1;\Omega} \right).
\]

This ends the proof of the theorem. \( \square \)

Owing to Theorem 3.2.6, we can apply elliptic regularity Theorems 2.3.2 and 2.7.1 to boundary value problems issued from a coercive formulation. Combining them with Theorem 3.4.1 we find optimal regularity results in Sobolev spaces and analytic classes. We state the analytic case first:

**Theorem 3.4.2** Let \( \Omega \) be a bounded domain and \( a \) be a continuous coercive sesquilinear form on the subspace \( V \) of \( H^1(\Omega) \) characterized by the essential boundary conditions
\[
\Pi^D \gamma_0 u = 0 \quad \text{on} \quad \partial \Omega.
\]

Let \( u \in V \) be a variational solution of problem (3.10) for a right hand side \( q \) defined by (3.30) with \( f \in L^2(\Omega) \) and \( g \in H^{1/2}(\partial \Omega) \).

(i) Let two subdomains \( \Omega_1 = U_1 \cap \Omega \) and \( \Omega_2 = U_2 \cap \Omega \) be given with \( U_1 \subset U_2 \). We set \( \Gamma_2 := \overline{\Omega_2} \cap \partial \Omega \) and assume that \( \Gamma_2 \) is analytic, that \( \Pi^D \) is analytic on \( \Gamma_2 \), and that the coefficients of the form \( a \) are analytic up to the boundary of \( \Omega_2 \). If \( f \) belongs to \( A(\Omega_2) \) and \( g \) to \( A(\Gamma_2) \), then \( u \) belongs to \( A(\Omega_1) \) with the estimates for all \( m \in \mathbb{N} \):
\[
\frac{1}{m!} |u|_{m;\Omega_1} \leq A^{m+1} \left( \sum_{\ell=0}^{m-2} \frac{1}{\ell!} \left( \| f \|_{\ell;\Omega_2} + \| g \|_{\ell+1/2;\Gamma_2} \right) + \sum_{\ell=0}^{1} |u|_{\ell;\Omega_2} \right). \quad (3.32)
\]

(ii) We assume that \( \Omega \) is analytic, that the coefficients of the form \( a \) are analytic on \( \overline{\Omega} \) and those of the projection operator \( \Pi^D \) are analytic on \( \partial \Omega \). If \( f \in A(\Omega) \) and \( g \in A(\partial \Omega) \), then \( u \) belongs to \( A(\Omega) \).

**3.4.b Lower Sobolev regularity**

Concerning regularity in the scale of Sobolev spaces, we see that the combination of Theorems 3.2.6 and 3.4.1 with Theorem 2.3.2 and Corollary 2.3.3 gives optimal regularity
for solutions \( u \) of coercive variational problems in Sobolev spaces \( H^s(\Omega) \) for all real exponents \( s \geq 2 \). Nevertheless it can be also of some importance to consider less smooth data \( q \), which would correspond to solutions in \( H^s(\Omega) \) for \( 1 < s < 2 \).

Thus we have to make precise the definition of what we understand for such data:

**Notation 3.4.3** Let \( V \) be a subspace of \( H^1(\Omega) \) characterized by the essential boundary conditions \( \Pi^D \gamma_0 u = 0 \) on \( \partial \Omega \). We define source and target spaces as follows.

(i) For any real number \( s > \frac{1}{2} \), let \( H^s_V(\Omega) \) denote the space

\[
H^s_V(\Omega) = \{ u \in H^s(\Omega), \ \Pi^D \gamma_0 u = 0 \text{ on } \partial \Omega \}. \tag{3.33}
\]

(ii) For a real number \( s \geq 1 \), \( s \neq \frac{3}{2} \), we define \( RH^s_V(\Omega) \) differently depending on whether \( s < \frac{3}{2} \) or not:

* If \( s \in [1, \frac{3}{2}) \), \( RH^s_V(\Omega) \) is the dual space of \( H^{2-s}_V(\Omega) \).

* If \( s > \frac{3}{2} \), \( RH^s_V(\Omega) \) is the space of \( q \in V' \) for which there exists a couple \( (f, g) \in H^{s-2}(\Omega) \times \prod_{s \in \mathbb{Q}} \Pi^T_\gamma H^{s-\frac{3}{2}}(\partial \Omega)^N \) such that

\[
\langle q, v \rangle = \langle f, v \rangle_{\Omega} + \langle g, \Pi^T \gamma \rangle_{\partial \Omega}, \quad \forall v \in V. \tag{3.34}
\]

(iii) If \( V \) is a subdomain of \( \Omega \), we define \( H^s_V(V) \) and \( RH^s_V(V) \) by the same formulas, starting from the convention that on the “side” \( \partial_0 V := \partial V \setminus \partial \Omega \) of \( V \), we impose full Dirichlet boundary conditions \( \Pi^D_{\partial_0} = \mathbb{1}_N \). \( \triangle \)

**Remark 3.4.4** Let \( u \in V \) be solution of problem (3.10).

(i) If \( q \in RH^s_V(\Omega) \) for \( s < \frac{3}{2} \), we define a distribution \( f \in H^{s-2}(\Omega) \) by restricting \( q \) to \( H^{2-s}_V(\Omega) \) which is continuously embedded in \( H^{s-3}_V(\Omega) \), and we find that \( L u = f \). However, the conormal trace \( \Pi^T Bu \) does not make sense in general in this situation.

(ii) In contrast, if we are given a more regular \( f \), namely if \( f \in L^2(\Omega) \), the expression (3.34) makes sense for any element \( g \in \prod_{s \in \mathbb{Q}} \Pi^T_\gamma H^{s-\frac{3}{2}}(\partial \Omega)^N \), for any \( s \in [1, 2] \), and defines an element \( q \) of \( RH^s_V(\Omega) \). In this case, \( u \) solves problem (3.29). \( \triangle \)

We note that the operator \( u \mapsto (v \mapsto a(u, v)) \) is continuous from \( H^s_V(\Omega) \) into \( RH^s_V(\Omega) \) for all \( s \geq 1 \), with \( s \neq \frac{3}{2} \). Conversely, we have the following general shift result.

**Theorem 3.4.5** Let \( \Omega \) be a bounded domain and \( a \) be a continuous coercive sesquilinear form on the subspace \( V \) of \( H^1(\Omega) \) characterized by the essential boundary conditions

\[
\Pi^D \gamma_0 u = 0 \quad \text{on} \quad \partial \Omega.
\]

Let \( u \in V \) be a variational solution of problem (3.10) for a right hand side \( q \in V' \).
(i) Let two subdomains $\Omega_1 = U_1 \cap \Omega$ and $\Omega_2 = U_2 \cap \Omega$ be given with $U_1 \subset U_2$. We set $\Gamma_2 := \overline{\Omega_2} \cap \partial \Omega$. Let $k \geq 2$ be an integer. We assume that $\Gamma_2$ is of class $\mathcal{C}^k$, that the coefficients of the form $a$ are $\mathcal{C}^{k-1}(\overline{\Omega}_2)$ and those of $\Pi^D$ are in $\mathcal{C}^k(\Gamma_2)$.

Let $s \in (1, k], s \neq \frac{3}{2}$, be a real number. If $q$ belongs to $RH_{\Pi}^s(\Omega_2)$, then $u$ belongs to $H^s(\Omega_1)$ with the estimate

$$
\|u\|_{s; \Omega_1} \leq c\left(\|q\|_{RH_{\Pi}^s(\Omega_2)} + \|u\|_{1; \Omega_2}\right).
$$

(ii) If the assumptions of (i) are satisfied on the whole domain $\Omega$ and its boundary $\partial \Omega$, then there holds for all real number $s \in (1, k], s \neq \frac{3}{2}$,

$$
q \in RH_{\Pi}^s(\Omega) \implies u \in H^s(\Omega).
$$

**Proof:** With Theorems 3.2.6, 3.4.1, 2.3.2, and Corollary 2.3.3 at hand, it remains to prove the above statement for $s \in (1, 2)$. We follow the same four steps as in the proof of Theorem 3.4.1. The first two steps (i) and (ii) are the same. Thus we are left with the situation of a compact support solution $u$ of a coercive variational problem on the periodic half-space $\mathbb{T}^n_+$ (or on the periodic space $\mathbb{T}^n$). We use difference quotients, based on the new notations, for $\sigma = s - 1 \in (0, 1)$

$$
\Delta^{h', \sigma} f(x) = \frac{f(x + h') - f(x)}{|h'|^{\sigma + \frac{n}{2}}}, \quad h' \in \mathbb{T}^{n-1},
$$

for the situation of the periodic half-space, and

$$
\Delta^{h, \sigma} f(x) = \frac{f(x + h) - f(x)}{|h|^{\sigma + \frac{n}{2}}}, \quad h \in \mathbb{T}^n,
$$

for the interior case. Obviously from the definitions of the spaces with Sobolev-Slobodeckii norms, there hold the following characterizations: For any $f \in L^2(\mathbb{T}^n_+)$,

$$
f \in H^s(\mathbb{T}^{n-1}_+, L^2(\mathbb{R}^n_+)) \iff h' \mapsto \|\Delta^{h', \sigma} f\|_{0; \mathbb{T}^n_+} \text{ belongs to } L^2(\mathbb{T}^{n-1}_+),
$$

and, for any $f \in L^2(\mathbb{T}^n)$,

$$
f \in H^s(\mathbb{T}^n) \iff h \mapsto \|\Delta^{h, \sigma} f\|_{0; \mathbb{T}^n} \text{ belongs to } L^2(\mathbb{T}^n).
$$

After localization around a boundary point, our variational space takes the form

$$
\mathbf{V} = \{u \in H^1(\mathcal{B} \cap \mathbb{T}^n_+) : u_1, \ldots, u_{N_0} = 0 \text{ on } \partial \mathbb{T}^n_+ \cap \mathcal{B} \text{ and } u = 0 \text{ on } \partial \mathcal{B} \backslash \partial \mathbb{T}^n_+\}
$$

and we can start with the localized solution $\chi u$ of the variational problem

$$
a(\chi u, v) = \langle q, v \rangle_{\Pi} \quad \forall v \in \mathbf{V},
$$

where $q$ belongs to $RH_{\Pi}^{1+\sigma}(\mathcal{B} \cap \mathbb{T}^n_+)$. Now we use the difference quotients $\Delta^{h', \sigma}$, with $|h'| < b_0$ small enough. The term $\Delta^{h', \sigma}(\chi u)$ still belongs to the variational space $\mathbf{V}$ and
solves a variational problem of the form

$$a(\Delta^{h,\sigma}(\chi u),v) = \langle \Delta^{h,\sigma} q, v \rangle + \langle q^{h,\sigma}, v \rangle \quad \forall v \in V.$$ 

The coercivity of $a$ yields the following estimates, with a constant $C$ independent of $h' \in \mathbb{T}^{n-1}$, $|h'| < h_0$:

$$\|\Delta^{h,\sigma}(\chi u)\|_{1;B \cap \mathbb{T}^n_+} \leq C \left( \|\Delta^{h,\sigma} q\|_{V'} + \|q^{h,\sigma}\|_{V'} + \|\Delta^{h,\sigma} u\|_{0;B \cap \mathbb{T}^n_+} \right).$$

We note that

1. The $L^2$ norm of the function $h' \mapsto \|\Delta^{h',\sigma} u\|_{0;B \cap \mathbb{T}^n_+}$ is estimated by $\|u\|_{1;B \cap \mathbb{T}^n_+}$. 
2. The $C^1$ regularity of the coefficients of $a$ yields that the $L^2$ norm of the function $h' \mapsto \|q^{h',\sigma}\|_{V'}$ is estimated by $\|q\|_{V'}$. 
3. The $L^2$ norm of the function $h' \mapsto \|\Delta^{h',\sigma} q\|_{V'}$ is estimated by $\|q\|_{RH^{1+\sigma}(B \cap \mathbb{T}^n_+)}$. 

With estimates (6) and characterization (3), we conclude that all first order derivatives of $\chi u$ belong to $H^\sigma(\mathbb{T}^{n-1}, L^2(\mathbb{R}_+))$. This implies the $H^\sigma$ regularity for tangential first order derivatives of $\chi u$:

$$\forall \alpha \text{ with } |\alpha| = 1 \text{ and } \alpha_n = 0, \quad \partial^\alpha \chi u \in H^\sigma(B \cap \mathbb{T}^n_+).$$

It remains to prove that the normal derivative of $\chi u$ also belongs to $H^\sigma(B \cap \mathbb{T}^n_+)$. For this, we are going to prove that

$$\forall \alpha, |\alpha| = 1, \quad \partial^\alpha \partial_n \chi u \in H^{\sigma-1}(B \cap \mathbb{T}^n_+).$$

From (7), we see that $\partial^\alpha \chi u \in H^{\sigma-1}(B \cap \mathbb{T}^n_+)$ for all $|\alpha| = 2$, except if $\alpha_n = 2$. Now, we end the proof like for Theorem 3.4.1, using the fact that $\partial_{nn} \chi u$ can be obtained as a combination of $L \chi u$, which belongs to $H^{\sigma-1}(B \cap \mathbb{T}^n_+)$ as a consequence of the regularity of $q$, and all other second order derivatives, modulo lower order terms.

As a corollary, we obtain optimal regularity for variational solutions of problem (3.29) if $f \in L^2(\Omega)$ and $g \in H^\sigma$ for all $\sigma \in [-\frac{1}{2}, \frac{1}{2}]$, including $\sigma = 0$:

**Corollary 3.4.6** Let $\Omega$ be a bounded domain of class $C^2$ and $a$ be a continuous coercive sesquilinear form on the subspace $V$ of $H^1(\Omega)$ defined by the essential boundary conditions $\Pi^D u = 0$ on $\partial \Omega$. We assume that the coefficients of $a$ are $C^1(\overline{\Omega})$ and those of $\Pi^D$ are in $C^2(\partial \Omega)$. Let $\sigma \in [-\frac{1}{2}, \frac{1}{2}]$ be a real number. Let $u \in V$ be a variational solution of problem (3.10) for a right hand side $q \in V'$ of the form (3.34) with

$$f \in L^2(\Omega) \quad \text{and} \quad g \in \prod_{s \in \mathcal{F}} \Pi^T_s H^\sigma(\partial_s \Omega)^N.$$ 

Then $u$ belongs to $H^{\sigma+\frac{3}{2}}(\Omega)$ with corresponding a priori estimates.
Proof: In view of Remark 3.4.4, this result is a simple consequence of Theorem 3.4.5 when \( \sigma \neq 0 \) (take \( s = \sigma + \frac{3}{2} \)). We end the proof for the case \( \sigma = 0 \) by an interpolation argument: We can make the form \( a \) strongly coercive by the addition of a term of order 0, which does not alter regularity properties. Thus we can assume that the solution of problem (3.10) induces an isomorphism \( B : u \mapsto q \) from \( V \) onto \( V' \).

For \( \sigma \in [-\frac{1}{2}, \frac{1}{2}] \), \( \sigma \neq 0 \) we define the continuous operator
\[
R(\sigma) : \mathbb{L}^2(\Omega) \times \prod_{s \in S} \Pi_s \mathcal{H}^{\sigma}((\partial_s \Omega)^N) \rightarrow \mathcal{H}^{\sigma + \frac{3}{2}}(\Omega)
\]
\[
(f, g) \mapsto u = B^{-1}q
\]
where \( q \) is given by formula (3.34). Interpolating between \( -\sigma \) and \( \sigma \) for a fixed positive \( \sigma \) gives the continuity of \( R(0) \). □

3.5 Robin type boundary conditions

There is another type of boundary conditions, not covered by our formalism introduced in Section 3.1, which can also be written in variational form: Robin type boundary conditions, also called boundary conditions of the third kind. They specify a linear combination of a field value and its normal derivative. A simple example is the boundary value problem
\[
\begin{aligned}
-\Delta u &= f \quad \text{in } \Omega, \\
\partial_n u + \alpha u &= g \quad \text{on } \partial \Omega.
\end{aligned}
\]

This boundary condition can, for instance, describe heat conduction by convection on the surface. A variational formulation of this problem requires the addition of a boundary integral to the standard variational form \( a \), see §4.1.c for specifics of this example.

For a more general setting, we use the framework of Section 3.1 but introduce an additional bilinear form
\[
b(u, v) = \int_{\partial \Omega} (Z\gamma_0 u) \cdot \gamma_0 v \, d\sigma,
\]
where \( Z \) is a smooth function from \( \partial \Omega \) into \( \mathbb{C}^{N \times N} \). With the sesquilinear form \( a \) defined by (3.1), we now consider the new sesquilinear form \( \tilde{a} = a + b \):
\[
\tilde{a}(u, v) = a(u, v) + \int_{\partial \Omega} (Z\gamma_0 u) \cdot \gamma_0 v \, d\sigma.
\]

We use the variational space \( V \subset \mathcal{H}^1(\Omega) \) defined by essential boundary conditions as in Definition 3.1.4 and can then consider the problem (compare with (3.10))
\[
\text{Find } u \in V \text{ such that } \forall v \in V, \quad \tilde{a}(u, v) = \langle q, v \rangle_{\Omega},
\]
for \( q \) given by
\[
\langle q, v \rangle_{\Omega} = \int_{\Omega} f \cdot v \, dx + \langle g, \gamma_0 v \rangle_{\partial \Omega}, \quad \forall v \in V,
\]
with \( f \in L^2(\Omega) \) and \( g = (g_1, \ldots, g_N) \in H^{-\frac{1}{2}}(\partial \Omega) \).

The additional sesquilinear form \( b \) is of lower order and therefore the coercivity (in the sense of Definition 3.2.1) of the sesquilinear form \( \tilde{a} \) is equivalent to the coercivity of the principal part \( a \), as the following lemma shows.

**Lemma 3.5.1** The sesquilinear form \( \tilde{a} \) is coercive on \( V \), i.e. there exist \( C_1, C_2 > 0 \) such that

\[
\forall u \in V, \quad \Re \tilde{a}(u, u) \geq C_1 \|u\|_{1; \Omega}^2 - C_2 \|u\|_{0; \partial \Omega}^2,
\]

if and only if the sesquilinear form \( a \) is coercive on \( V \).

**Proof:** We use the well-known trace inequality, valid for all \( u \in H^1(\Omega) \),

\[
\|\gamma_0 u\|_{0; \partial \Omega}^2 \leq c_1 \|u\|_{0; \Omega} \|u\|_{1; \Omega}.
\]

(3.42)

For lack of a good reference, we sketch a proof of (3.42): By using the density of \( C_1^0(\Omega) \) in \( H^1(\Omega) \) and employing a partition of unity and local diffeomorphisms, we can reduce the problem to the case where \( \Omega \) is the half-space \( \mathbb{R}^n_+ \) and \( u \in C_0^1(\mathbb{R}^n) \). For this case, we get (3.42) from the Cauchy-Schwarz inequality with a constant \( c_1 = 2 \):

\[
\|\gamma_0 u\|_{0; \partial \Omega}^2 = \int_{\mathbb{R}^n} |u(x', 0)|^2 dx' = -\int_{\mathbb{R}^n} \int_0^\infty \frac{d}{dt} \left( |u(x', t)|^2 \right) dt \, dx'
\]

\[
= -2 \Re \int_{\mathbb{R}^n_+} u(x) \partial_x u(x) \, dx \leq 2 \|u\|_{0; \Omega} \|\partial_x u\|_{0; \Omega}.
\]

A consequence of (3.42) is the estimate

\[
(1) \quad \|\gamma_0 u\|_{0; \partial \Omega}^2 \leq c_1 (\varepsilon \|u\|_{1; \Omega}^2 + \varepsilon^{-1} \|u\|_{0; \Omega}^2)
\]

for any \( \varepsilon > 0 \). Using (1) and the smoothness of \( Z \), we find \( c_2 \) and \( c_3 \) such that

\[
(2) \quad |b(u, u)| \leq c_2 \varepsilon \|u\|_{1; \Omega}^2 + c_3 \varepsilon^{-1} \|u\|_{0; \Omega}^2
\]

holds for all \( \varepsilon > 0 \).

Now if we suppose that \( a \) is coercive on \( V \), we get \( c, C > 0 \) such that

\[
\Re a(u, u) \geq c \|u\|_{1; \Omega}^2 - C \|u\|_{0; \Omega}^2
\]

Together with estimate (2) this implies

\[
c \|u\|_{1; \Omega}^2 \leq \Re \tilde{a}(u, u) + c_2 \varepsilon \|u\|_{1; \Omega}^2 + c_3 \varepsilon^{-1} \|u\|_{0; \Omega}^2 + C \|u\|_{0; \Omega}^2
\]

for all \( \varepsilon > 0 \). Choosing \( \varepsilon \) small enough (take \( c_2 \varepsilon = \frac{c}{2} \)), we finally obtain the coercivity of \( \tilde{a} \) in the sense defined above.

The converse follows from the same arguments. \( \square \)
As a consequence of this Lemma we find that if \( a \) is coercive on \( V \), then the operator \( \tilde{A} \) associated with \( \tilde{a} \) is Fredholm of index 0 from \( V \) into \( V' \). This follows from the same arguments as in the proof of Theorem 3.3.1.

A direct consequence of Green’s formula (3.9) is the following characterization of the boundary value problem solved by any solution \( u \) of (3.40), compare with Lemma 3.3.3.

**Lemma 3.5.2** Let \( \tilde{a} \) be the bounded sesquilinear form defined by \( \tilde{a} = a + b \), with \( a \) defined by (3.1) and \( b \) by (3.38). If \( u \in V \) is a solution of the variational problem (3.40), then \( u \) solves the boundary value problem

\[
\begin{cases}
L u &= f \quad \text{in } \Omega \\
\Pi^T B u + \Pi^T Z \gamma_0 u &= \Pi^T g \quad \text{on } \partial \Omega, \\
\Pi^D \gamma_0 u &= 0 \quad \text{on } \partial \Omega,
\end{cases}
\tag{3.43}
\]

where we recall that \( B \) is the conormal system associated with \( a \) and defined by (3.5), \( \Pi^D \) is the projection operator defining \( V \) according to (3.15) and \( \Pi^T = I_N - \Pi^D \).

From this Lemma (or from the definition of \( b \)), we see that the regularity of a solution of (3.40) is a direct consequence of the regularity of the solution of the associated standard problem (3.29), since the boundary condition

\[
\Pi^T B u + \Pi^T Z \gamma_0 u = \Pi^T g \quad \text{on } \partial \Omega,
\]

can be equivalently written

\[
\Pi^T B u = \Pi^T g - \Pi^T Z \gamma_0 u \quad \text{on } \partial \Omega.
\]

Hence if \( u \) is a solution of the variational problem (3.40), then \( u \) solves problem (3.29) with interior datum \( f \) and boundary datum \( g - Z \gamma_0 u \in H^{-\frac{1}{2}}(\partial \Omega) \). Furthermore if \( g \in H^\frac{1}{2}(\partial \Omega) \), then \( g - Z \gamma_0 u \) belongs to \( H^\frac{1}{2}(\partial \Omega) \) as well, due to the continuity of the trace operator from \( H^1(\Omega) \) into \( H^\frac{1}{2}(\partial \Omega) \) (cf. (2.1)). Applying Theorem 3.4.1, we obtain the following regularity result.

**Theorem 3.5.3** Let \( \Omega \) be a smooth bounded domain and \( a \) be a coercive sesquilinear form (3.1) on \( V \). Assume that the coefficients of the form \( a \) belong to \( C^1(\overline{\Omega}) \) and that the coefficients of the matrix \( Z \) are in \( C^1(\partial \Omega) \). Let \( u \in V \) be a variational solution of problem (3.40) for a right hand side \( q \) defined by (3.41) with \( f \) in \( L^2(\Omega) \) and \( g \) in \( H^\frac{1}{2}(\partial \Omega) \). Then \( u \) belongs to \( H^2(\Omega) \) with the estimate (3.31).

Higher order regularities are obtained without any efforts since the principal part of the operator \( B + Z \gamma_0 \) is the same as the one of \( B \). Then by combining Theorem 3.5.3 with Theorems 2.3.2 and 2.7.1 we find the following global regularity result, in Sobolev spaces and analytic classes:
**Theorem 3.5.4** Let the assumptions of Theorem 3.5.3 be satisfied. Let \( u \in V \) be a variational solution of problem (3.40) for a right hand side \( q \) defined by (3.41) with \( f \) in \( L^2(\Omega) \) and \( g \) in \( H^1_2(\partial \Omega) \).

(i) Let \( k \) be a non-negative integer. We assume that \( \Omega \) is of class \( C^{k+2} \), that the coefficients of the form \( a \) are in \( C^{k+1}(\Omega) \) and those of the matrix \( Z \) are in \( C^{k+1}(\partial \Omega) \). If \( f \in H^k(\Omega) \) and \( g \in H^{k+\frac{1}{2}}(\partial \Omega) \), then \( u \) belongs to \( H^{k+2}(\Omega) \).

(ii) We assume that \( \Omega \) is analytic, that the coefficients of the form \( a \) are analytic up to the boundary of \( \Omega \), and that the projector \( \Pi^D \) and the matrix \( Z \) are analytic on \( \partial \Omega \). If \( f \in A(\Omega) \) and \( g \in A(\partial \Omega) \), then \( u \) belongs to \( A(\Omega) \).
Chapter 4

Examples

Introduction

In this chapter, we introduce various equations or systems occurring in particular in physical modelling, and which enter our general framework of second order elliptic boundary value problems. This gives the opportunity of defining the classical examples which we will address all along our work, and also to explain how the assumptions on ellipticity and covering can be verified. All mathematical results in this chapter are well known, with the exception of the results about the variational solution of the impedance problem (see Section 4.5.d), which are new, as far as we know.

Plan of Chapter 4

§ 1 The Laplace operator $\Delta$, with Dirichlet, Neumann or Robin boundary conditions.
§ 2 More general second order scalar operator in divergence form.
§ 3 The Lamé system, for linearly elastic isotropic materials.
§ 4 More general elasticity systems for anisotropic inhomogeneous materials.
§ 5 Regularized Maxwell equations (in one-field formulations using the electric field only, or the magnetic field only for perfectly conducting boundary conditions). Two field formulations for impedance boundary conditions.
§ 6 The Reissner-Mindlin plate model, which is an asymptotic model for thin plates, formulated on their mid-surfaces.
§ 7 The piezoelectric system, where the equations of linear elasticity are coupled with an electric potential.
§ 8 Conclusion about the influence of variational formulations on natural boundary conditions: We investigate distinct variational formulations corresponding to the same second order system, but to distinct boundary conditions and, accordingly, distinct covering properties.
4.1 The Laplace operator

In this section we consider the Laplace operator \( \Delta = \partial_1^2 + \ldots + \partial_n^2 \). It is elliptic because its symbol is equal to \( -(\xi_1^2 + \ldots + \xi_n^2) = -|\xi|^2 \) and is therefore different from zero if \( \xi \neq 0 \). Clearly \(-\Delta\) is even strongly elliptic.

As boundary conditions, we consider the classical ones, namely the Dirichlet and Neumann conditions.

4.1.a The Dirichlet problem

We start with the Dirichlet problem:

\[
\begin{aligned}
-\Delta u &= f \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial\Omega.
\end{aligned}
\]

(4.1)

We prove that this system forms an elliptic boundary value problem: As described in Chapter 2, the tangent system \( (L_{x_0}, C_{x_0}) \) associated with (4.1) at a boundary point \( x_0 \) represents the Dirichlet problem on the half space \( \mathbb{R}^n_+ \) for the operator

\[
L_{x_0} = D^T_k J_{x_0}^{-1} D_k
\]

where \( J_{x_0} \) is the Jacobian of the local diffeomorphism \( \phi_{x_0} \) in the point \( x_0 \), see (2.34) in Definition 2.2.31. This will again be the Laplacian if \( J_{x_0} \) is an orthogonal matrix which can always be achieved by a suitable choice of basis in \( \mathbb{R}^n \). Thus we are reduced to the problem (4.1) set in \( \mathbb{R}^n_+ \).

According to Definition 2.2.6, the covering condition is satisfied if the system

\[
\begin{aligned}
|\xi'|^2 U - \partial_t^2 U &= 0 \quad \text{in } \mathbb{R}_+, \\
U|_{t=0} &= H,
\end{aligned}
\]

(4.2)

has a unique exponentially decaying solution \( U \) for all non-zero \( \xi' \in \mathbb{R}^{n-1} \). As the two linearly independent solutions of the differential equation \(|\xi'|^2 U - \partial_t^2 U = 0\) are \( e^{-|\xi'|t} \) and \( e^{|\xi'|t} \), the unique exponentially decaying solution of (4.2) is

\[
U(t) = H e^{-|\xi'|t}.
\]

Note finally that (4.1) enters into the variational setting of Chapter 3 by taking

\[
\mathcal{V} = H^1_0(\Omega),
\]

(4.3)

\[
a(u,v) = \int_\Omega \nabla u \cdot \nabla \bar{v} \, dx, \quad \forall u, v \in \mathcal{V}.
\]

(4.4)

The Poincaré inequality (1.10) guarantees the strong coerciveness of \( a \) on \( H^1_0(\Omega) \), namely there exists \( c > 0 \) such that

\[
\forall u \in H^1_0(\Omega), \quad a(u,u) = |u|_{1,\Omega}^2 \geq c \|u\|_{1,\Omega}^2.
\]
By the Lax-Milgram lemma, this further implies that the associated operator \( A \) defined by (3.26) is an isomorphism from \( H^1_0(\Omega) \) onto \( H^{-1}(\Omega) \).

As all the assumptions of Theorem 3.4.5 are satisfied for problem (4.1), the shift theorem in standard Sobolev or analytic spaces is valid. More precisely we have the

**Theorem 4.1.1** Let \( \Omega \) be a smooth bounded domain and \( a \) be the sesquilinear form defined by (4.4) on \( H^1_0(\Omega) \). For \( f \in H^{-1}(\Omega) \) let \( u \in H^1_0(\Omega) \) be the unique variational solution of

\[
a(u, v) = \langle f, \bar{v} \rangle, \quad \forall v \in H^1_0(\Omega).
\]

(i) Let \( k \) be a non-negative integer. We assume that \( \Omega \) is of class \( C^{k+2} \). If \( f \in H^k(\Omega) \), then \( u \) belongs to \( H^{k+2}(\Omega) \).

(ii) We assume that \( \Omega \) is analytic. If \( f \in A(\Omega) \), then \( u \) belongs to \( A(\Omega) \).

4.1.b The Neumann problem

Here we consider the following problem

\[
\begin{aligned}
-\Delta u &= f \quad \text{in } \Omega, \\
\partial_n u &= g \quad \text{on } \partial\Omega,
\end{aligned}
\]

(4.5)

where \( \partial_n u = n \cdot \nabla u \) is the normal derivative of \( u \).

As before this system forms an elliptic boundary value problem: Again if the local Jacobian \( J_{x_0} \) is orthogonal, the tangent system is still problem (4.5) set in \( \mathbb{R}^n_+ \). Then indeed (cf. Definition 2.2.6) the covering condition is satisfied since the system

\[
\begin{aligned}
|\xi'|^2 U - \partial_t^2 U &= 0 \quad \text{in } \mathbb{R}_+, \\
\partial_t U|_{t=0} &= H,
\end{aligned}
\]

(4.6)

has a unique exponentially decaying solution \( U \) for all non-zero \( \xi' \in \mathbb{R}^{n-1} \) given by

\[ U(t) = -\frac{H}{|\xi'|} e^{-|\xi'|t}. \]

The variational formulation of (4.5) consists in taking the sesquilinear form \( a \) defined by (4.4) but on \( V = H^1(\Omega) \). This form is coercive in the sense of Definition 3.2.1 because

\[ a(u, u) = |u|^2_{1, \Omega} = \| u \|^2_{1, \Omega} - \| u \|^2_0, \Omega. \]

Denote by \( A \), the operator associated with \( a \) defined by (3.26). It is easy to check that \( \ker A = \ker A^* = \mathbb{C} \), since

\[ a(u, u) = 0 \iff u \text{ is a constant function.} \]

By the Lax-Milgram lemma, this implies that \( A \) is an isomorphism from \( H^1(\Omega)/\mathbb{C} \) onto \( \{ f \in H^{-1}(\Omega) : \langle f, 1 \rangle = 0 \} \).

Again all the assumptions of Theorem 3.4.5 are satisfied for problem (4.5) and therefore the shift theorem in standard Sobolev or analytic spaces holds:
Theorem 4.1.2 Let $\Omega$ be a smooth bounded domain and $a$ be the sesquilinear form defined by (4.4) on $H^1(\Omega)$. Let $u \in H^1(\Omega)$ be a (unique up to a constant) variational solution of problem
\[
a(u, v) = \int_{\Omega} f \bar{v} \, dx + \int_{\partial\Omega} g \bar{v} \, d\sigma, \quad \forall v \in H^1(\Omega),
\]
with $f \in L^2(\Omega)$ and $g \in H^{1/2}(\partial\Omega)$ such that $\int_{\Omega} f \, dx + \int_{\partial\Omega} g \, d\sigma = 0$.

(i) Let $k$ be a non-negative integer. If $\Omega$ is of class $C^{k+2}$, $f \in H^k(\Omega)$ and $g \in H^{k+1/2}(\partial\Omega)$, then $u$ belongs to $H^{k+2}(\Omega)$.

(ii) If we assume that $\Omega$ is analytic, that $f \in A(\Omega)$ and $g \in A(\partial\Omega)$, then $u$ belongs to $A(\Omega)$.

4.1.c Robin boundary conditions

Now we consider the Laplace equation with Robin boundary conditions
\[
\left\{ \begin{array}{ll}
-\Delta u &= f \quad \text{in } \Omega, \\
\partial_n u + \alpha u &= g \quad \text{on } \partial\Omega,
\end{array} \right. \quad (4.7)
\]
where $\alpha$ is a complex number such that $\text{Re } \alpha > 0$.

According to the framework studied in Section 3.5, this system forms an elliptic boundary value problem whose principal part is the Neumann problem ($4.5$). Moreover its variational formulation consists in taking the sesquilinear form $\tilde{a}$ given by
\[
\tilde{a}(u, v) = \int_{\Omega} \nabla u \cdot \nabla \bar{v} \, dx + \alpha \int_{\partial\Omega} \gamma_0 u \gamma_0 \bar{v} \, d\sigma.
\]

The assumption $\text{Re } \alpha > 0$ guarantees that $\tilde{a}$ is strongly coercive on $H^1(\Omega)$, in the sense that there exists $c > 0$ such that
\[
\forall u \in H^1(\Omega), \quad \text{Re } \tilde{a}(u, u) \geq c\|u\|^2_{H^1(\Omega)}.
\]

Indeed by a contradiction argument and the compact embedding of $H^1(\Omega)$ into $L^2(\Omega)$, one readily shows that
\[
\forall u \in H^1(\Omega), \quad \text{Re } \tilde{a}(u, u) = |u|_{H^1(\Omega)}^2 + \text{Re } \alpha |\gamma_0 u|_{\partial\Omega}^2 \geq c\|u\|^2_{H^1(\Omega)}.
\]

Hence by the Lax-Milgram lemma, there exists a unique solution $u \in H^1(\Omega)$ of
\[
\tilde{a}(u, v) = \int_{\Omega} f \bar{v} \, dx + \int_{\partial\Omega} g \bar{v} \, d\sigma, \quad \forall v \in H^1(\Omega), \quad (4.8)
\]
with $f \in L^2(\Omega)$ and $g \in H^{1/2}(\partial\Omega)$.

Since the assumptions of Theorem 3.5.4 are satisfied for problem (4.7), the shift theorem in standard Sobolev or analytic spaces holds:
Theorem 4.1.3 Let $\Omega$ be a smooth bounded domain and $\tilde{a}$ be the sesquilinear form defined above on $H^1(\Omega)$. Let $u \in H^1(\Omega)$ be the unique solution of problem $(4.8)$ with $f \in L^2(\Omega)$ and $g \in H^{\frac{3}{2}}(\partial\Omega)$.

(i) Let $k$ be a non-negative integer. If $\Omega$ is of class $C^{k+2}$, $f \in H^k(\Omega)$ and $g \in H^{k+\frac{3}{2}}(\partial\Omega)$, then $u$ belongs to $H^{k+2}(\Omega)$.

(ii) If we assume that $\Omega$ is analytic, that $f \in A(\Omega)$ and $g \in A(\partial\Omega)$, then $u$ belongs to $A(\Omega)$.

Note that the condition $\text{Re} \alpha > 0$ can be weakened. Let $\text{Re} \alpha \leq 0$ and $\text{Im} \alpha \neq 0$. Then, as we will show, the statements of Theorem 4.1.3 remain valid. Only the case $\text{Re} \alpha < 0$ and $\text{Im} \alpha = 0$ gives rise to a non zero kernel.

The trick consists in representing $\alpha$ as

$$\alpha = |\alpha| e^{2i\theta} \quad \text{with} \quad -\frac{\pi}{2} < \theta < \frac{\pi}{2}$$

and defining the sesquilinear form

$$\tilde{a}_{\theta} = e^{-i\theta} \tilde{a}.$$

With such a choice, the new form $\tilde{a}_{\theta}$ is strongly coercive on $H^1(\Omega)$ in the above sense and by the Lax-Milgram lemma, there exists a unique solution $u \in H^1(\Omega)$ of

$$\tilde{a}_{\theta}(u, v) = e^{-i\theta} \int_{\Omega} f \bar{v} \, dx + e^{-i\theta} \int_{\partial\Omega} g \bar{v} \, d\sigma, \quad \forall v \in H^1(\Omega),$$

with $f \in L^2(\Omega)$ and $g \in H^{\frac{3}{2}}(\partial\Omega)$. This is the same problem as $(4.8)$.

4.1.d The Helmholtz operator

All the regularity results of the above subsections can be generalized to the Helmholtz operator $\Delta + k^2$, with $k \in \mathbb{C}$, since its principal part is the Laplace operator. The only difference concerns the kernel of the associated operator $A_k$ defined by $(3.26)$, when the sesquilinear form is clearly given by

$$a(u, v) = \int_{\Omega} (\nabla u \cdot \nabla \bar{v} - k^2 u \bar{v}) \, dx.$$ 

If $k^2$ is not an eigenvalue of the operator $A_0$, then $\ker A_k = \ker A_0^* = \{0\}$. On the other hand, if $k^2$ is an eigenvalue of the operator $A_0$, then $\ker A_k = \ker A_0^*$ is equal to the set of eigenvectors of $A_0$ associated with the eigenvalue $k^2$. 
4.2 Second order scalar operator

We here concentrate on the case of a general second order scalar operator in divergence form:

\[ \mathcal{L} = -\text{div}(A \nabla) = -\sum_{k,\ell=1}^{n} \partial_k (A^{k\ell} \partial_\ell), \]

where \( A(x) = (A^{k\ell}(x))_{1 \leq k,\ell \leq n} \) is a real positive definite \( n \times n \) matrix depending smoothly on \( x \), i.e., the mapping \( x \mapsto A(x) \) is a smooth function on \( \bar{\Omega} \) with values in the space of positive definite \( n \times n \) matrices. Without loss of generality we may assume that \( A \) is symmetric. Its principal part frozen at a point \( x_0 \) is given by

\[ L_{x_0}^{\text{pr}}(D_x) = -\sum_{k,\ell=1}^{n} A^{k\ell}(x_0) \partial_k \partial_\ell. \]

Its symbol is then

\[ L_{x_0}^{\text{pr}}(\xi) = \sum_{k,\ell=1}^{n} A^{k\ell}(x_0) \xi_k \xi_\ell. \]

Due to the positive definiteness of \( A(x_0) \), we have

\[ \sum_{k,\ell=1}^{n} A^{k\ell}(x_0) \xi_k \xi_\ell \geq c|\xi|^2, \tag{4.9} \]

for some \( c > 0 \). This shows that \( L \) is elliptic at any point of \( \bar{\Omega} \) (it is even strongly elliptic). In dimension \( n = 2 \), \( L \) is properly elliptic because

\[ L_{x_0}^{\text{pr}}(\xi', \tau) = a_{11}(\xi')^2 + 2a_{12} \xi' \tau + a_{22} \tau^2, \]

where for shortness we have set \( a_{k\ell} = A^{k\ell}(x_0) \). The positive definiteness of \( A(x_0) \) is here equivalent to the condition

\[ \delta = a_{12}^2 - a_{11}a_{22} < 0 \quad \text{and} \quad a_{11} > 0, \ a_{22} > 0. \]

Therefore for \( \xi' \neq 0 \), the roots \( \tau_{\pm} \) of \( L_{x_0}^{\text{pr}}(\xi', \tau) = 0 \) are of the form

\[ \tau_{\pm} = -\frac{a_{12} \pm i\sqrt{-\delta}}{a_{22}} \xi'. \]

In other words, the equation \( L_{x_0}^{\text{pr}}(\xi', \tau) = 0 \) has exactly one complex root with a positive imaginary part (in fact it has two conjugate complex roots).

In \( \Omega \), we can complement \( L \) with either Dirichlet or Neumann boundary conditions.
4.2.a Dirichlet boundary conditions

The problem is then

\[
\begin{aligned}
- \text{div}(A \nabla)u &= f \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\] (4.10)

Using the local diffeomorphism \( \phi_{x_0} \) at a point \( x_0 \) of the boundary of \( \Omega \), we obtain a tangent system of the same form as (4.10) but set in \( \mathbb{R}^n_+ \). In detail, we have with the components \((\phi_\ell)\ell=1...n\) of \( \phi_{x_0} \)

\[
\begin{aligned}
L_{x_0}(D_x)v &= - \sum_{k,\ell=1}^n \tilde{a}_{k\ell} \partial_k \partial_\ell v = \tilde{f} \quad \text{in } \mathbb{R}^n_+, \\
v &= 0 \quad \text{on } \partial \mathbb{R}^n_+,
\end{aligned}
\]

where the coefficients \( \tilde{a}_{k\ell} \) are given by

\[
\tilde{a}_{k\ell} = \sum_{k',\ell'=1}^n A^{k'\ell'}(x_0)(\partial_{k'} \phi_k)(x_0)(\partial_{\ell'} \phi_\ell)(x_0).
\]

Accordingly the ellipticity condition has to be checked for the symbol

\[
L_{x_0}(\xi) = \sum_{k,\ell=1}^n \sum_{k',\ell'=1}^n A^{k'\ell'}(x_0)(\partial_{k'} \phi_k)(\partial_{\ell'} \phi_\ell)\xi_k \xi_\ell = \sum_{k',\ell'=1}^n A^{k'\ell'}(x_0)\eta_{k'} \eta_{\ell'},
\]

where \( \eta = J_{x_0}^\top \xi \), the matrix \( J_{x_0} \) being the Jacobi matrix of \( \phi_{x_0} \):

\[
J_{x_0} = \begin{pmatrix}
\frac{\partial \phi_1}{\partial x_1} & \cdots & \frac{\partial \phi_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial \phi_n}{\partial x_1} & \cdots & \frac{\partial \phi_n}{\partial x_n}
\end{pmatrix}.
\]

Since \( L_{x_0}(\xi) = L_{x_0}^\text{pr}(J_{x_0}^\top \xi) \), the ellipticity of \( L_{x_0} \) is a consequence of (4.9).

According to Definition 2.2.6, the covering condition is satisfied if the system

\[
\begin{aligned}
L_{x_0}(\xi', \frac{1}{t} \partial_t) &= 0 \quad \text{in } \mathbb{R}^n_+, \\
U \big|_{t=0} &= H,
\end{aligned}
\] (4.11)

has a unique exponentially decaying solution \( U \) for all non-zero \( \xi' \in \mathbb{R}^{n-1} \). The two linearly independent solutions of the differential equation \( L_{x_0}(\xi', \frac{1}{t} \partial_t) = 0 \) are \( e^{i\tau_+ t} \) and \( e^{i\tau_- t} \), where \( \tau_{\pm} \) are the two roots of the equation

\[
L_{x_0}(\xi', \tau) = 0.
\]

For a fixed non-zero \( \xi' \), the above equation is of the form

\[
\alpha + 2\beta \tau + \tilde{a}_{n,n} \tau^2 = 0,
\]
where $\alpha$ and $\beta$ depend on $\xi'$. As in the 2D case, the positive definiteness of $A$ implies that $\alpha > 0$, $\bar{a}_{n,n} > 0$ and $\delta = \beta^2 - \alpha \bar{a}_{n,n} < 0$. Therefore, the two roots are

$$
\tau_{\pm} = \frac{-\beta \pm i\sqrt{-\delta}}{\alpha}.
$$

and the unique exponentially decaying solution of (4.11) is then $U(t) = H e^{i\tau_+ t}$.

The variational setting of (4.10) consists in taking $V = H^1_0(\Omega)$ and

$$
a(u, v) = \int_\Omega A \nabla u \cdot \nabla \bar{v} \, dx, \quad \forall u, v \in V. \tag{4.12}
$$

The positive definiteness of $A$ and its continuity imply that there exists $\alpha > 0$ such that

$$
a(u, u) = \int_\Omega A \nabla u \cdot \nabla u \, dx \geq \alpha \int_\Omega |\nabla u|^2 \, dx, \quad \forall u \in H^1(\Omega). \tag{4.13}
$$

Invoking the Poincaré inequality (1.10) we deduce the strong coerciveness of $a$ on $H^1_0(\Omega)$, i.e., the existence of $c > 0$ such that

$$
a(u, u) \geq c \|u\|_{1,\Omega}^2, \quad \forall u \in V.
$$

By the Lax-Milgram lemma, the associated operator $A$ defined by (3.26) is an isomorphism from $H^1_0(\Omega)$ onto $H^{-1}(\Omega)$.

We have checked all the assumptions of Theorem 3.4.5 for problem (4.10), consequently the shift theorem in standard Sobolev or analytic spaces is valid. This means that all the results stated in Theorem 4.1.1 hold in this more general case.

### 4.2.b Neumann boundary conditions

The problem is here

$$
\begin{cases}
- \text{div}(A \nabla) u = f & \text{in } \Omega, \\
(A \nabla u) \cdot n = g & \text{on } \partial \Omega.
\end{cases} \tag{4.14}
$$

Passing to the corresponding tangent system at a point $x_0$ of the boundary of $\Omega$, we obtain a system of the same form as (4.14) but set in $\mathbb{R}^n_+$, namely

$$
\begin{cases}
L_{x_0}(D_x) v = - \sum_{k,\ell=1}^n \bar{a}_{k\ell} \partial_k \partial_\ell v = \tilde{f} & \text{in } \mathbb{R}^n_+, \\
\sum_{k=1}^n \bar{a}_{kn} \partial_k v = \tilde{g} & \text{on } \partial \mathbb{R}^n_+.
\end{cases}
$$
where the coefficients $\tilde{a}_{k\ell}$ are given as in the previous subsection. The ellipticity being already checked, we can directly pass to the covering condition. It will be satisfied (cf. Definition 2.2.6) if the system

$$\left\{ \begin{align*}
L_x(\xi', \frac{1}{i} \partial_t) &= 0 \quad \text{in } \mathbb{R}_+, \\
(\sum_{k=1}^{n-1} \tilde{a}_{kk} \xi_k' v + \tilde{a}_{nn} \frac{1}{i} \partial_t v) \big|_{t=0} &= H,
\end{align*} \right. \quad (4.15)$$

has a unique exponentially decaying solution $U$ for all non-zero $\xi' \in \mathbb{R}^{n-1}$. As in the previous subsection this unique exponentially decaying solution is given by

$$U(t) = \kappa e^{i\tau_+ t} \quad \text{with} \quad \kappa = \frac{H}{\sum_{k=1}^{n-1} \tilde{a}_{kk} \xi_k' + \tilde{a}_{nn} \tau_+},$$

definition of $\tau_+$ is positive.

For the variational setting of (4.14) we take the sesquilinear form (4.12) defined on $V = H^1(\Omega)$. Using (4.13), we directly get

$$a(u, u) \geq \alpha |u|_{1,\Omega}^2 = \alpha \|u\|_{1,\Omega}^2 - \alpha \|u\|_{0,\Omega}^2,$$

which means that $a$ is coercive in the sense of Definition 3.2.1. Let $A$ be the operator associated with $a$ via (3.26). Using the above estimate we directly deduce that $\ker A = \ker A^* = \mathbb{C}$. Again by the Lax-Milgram lemma, this implies that $A$ is an isomorphism from $H^1(\Omega)/\mathbb{C}$ onto $\{ f \in H^{-1}(\Omega) : \langle f, 1 \rangle = 0 \}$.

Since all the assumptions of Theorem 3.4.5 hold for problem (4.14), the shift theorem in standard Sobolev or analytic spaces is valid, i.e., all the results stated in Theorem 4.1.2 hold in this more general case.

### 4.3 The Lamé system

Here we consider the Lamé system that corresponds to linear elasticity with an isotropic material law, which is a classical system of mathematical physics [71, 21, 33, 35, 77]. It is a $n \times n$ system that can be written as

$$L(D_x) = -\mu \Delta I_n - (\lambda + \mu) \nabla \div \nabla.$$  

(4.16)

This means that the components $L_{ij}$ of $L$ are given by

$$L_{ij}(D_x) = -\mu \delta_{ij} \Delta - (\lambda + \mu) \partial_i \partial_j.$$

The coefficients $\lambda$ and $\mu$ are called the Lamé coefficients. They are linked to the Poisson coefficient $\nu$ and the Young modulus $E$ by the formulas

$$\nu = \frac{\lambda}{2(\lambda + \mu)} \quad \text{and} \quad E = \frac{\mu(3\lambda + 2\mu)}{\lambda + \mu}. \quad (4.17)$$
Conversely $\lambda$ and $\mu$ are determined by $\nu$ and $E$ by

$$
\lambda = \frac{E\nu}{(1+\nu)(1-2\nu)} \quad \text{and} \quad \mu = \frac{E}{2(1+\nu)}.
$$

(4.18)

“Real” materials satisfy $E > 0$ and $0 < \nu < 1/2$,\footnote{The limit $\nu = \frac{1}{2}$ corresponds to incompressibility.} that is, equivalently:

$$
\mu > 0 \quad \text{and} \quad \lambda > 0.
$$

We will see below that this condition is sufficient, but not necessary to guarantee the ellipticity assumptions, and, in fact, leads to the strong ellipticity of $L$.

Coming back to the ellipticity of $L$, we need to check that its symbol is invertible. Here this symbol is equal to the matrix $L(\xi) = (L_{ij}(\xi))_{1 \leq i,j \leq n}$, where

$$
L_{ij}(\xi) = \mu \delta_{ij} |\xi|^2 + (\lambda + \mu) \xi_i \xi_j.
$$

First we remark that $\mu$ cannot be equal to zero. Indeed if $\mu = 0$, then $L_{ij}(\xi) = \lambda \xi_i \xi_j$ and therefore each line is a multiple of the vector $\xi$, consequently $L(\xi)$ is not invertible. In the case $\mu \neq 0$ setting $\gamma = \frac{\lambda + \mu}{\mu} = \frac{1}{1-2\nu}$, the matrix $L(\xi)$ can be equivalently written

$$
L(\xi) = \mu \left( \begin{array}{cccc}
|\xi|^2 + \gamma \xi_1^2 & \gamma \xi_1 \xi_2 & \cdots & \gamma \xi_1 \xi_n \\
\gamma \xi_1 \xi_2 & |\xi|^2 + \gamma \xi_2^2 & \cdots & \gamma \xi_2 \xi_n \\
\vdots & \vdots & \ddots & \vdots \\
\gamma \xi_1 \xi_{n-1} & \gamma \xi_1 \xi_n & \cdots & |\xi|^2 + \gamma \xi_{n-1}^2 \\
\gamma \xi_1 \xi_n & \gamma \xi_1 \xi_{n-1} & \cdots & |\xi|^2 + \gamma \xi_n^2
\end{array} \right).
$$

(4.19)

We can show by induction that the determinant of this matrix is equal to

$$
\det L(\xi) = \mu^n (1 + \gamma) |\xi|^{2n},
$$

and therefore $L(\xi)$ is invertible if and only if $\gamma \neq -1$ and $\mu \neq 0$ or equivalently if and only $\mu \neq 0$ and $\lambda \neq -2\mu$.

To show the strong ellipticity of $L$, we need to show that the matrix $L(\xi)$ is positive definite: For any $\xi \neq 0$ and $\eta \in \mathbb{R}^n$, we consider the expression

$$
\eta^\top L(\xi) \eta = \sum_{i,j=1}^n L_{ij}(\xi) \eta_i \eta_j = \mu |\xi|^2 |\eta|^2 + (\lambda + \mu) \sum_{i,j=1}^n \xi_i \xi_j \eta_i \eta_j
$$

$$
= \mu |\xi|^2 |\eta|^2 + (\lambda + \mu) (\xi \cdot \eta)^2
$$

$$
= |\xi|^2 |\eta|^2 (\mu + (\lambda + \mu) \cos^2 \theta)
$$

$$
= |\xi|^2 |\eta|^2 (\mu \sin^2 \theta + (\lambda + 2\mu) \cos^2 \theta),
$$

where $\theta$ is the angle between $\xi$ and $\eta$. From this last identity, we see that if $\mu > 0$ and $\lambda + 2\mu > 0$, then $\eta^\top L(\xi) \eta \geq 0$ and $\eta^\top L(\xi) \eta = 0$ if and only if $\eta = 0$. It is also easy
to check that these two conditions are necessary for the positive definiteness of \( L(\xi) \). In other words \( L(\xi) \) is a positive definite matrix if and only if \( \mu > 0 \) and \( \lambda + 2\mu > 0 \).

For the Lamé system, the classical boundary conditions are the hard clamped and stress free ones \([71, 20, 21, 33, 35, 77]\). We further consider less standard conditions involving normal or tangential components of the displacement field.

### 4.3.a Hard Clamped boundary conditions

The problem is

\[
\begin{align*}
L \mathbf{u} &= f \quad \text{in } \Omega, \\
\mathbf{u} &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

(4.20)

If we assume that \( \mu > 0 \) and \( \lambda > 0 \), then this system is an elliptic boundary value problem as a consequence of the coerciveness (proved below) of the sesquilinear form associated with this problem, by virtue of Theorem 3.2.6. On the other hand if \( \mu > 0 \) and \( \lambda + 2\mu > 0 \), then the Lamé system is strongly elliptic and we can alternatively invoke \([4]\). Let us now consider the general case in dimension 3 in order to obtain the largest set of values of \( \lambda \) and \( \mu \) guaranteeing the covering condition. First we may remark that the elasticity system is invariant by rotation by using the Piola transformation. Namely if we perform the rotation \( y = R x \), and set

\[
\mathbf{v}(y) = R \mathbf{u}(x), \quad \mathbf{g}(y) = R \mathbf{f}(x),
\]

then we see that \( \mathbf{u} \) satisfies

\[
\mu \Delta_x \mathbf{u} + (\lambda + \mu) \nabla_x \mathbf{div}_x \mathbf{u} = \mathbf{f},
\]

if and only if \( \mathbf{v} \) satisfies

\[
\mu \Delta_y \mathbf{v} + (\lambda + \mu) \nabla_y \mathbf{div}_y \mathbf{u} = \mathbf{g}.
\]

Consequently we are reduced to checking the covering condition in the half-space \( \mathbb{R}^3_+ \). In this case for any \( \xi' = (\xi_1, \xi_2) \in \mathbb{R}^2 \), the associated operator \( L(\xi', D_t) \) takes the form

\[
L(\xi', D_t) = \mu \left( \begin{array}{ccc} |\xi'|^2 + \gamma \xi_1^2 - \partial_t^2 & \gamma \xi_1 \xi_2 & -i\gamma \xi_1 \partial_t \\ \gamma \xi_1 \xi_2 & |\xi'|^2 + \gamma \xi_2^2 - \partial_t^2 & -i\gamma \xi_2 \partial_t \\ -i\gamma \xi_1 \partial_t & -i\gamma \xi_2 \partial_t & |\xi'|^2 - (1 + \gamma) \partial_t^2 \end{array} \right).
\]

Hence if \( \mu \neq 0 \) and \( \gamma \neq 0 \), the set \( \mathcal{M}_+[L^p; \xi'] \) of stable solutions is obtained using the classical theory of ordinary differential systems. After some calculations one finds that it is spanned by the functions \( \mathbf{U}^{(j)} = \mathbf{V}^{(j)} e^{-|\xi'| t}, j = 1, 2, 3 \), with (see \([53, \S 4.2.5]\))

\[
\mathbf{V}^{(1)} = \begin{pmatrix} \xi_2 \\ -\xi_1 \\ 0 \end{pmatrix}, \quad \mathbf{V}^{(2)} = \begin{pmatrix} \xi_1 \\ \xi_2 \\ i|\xi'| \end{pmatrix}, \quad \mathbf{V}^{(3)} = \begin{pmatrix} \xi_1 t \\ \xi_2 t \\ i(2\gamma^{-1} + 1 + |\xi'| t) \end{pmatrix}.
\]

\(^2\)If \( \mu \neq 0 \) and \( \gamma = 0 \), then the system reduces to the vector Laplace operator and therefore the Dirichlet boundary conditions cover it.
Hence for $\xi' \neq 0$ the mapping
$$M_+ [L^{pr}; \xi'] \longrightarrow \mathbb{C}^3 : \mathbf{U} \longrightarrow \mathbf{U}|_{t=0},$$
is an isomorphism if and only if the matrix
$$
\begin{pmatrix}
\xi_2 & \xi_1 & 0 \\
-\xi_1 & \xi_2 & 0 \\
0 & i|\xi'| & i(2\gamma^{-1} + 1)
\end{pmatrix}
$$
is invertible. Since its determinant is equal to $i(2\gamma^{-1} + 1)|\xi'|^2$, we deduce that the covering condition holds if and only if $\mu \neq 0$ and $\gamma \neq -2$ or equivalently if and only $\mu \neq 0$ and $\lambda \neq -3\mu$.

In conclusion, the system (4.20) is elliptic on $\overline{\Omega}$ if and only if
$$\mu \neq 0, \quad \lambda \neq -2\mu, \quad \text{and} \quad \lambda \neq -3\mu \quad (4.21)$$
The fact that the Lamé system in dimension 3 is not covered by its 3 Dirichlet boundary conditions when $\lambda + 3\mu = 0$ was first pointed out in [63].

Now in the remainder of this subsection we assume that $\mu > 0$ and $\lambda \geq 0$.

The variational formulation of problem (4.20) is quite standard. We take
$$\mathbf{V} = H^1_0(\Omega), \quad (4.22)$$
$$a(\mathbf{u}, \mathbf{v}) = \int_\Omega \left(2\mu \sum_{i,j=1}^n \epsilon_{ij}(\mathbf{u})\epsilon_{ij}(\mathbf{v}) + \lambda \operatorname{div} \mathbf{u} \operatorname{div} \mathbf{v}\right) \, d\mathbf{x}, \quad \forall \mathbf{u}, \mathbf{v} \in \mathbf{V}, \quad (4.23)$$
where the strain tensor $\epsilon(\mathbf{u}) = (\epsilon_{ij}(\mathbf{u}))_{1 \leq i,j \leq n}$ is defined by $\epsilon_{ij}(\mathbf{u}) = \frac{1}{2}(\partial_i u_j + \partial_j u_i)$.

Here and below we shall use the Korn inequality (see [33, 35, 20] for smooth domains and [40] for a bounded domain with a Lipschitz boundary) which asserts that there exists $c > 0$ such that
$$|\mathbf{u}|^2_{1,\Omega} \leq c \left(\int_\Omega \sum_{i,j=1}^n |\epsilon_{ij}(\mathbf{u})|^2 \, d\mathbf{x} + |\mathbf{u}|^2_{0,\Omega}\right), \quad \forall \mathbf{u} \in H^1(\Omega). \quad (4.24)$$
This estimate and the compact embedding of $H^1(\Omega)$ into $L^2(\Omega)$ implies that there exists $c' > 0$ such that
$$|\mathbf{u}|^2_{1,\Omega} \leq c' \int_\Omega \sum_{i,j=1}^n |\epsilon_{ij}(\mathbf{u})|^2 \, d\mathbf{x}, \quad \forall \mathbf{u} \in H^1(\Omega). \quad (4.25)$$
This implies that the form $a$ defined by (4.23) is strongly coercive on $H^1_0(\Omega)$. By the Lax-Milgram lemma, the associated operator $A$ defined by (3.26) is an isomorphism from $H^1_0(\Omega)$ onto $H^{-1}(\Omega)$.

We have checked that all the assumptions of Theorem 3.4.5 are satisfied for problem (4.20), and therefore the shift theorem in standard Sobolev or analytic spaces is valid for this problem.
4.3. Stress free boundary conditions

The problem is

\[\begin{aligned}
\begin{array}{c}
Lu = f \quad \text{in } \Omega, \\
\sigma(u)n = 0 \quad \text{on } \partial\Omega.
\end{array}
\end{aligned}\] (4.26)

Here the boundary conditions are the natural ones associated with the sesquilinear form \(a\) from (4.23) defined on \(V = H^1(\Omega)\): There holds for all \(u \in H^2(\Omega), v \in H^1(\Omega)\)

\[a(u, v) = \int_{\Omega} Lu \cdot \bar{v} \, d\mathbf{x} + \int_{\partial\Omega} \{\sigma(u)n\} \cdot \bar{v} \, d\sigma\] (4.27)

where the stress tensor \(\sigma(u) = (\sigma_{ij}(u))_{1 \leq i, j \leq n}\) is defined by

\[\sigma_{ij}(u) = 2\mu \epsilon_{ij}(u) + \lambda \text{div} u \delta_{ij},\]

and the traction \(\sigma(u)n\) is the vector with components \(\sum_{j} \sigma_{ij} n_j, i = 1, \ldots, n\). Thus (4.27) shows that \(\{\sigma(u)n\}_{\partial\Omega}\) defines the associated conormal system \(B\) applied to \(u\).

By Korn inequality (4.24), this form \(a\) is coercive on \(H^1(\Omega)\) if \(\mu > 0\) and \(\lambda \geq 0\), see also [76, Ch.3] (Prop. 7.2 and Th. 7.9). Denote by \(A\) the operator defined by (3.26). We have \(\ker A = \ker A^* = \mathbb{R}\), where \(\mathbb{R}\) is the set of rigid motions:

\[\mathbb{R} = \{\mathbf{u} : x \mapsto \mathbf{c} + \mathbf{d} \times x : \mathbf{c}, \mathbf{d} \in \mathbb{R}^n\}\].

Indeed it is well known that, see for example Lemma II.1 of [46],

\[a(u, u) = 0 \iff u \in \mathbb{R}.\]

By the Lax-Milgram lemma, \(A\) is an isomorphism from \(H^1(\Omega)/\mathbb{R}\) onto its dual space \(\{f \in H^{-1}(\Omega) : \langle f, r \rangle = 0, \forall r \in \mathbb{R}\}\).

Again all the assumptions of Theorem 3.4.5 are satisfied for problem (4.26) – with non-zero boundary data \(g\) – and therefore the shift theorem in standard Sobolev or analytic spaces holds:

**Theorem 4.3.1** Let \(\Omega\) be a smooth bounded domain and \(a\) be the sesquilinear form defined by (4.23) on \(H^1(\Omega)\). Let \(u \in H^1(\Omega)\) be a (unique up to a element in \(\mathbb{R}\)) variational solution of problem

\[a(u, v) = \int_{\Omega} f \cdot \bar{v} \, d\mathbf{x} + \int_{\partial\Omega} g \cdot \bar{v} \, d\sigma, \quad \forall v \in H^1(\Omega),\]

with \(f \in L^2(\Omega)\) and \(g \in H^{1/2}(\partial\Omega)\) such that \(\int_{\Omega} f \cdot r \, d\mathbf{x} + \int_{\partial\Omega} g \cdot r \, d\sigma = 0, \forall r \in \mathbb{R}\).

(i) Let \(k\) be a non-negative integer. If \(\Omega\) is of class \(C^{k+2}\), \(f \in H^k(\Omega)\) and \(g \in H^{k+1/2}(\partial\Omega)\), then \(u\) belongs to \(H^{k+2}(\Omega)\).

(ii) If we assume that \(\Omega\) is analytic, that \(f \in A(\Omega)\) and \(g \in A(\partial\Omega)\), then \(u\) belongs to \(A(\Omega)\).
4.3.c Simply supported boundary conditions

Here we consider the problem

\[
\begin{cases}
Lu = f & \text{in } \Omega, \\
u_t = 0 & \text{on } \partial\Omega, \\
(\sigma(u)n) \cdot n = 0 & \text{on } \partial\Omega,
\end{cases}
\]

(4.28)

where we recall that \(u_t\) is the tangential component of \(u\), namely \(u_t = u - (u \cdot n)n\). Introducing the projection \(\Pi^Du = u_t\), its variational formulation consists in taking the sesquilinear form \(a\) from (4.23) defined on the following closed subspace of \(H^1(\Omega)\):

\[V = H^1_N(\Omega) = \{u \in H^1(\Omega) : \Pi^Du = 0 \text{ on } \partial\Omega\}.\]

By Korn inequality (4.24), this form is strongly coercive on \(H^1_N(\Omega)\) if \(\mu > 0\) and \(\lambda \geq 0\) because Lemma 4.3.2 below shows that any \(r \in \mathbb{R}\) satisfying the tangential boundary condition

\[r_t = 0 \text{ on } \partial\Omega\]

is equal to zero. This means that the operator \(A\) defined by (3.26) is an isomorphism from \(H^1_N(\Omega)\) onto \(H^1_N(\Omega)'\).

Again all the assumptions of Theorem 3.4.5 are satisfied for problem (4.28) and therefore the shift theorem in standard Sobolev or analytic spaces holds.

**Lemma 4.3.2** If \(r \in \mathbb{R}\) satisfies the homogeneous tangential boundary condition

\[r_t = 0 \text{ on } \partial\Omega,
\]

then it is equal to zero.

**Proof:** We use an argument which is related to the construction of finite elements of Whitney or lowest order Nédélec type, where the finite element space is exactly \(\mathbb{R}\), with degrees of freedom related to the tangential components of the vector fields on the boundary [74, 67]. Using Green’s formula, there holds

\[
\int_{\Omega} \text{curl} r(x) \, dx = - \int_{\partial\Omega} r \times n \, d\sigma = 0,
\]

by assumption. Since \(r(x) = c + d \times x\) for some \(c, d \in \mathbb{R}^n\), we get \(\text{curl} r(x) = (n - 1)d\) and therefore \(d = 0\). This means that \(r(x)\) is the constant vector \(c \in \mathbb{R}^n\). Finding two points on the boundary such that the two tangent hyperplanes generate all of \(\mathbb{R}^n\), we deduce that \(r = 0\). \(\Box\)
4.3.d  Soft Clamped (sliding) boundary conditions

Here we consider the problem

\[
\begin{cases}
Lu = f & \text{in } \Omega, \\
u \cdot n = 0 & \text{on } \partial \Omega, \\
(\sigma(u)n)_t = 0 & \text{on } \partial \Omega.
\end{cases}
\] (4.29)

For the variational setting of this problem, it suffices to consider the sesquilinear form \(a\) from (4.23) defined on (closed subspace of \(H^1(\Omega)\)):

\[V = H^1_T(\Omega) = \{u \in H^1(\Omega) : \Pi^D u = (u \cdot n)n = 0 \text{ on } \partial \Omega\}.\]

As above by the Korn inequality (4.24), this form is coercive on \(H^1_T(\Omega)\) if \(\mu > 0\) and \(\lambda \geq 0\). Its strong coerciveness is, in general, not valid, but it holds under some geometric assumptions on the domain \(\Omega\). As a counterexample, if \(\Omega\) is axisymmetric with respect to the \(x_n\) axis, then the rigid motion \(r(x) = (0, 0, \ldots, 0, 1) \times x\) satisfies the normal boundary condition

\[r \cdot n = 0 \text{ on } \partial \Omega\]

and defines therefore a solution of the homogeneous problem associated with (4.29). For the general case, we simply notice that the operator \(A\) defined by (3.26) is an isomorphism from \(H^1_T(\Omega)/\ker A\) onto \(\{v \in H^1_T(\Omega)^\prime : \langle v, r \rangle = 0, \forall r \in \ker A\}\), where \(\ker A\) is obviously a subspace of \(\mathbb{R}\).

Again all the assumptions of Theorem 3.4.5 are satisfied for problem (4.29) and therefore the shift theorem in standard Sobolev or analytic spaces holds.

4.4  The anisotropic elasticity system

The anisotropic elasticity system corresponds to the linear elasticity with anisotropic material law. More precisely it is a \(n \times n\) system that can be written as

\[
L(x, D_x)u = -\left(\sum_{j=1}^{n} \partial_j \sigma_{ij}(u)\right)_{1 \leq i \leq n},
\] (4.30)

where the stress tensor is here given by Hooke’s law

\[
\sigma_{ij}(u) = \sum_{m,n=1}^{n} C_{ijnm}(x) \epsilon_{mn}(u),
\]

the elasticity moduli \(C_{ijnm}(x)\) are real valued smooth functions that satisfy the symmetry relations

\[
C_{ijnm}(x) = C_{mijn}(x) = C_{jimn}(x) = C_{ijmn}(x),
\] (4.31)
and the strong ellipticity condition: there exists $M > 0$ such that
\[
\forall (\epsilon_{ij})_{1 \leq i,j \leq n} \in \mathbb{R}^{n \times n}_{\text{sym}}, \quad \forall \mathbf{x} \in \Omega, \quad \sum_{i,j,m,n=1}^{n} C_{ijmn}(\mathbf{x}) \epsilon_{ij} \epsilon_{mn} \geq M \sum_{i,j=1}^{n} |\epsilon_{ij}|^2, \tag{4.32}
\]
where $\mathbb{R}^{n \times n}_{\text{sym}}$ is the space of symmetric $n \times n$ matrices.

Obviously we recover the Lamé system from the previous section if
\[
C_{ijmn}(\mathbf{x}) = \mu (\delta_{mi} \delta_{nj} + \delta_{mj} \delta_{ni}) + \lambda \delta_{ij} \delta_{mn},
\]
which satisfy the above assumptions if $\mu > 0$ and $\lambda \geq 0$.

Note that due to the symmetry constraint in (4.32), the sesquilinear form corresponding to the operator $L$ defined in (4.30) is never formally positive in the sense of Definition 3.2.4. Indeed, thanks to the symmetries (4.31), rigid motions again belong to the kernel of the operator.

Like for the Lamé system, we can complement the anisotropic elasticity with hard clamped boundary conditions (system (4.20)), stress free boundary conditions (system (4.26)), simply supported boundary conditions (system (4.28)) and finally soft clamped boundary condition (system (4.29)). The variational settings of these systems are exactly the same as the corresponding ones for the Lamé system, where now the sesquilinear form $a$ can generally be written as
\[
a(u, v) = \int_{\Omega} \sum_{i,j=1}^{n} \sigma_{ij}(\mathbf{u}) \epsilon_{ij}(\mathbf{v}) \, d\mathbf{x}, \quad \forall u, v \in V.
\]

Due to the ellipticity assumption (4.32), the relevant properties of this sesquilinear form on the variational spaces $V$ are in close analogy with the corresponding ones for the Lamé system and therefore the same regularity results hold.

### 4.5 The regularized Maxwell system

A rich source for examples and counter-examples of elliptic boundary value problems is provided by the equations of electrodynamics. In their simplest form, the time-harmonic Maxwell equations for electromagnetic waves in a bounded domain $\Omega$ of $\mathbb{R}^3$ filled by an isotropic homogeneous material can be written as a symmetric first order $6 \times 6$ system
\[
\text{curl} \mathbf{E} - i\omega \mathbf{H} = 0 \quad \text{and} \quad \text{curl} \mathbf{H} + i\omega \mathbf{E} = \mathbf{J} \quad \text{in} \ \Omega.
\]

Here $\mathbf{E}$ is the electric part and $\mathbf{H}$ is the magnetic part of the electromagnetic field, and the constant $\omega$ corresponds to the wave number or frequency. The right hand side $\mathbf{J}$ is the current density which – in the absence of free electric charges – is divergence free, namely
\[
\text{div} \mathbf{J} = 0 \quad \text{in} \ \Omega.
\]
If the frequency \( \omega \) is different from zero, we can eliminate \( H \) by the first relation
\[
H = \frac{1}{i\omega} \text{curl} \ E
\]
and therefore the second one yields the second order system
\[
\text{curl} \ \text{curl} \ E - \omega^2 E = i\omega J \quad \text{in } \Omega.
\]
Since \( J \) is supposed to be divergence free, we deduce that \( E \) is also divergence free. Consequently, the solutions of this system are also solutions of the regularized Maxwell system
\[
L_{\omega,s}(D_x)E = \text{curl} \ \text{curl} \ E - s \nabla \text{div} E - \omega^2 E = i\omega J \quad \text{in } \Omega,
\]
where \( s \) is an arbitrary parameter. Conversely, any solution \( E \) of the second order system (4.33) defines via \( H = \text{curl} \ E / (i\omega) \) a solution of the original first order system, provided \( E \) is divergence free.

The principal part of the second order system (4.33) is
\[
L_{0,s}(D_x) = \text{curl} \ \text{curl} - s \nabla \text{div} = -I_3 \Delta + (1 - s) \nabla \text{div}.
\]
It is clearly strongly elliptic if \( s > 0 \), which we will assume from now on.

Note that this system can be obtained as a particular case of the Lamé system with \( \mu = 1 \) and \( \lambda = s - 2 \). Nevertheless, the standard sesquilinear form \( a \) associated with the regularized Maxwell system (4.33) is, cf. [23, 45, 31]
\[
a_{\omega,s}(u,v) = \int_{\Omega} (\text{curl} \ u \cdot \text{curl} \ v + s \text{div} \ u \text{div} \ v - \omega^2 u \cdot v) \, dx,
\]
and its principal part \( a_{0,s} \) is distinct from the Lamé sesquilinear form (4.23), even with the right choice of parameters \( \mu = 1 \) and \( \lambda = s - 2 \). This fact leads to distinct natural boundary conditions, in general, see §4.8 for more comments.

Another distinct (and sometimes disturbing) feature of the regularized Maxwell system, when written in variational form, is that variational spaces are not naturally subspaces of \( H^1(\Omega) \), but of the larger functional space
\[
X(\Omega) = H(\text{curl}, \Omega) \cap H(\text{div}, \Omega)
\]
where \( H(\text{curl}, \Omega) \) and \( H(\text{div}, \Omega) \) are the spaces of fields \( u \) in \( L^2(\Omega) \) with square integrable \( \text{curl} \ u \) and \( \text{div} \ u \), respectively. Its natural norm is
\[
\|u\|_{X(\Omega)}^2 = \|u\|_{0;\Omega}^2 + \|\text{curl} \ u\|_{0;\Omega}^2 + \|\text{div} \ u\|_{0;\Omega}^2.
\]
The space \( X(\Omega) \) is contained in \( H^1_{\text{loc}}(\Omega) \), but never in \( H^1(\Omega) \), see [39].

However, in contrast with elastic displacements, electric and magnetic fields \( E \) and \( H \) are always supposed to satisfy some essential boundary conditions on the boundary \( \partial \Omega \). There are several of them. We can quote: the perfectly conducting conditions, the perfectly insulating conditions, and, more generally, impedance or transparent boundary conditions.
From the mathematical point of view of elliptic boundary value problems, one can, of course, associate the second order system (4.33) also with Dirichlet boundary conditions, i.e. require that all components of \( \mathbf{E} \) vanish on \( \partial \Omega \). This obviously defines an elliptic boundary value problem if \( s \neq -1 \), see (4.21), so that one can apply all the elliptic regularity theory of the previous chapters in this situation. Unfortunately, in this case one will not be able to prove that \( \mathbf{E} \) is divergence free, so that one does not get a solution of the original non-regularized Maxwell system. What one rather obtains is just a solution of an elasticity problem with hard clamped boundary conditions.

In the next subsections, we consider in more details the perfectly conducting conditions, and then the impedance boundary conditions. We show in both cases how they can be made to enter our general framework of elliptic boundary value problems in coercive variational form, leading to optimal Sobolev and analytic regularity results.

### 4.5.a Perfectly conducting electric boundary condition

This condition specifies that the tangential component \( \mathbf{E} \times \mathbf{n} \) of the electric field is zero on \( \partial \Omega \). The variational space is then

\[
X_N(\Omega) = \{ \mathbf{u} \in X(\Omega) : \mathbf{u} \times \mathbf{n} = 0 \text{ on } \partial \Omega \}.
\]

In this definition, the boundary condition has to be understood in the weak sense. For \( \mathbf{u} \in X(\Omega) \), the tangential trace \( \mathbf{u} \times \mathbf{n} \) can be defined as an element of \( H^{-1/2}(\Omega) \) by means of the Green’s formula

\[
\forall \varphi \in H^1(\Omega), \quad \int_{\Omega} (\mathbf{u} \cdot \text{curl} \varphi - \text{curl} \mathbf{u} \cdot \varphi) \, d\mathbf{x} = \langle \mathbf{u} \times \mathbf{n}, \varphi \rangle_{\partial \Omega} \quad (4.37)
\]

similarly to the way we defined the weak conormal derivatives in the previous chapter, equation (3.8), see again [39]. The vanishing of this trace is then equivalent to the validity of the Green formula

\[
\forall \mathbf{v} \in H^1(\Omega), \quad \int_{\Omega} (\text{curl} \mathbf{u} \cdot \mathbf{v} - \mathbf{u} \cdot \text{curl} \mathbf{v}) \, d\mathbf{x} = 0.
\]

In this part we consider domains with smooth boundaries: Namely, if \( \partial \Omega \) is of class \( C^2 \) (in fact, as soon as we have \( H^2 \) regularity of the Dirichlet problem for the Laplacian, see [14]), the space \( X_N(\Omega) \) is included in \( H^1(\Omega) \), thus coincides with the space \( H^1_N(\Omega) \) introduced in §4.3.c. Thus, in the case of smooth domains we are back to our general framework of Chapter 3 with the variational space

\[
\mathbf{V} = H^1_N(\Omega).
\]

It is known (see [23]) that the sesquilinear form \( a_{0,s} \) is strongly coercive on \( H^1_N(\Omega) \), in other words, there exists \( c > 0 \) such that

\[
a_{0,s}(\mathbf{u}, \mathbf{u}) \geq c \| \mathbf{u} \|_{1,\Omega}^2, \quad \forall \mathbf{u} \in H^1_N(\Omega).
\]
By the compact embedding of $H^1_N(\Omega)$ in $L^2(\Omega)$, there holds the Fredholm alternative for the variational problem

$$\forall v \in H^1_N(\Omega), \quad a_{\omega,s}(u,v) = \int_\Omega f \cdot \bar{v} \, dx.$$  \hfill (4.38)

By virtue of Theorem 3.4.5, for $f \in L^2(\Omega)$ any solution $u \in H^1_N(\Omega)$ is more regular, namely $u \in H^2(\Omega)$. In order to determine the natural boundary condition, we use integration by parts like in the general formulas (3.6) and (3.14), and obtain, with the tangential component $v_t = n \times (v \times n)$ of $v$,

$$a_{\omega,s}(u,v) = \int_\Omega L_{\omega,s} u \cdot \bar{v} \, dx + \int_{\partial\Omega} ((\text{curl } u) \times n) \cdot \bar{v}_t + s \text{div } u (\bar{v} \cdot n) \, d\sigma,$$  \hfill (4.39)

this identity being valid for all $u \in H^2(\Omega)$ and $v \in H^1(\Omega)$. Note that formula (4.39) shows that the associated conormal system $B$ is given by

$$Bu = \{(\text{curl } u) \times n + s(\text{div } u) n \} |_{\partial\Omega}. \hfill (4.40)$$

Thus we see that the strong form (3.16) of the variational problem (4.38) is (compare with (3.16) in the general case)

$$\begin{cases}
L_{\omega,s} u = f & \text{in } \Omega, \\
\text{div } u = 0 & \text{on } \partial\Omega, \\
u \times n = 0 & \text{on } \partial\Omega.
\end{cases} \hfill (4.41)$$

Since all the assumptions of Theorem 3.4.5 are satisfied for problem (4.41), the shift theorem in standard Sobolev or analytic spaces is valid for this problem.

Let us finally show a specific property for the regularized formulation that allows us to go back to the original first order Maxwell system if $\omega \neq 0$, namely the divergence free property of $u$ under the condition that the right-hand side has the same property:

**Lemma 4.5.1** If the right-hand side $f \in L^2(\Omega)$ is divergence free:

$$\text{div } f = 0 \quad \text{in } \Omega,$$

and $-\omega^2/s$ is not an eigenvalue of the Laplace operator $\Delta$ with Dirichlet boundary conditions, then any solution $u \in H^1_N(\Omega)$ of problem (4.38) is divergence free as well, i.e.,

$$\text{div } u = 0 \quad \text{in } \Omega.$$
Proof: Taking test functions $v$ in (4.38) in the form $v = \nabla \varphi$, with an arbitrary $\varphi \in H^2 \cap H^1_0(\Omega)$ (this directly implies that $v \in H^1_\nu(\Omega)$), we get
\[ \forall \varphi \in H^2 \cap H^1_0(\Omega), \quad s \int_\Omega \text{div} \ u \ \text{div} \varphi \, dx - \omega^2 \int_\Omega u \ \nabla \varphi \, dx = \int_\Omega f \cdot \nabla \varphi \, dx. \]
This right-hand side is equal to zero as a consequence of Green's formula and the divergence free property of $f$. Therefore $u$ satisfies
\[ \forall \varphi \in H^2 \cap H^1_0(\Omega), \quad \int_\Omega \text{div} \ u \ (s\Delta + \omega^2) \varphi \, dx = 0. \]
Now assume that $\text{div} \ u$ is not zero. This means that the operator defined by the elliptic boundary system with the strongly elliptic operator $s\Delta + \omega^2$ and Dirichlet boundary conditions is not surjective from $H^2 \cap H^1_0(\Omega)$ to $L^2(\Omega)$. According to Theorems 2.2.39, 3.3.1 and 4.1.1, this operator is Fredholm of index zero. Since it is not surjective, it is not injective either, and this means that there exists an eigenfunction $\varphi \in H^2 \cap H^1_0(\Omega)$ of the equation $(s\Delta + \omega^2)\varphi = 0$, and hence $-\omega^2/s$ is an eigenvalue of the Laplace operator with Dirichlet boundary conditions, contrary to the assumption.

4.5.b Perfectly conducting magnetic boundary conditions

This condition specifies the normal component $\mathbf{H} \cdot \mathbf{n}$ of the magnetic field $\mathbf{H}$ to be zero on the boundary of the domain. The variational space is then
\[ \mathbf{X}_T(\Omega) = \{ u \in \mathbf{X}(\Omega) : u \cdot \mathbf{n} = 0 \text{ on } \partial \Omega \}. \]
The weak definition of the boundary condition $u \cdot \mathbf{n} = 0$ means in this case:
\[ \forall \varphi \in H^1(\Omega), \quad \int_\Omega (\text{div} \ u \varphi + u \cdot \nabla \varphi) \, dx = 0. \] (4.42)
Like in the electric case, if $\partial \Omega$ is of class $C^2$, the space $\mathbf{X}_T(\Omega)$ is contained in $\mathbf{H}^1(\Omega)$; it coincides with the space $\mathbf{H}^1_T(\Omega)$ introduced in §4.3.d. Thus, in the case of smooth domains we are back to our general framework with the variational space
\[ \mathbf{V} = \mathbf{H}^1_T(\Omega). \]

Since the magnetic field satisfies the same second order system as the electric field (with a different right hand side and different boundary conditions), for the problem in magnetic field formulation we can take the same sesquilinear form (4.34), now defined on $\mathbf{H}^1_T(\Omega)$. Like before this form is coercive on $\mathbf{H}^1_T(\Omega)$, cf. [23].

Thus, for $f \in L^2(\Omega)$, we consider solutions $u \in \mathbf{H}^1_T(\Omega)$ of the problem
\[ a_{\omega,s}(u, v) = \int_\Omega f \cdot \bar{v} \, dx, \quad \forall v \in \mathbf{H}^1_T(\Omega). \] (4.43)
We know that there is at most a finite number of linearly independent solutions \( u \), and Theorem 3.4.5 then yields that \( u \in H^2(\Omega) \). Using the Green formula (4.39), we find that \( u \) solves the problem in strong form

\[
\begin{cases}
    L_{\omega,s}u = f & \text{in } \Omega, \\
    (\text{curl } u) \times n = 0 & \text{on } \partial \Omega, \\
    u \cdot n = 0 & \text{on } \partial \Omega.
\end{cases}
\]

(4.44)

Like in the electric formulation, since all the assumptions of Theorem 3.4.5 are satisfied for problem (4.44), the shift theorem in standard Sobolev or analytic spaces is valid for this problem.

As previously, let us show how \( H^2 \) regularity results for the Helmholtz equation can be used to prove the divergence free property:

**Lemma 4.5.2** If the right-hand side \( f \in L^2(\Omega) \) is divergence free and satisfies \( f \cdot n = 0 \) in the weak sense on \( \partial \Omega \), that is

\[
\int_{\Omega} f \cdot \nabla \varphi \, dx = 0, \quad \forall \varphi \in H^1(\Omega),
\]

and if \( -\omega^2/s \) is not a non-zero eigenvalue of the Laplace operator \( \Delta \) with Neumann boundary conditions, then any solution \( u \in H^1_T(\Omega) \) of problem (4.43) is divergence free.

**Proof:** Like in the proof of Lemma 4.5.1, the main idea is to show that \( \text{div } u \) is orthogonal in \( L^2(\Omega) \) to all right hand sides in the Neumann problem for the operator \( s\Delta + \omega^2 \) on \( H^2(\Omega) \). For this, consider

(1)

\[
\varphi \in H^2(\Omega) \quad \text{satisfying} \quad \partial_n \varphi = 0 \quad \text{on } \partial \Omega.
\]

We see that then \( v = \nabla \varphi \) is in \( H^1_T(\Omega) \) and can be used as a test function in the variational formulation (4.43). This gives with (4.42)

(2)

\[
\int_{\Omega} \text{div } u (s\Delta + \omega^2) \varphi \, dx = s \int_{\Omega} \text{div } u \, \text{div } v \, dx - \omega^2 \int_{\Omega} u \cdot v \, dx = \int_{\Omega} f \cdot \nabla \varphi \, dx = 0.
\]

Now if \( -\omega^2/s \) is not a Neumann eigenvalue, then thanks to the Fredholm alternative, the operator \( s\Delta + \omega^2 \) is an isomorphism from the space of \( \varphi \) satisfying (1) onto \( L^2(\Omega) \). We can therefore find a \( \varphi \in H^2(\Omega) \) that satisfies

\[
\begin{cases}
    (s\Delta + \omega^2)\varphi = \text{div } u & \text{in } \Omega, \\
    \partial_n \varphi = 0 & \text{on } \partial \Omega.
\end{cases}
\]

If \( \omega = 0 \) (which is a Neumann eigenvalue), we still can find such a \( \varphi \): In this case, the right hand sides do not fill all of \( L^2(\Omega) \), but only the subspace \( L^2_0(\Omega) = \{ g \in L^2(\Omega) : \int_\Omega g \, dx = 0 \} \), see Theorem 4.1.2. But \( \text{div } u \) belongs to this subspace, as we can see from (4.42) by
taking a constant test function. Therefore, unless $-\omega^2/s$ is a non-zero Neumann eigenvalue, we find from (2)

$$\int_\Omega |\text{div} u|^2 \, dx = 0,$$

and hence $u$ is divergence free. $\square$

### 4.5.c Regularity of the electromagnetic field with perfectly conducting boundary conditions

Relying on the ellipticity of the electric and magnetic problems (4.41) and (4.44) we are now able to deduce regularity results for the electromagnetic field $(E, H)$ solution of the harmonic Maxwell system with the perfectly conducting boundary conditions

\begin{equation}
\begin{aligned}
\text{curl} E - i\omega H &= 0 \quad \text{and} \quad \text{curl} H + i\omega E = J \quad \text{in} \ \Omega, \\
E \times n &= 0 \quad \text{and} \quad H \cdot n = 0 \quad \text{on} \ \partial\Omega.
\end{aligned}
\end{equation}

We can drop the condition $\text{div} J = 0$, replacing it by regularity assumptions on $\text{div} J$.

**Theorem 4.5.3** Let $\Omega$ be a smooth bounded domain. Let $(E, H) \in H(\text{curl}; \Omega)^2$ be solution of the harmonic Maxwell system (4.45) with a non-zero frequency $\omega$ and $J \in H(\text{div}; \Omega)$.

(i) Let $k$ be a non-negative integer and let $\Omega$ be of class $C^{k+2}$.

* If $J \in H^k(\Omega)$ and $\text{div} J \in H^{k+1}(\Omega)$, then $E \in H^{k+2}(\Omega)$ and $H \in H^{k+1}(\Omega)$.

* If moreover $\text{curl} J \in H^k(\Omega)$ and $J \times n \in H^{k+\frac{1}{2}}(\partial\Omega)$, then $H \in H^{k+2}(\Omega)$.

(ii) If we assume that $\Omega$ is analytic and $J \in A(\Omega)$, then $E$ and $H$ belong to $A(\Omega)$.

**Proof:** Since $\text{div} E = \frac{1}{i\omega} \text{div} J$, we deduce that $\text{div} E \in L^2(\Omega)$. Since, moreover, $E \in H(\text{curl}; \Omega)$ and $E \times n = 0$ on $\partial\Omega$, we have $E \in \mathbf{X}_N(\Omega)$, and, as $\Omega$ is smooth enough, $E \in H^1_N(\Omega)$. With the form $a_{\omega,s}$ defined in (4.34), the electric field $E$ is solution of the variational problem

$$\forall E' \in H^1_N(\Omega), \quad a_{\omega,s}(E, E') = \int_\Omega i\omega J \cdot E' + \frac{s}{i\omega} \text{div} J \text{ div} E' \, dx$$

$$= \int_\Omega (i\omega J - \frac{s}{i\omega} \nabla \text{div} J) \cdot E' \, dx + \int_{\partial\Omega} \frac{s}{i\omega} \text{div} J \text{ E'} \cdot n \, d\sigma,$$

which writes in distributional form, cf. (4.41)

$$\begin{aligned}
L_{\omega,s} E &= i\omega J - \frac{s}{i\omega} \nabla \text{div} J \quad \text{in} \ \Omega, \\
\text{div} E &= \frac{1}{i\omega} \text{div} J \quad \text{on} \ \partial\Omega, \\
E \times n &= 0 \quad \text{on} \ \partial\Omega.
\end{aligned}$$
As already mentioned, this problem satisfies the assumptions of Theorem 3.4.5, therefore $E \in H^{k+2}(\Omega)$ if $J \in H^k(\Omega)$ and $\text{div} \, J \in H^{k+1}(\Omega)$. The regularity of $H$ comes from the equality $H = \frac{1}{i\omega} \text{curl} \, E$.

If $\text{curl} \, J \in H^k(\Omega)$, we use the magnetic formulation: $H \in H^1_T(\Omega)$ solves

$$\forall H' \in H^1_T(\Omega), \quad a_{\omega,s}(H, H') = \int_{\Omega} J \cdot \text{curl} \, H' \, d\omega = \int_{\Omega} \text{curl} \, J \cdot H' \, d\omega + \int_{\partial\Omega} (J \times n) \cdot H' \, d\sigma$$

which gives

$$\begin{cases}
L_{\omega,s} H = \text{curl} \, J & \text{in } \Omega, \\
(\text{curl} \, H) \times n = J \times n & \text{on } \partial\Omega, \\
H \cdot n = 0 & \text{on } \partial\Omega.
\end{cases}$$

and satisfies the assumptions of Theorem 3.4.5 as well, and deduce that $H \in H^{k+2}(\Omega)$. The analytic regularity is a direct consequence of Theorem 3.4.5. □

### 4.5.d Imperfectly conducting or impedance boundary conditions

This condition, also called Leontovich boundary condition, specifies that the tangential component $E_t = n \times (E \times n)$ of the electric field is proportional to $H \times n$ (tangential component of the magnetic field rotated by 90° clockwise) on $\partial\Omega$, more precisely it imposes that $H \times n - \lambda E_t = 0$ on $\partial\Omega$, where the impedance $\lambda$ is a smooth function defined on $\partial\Omega$ satisfying

$$\lambda : \partial\Omega \to \mathbb{C}, \quad \text{such that } \forall x \in \partial\Omega, \; \lambda(x) \neq 0,$$

see for instance [75, 67]. The case $\lambda \equiv 1$ is also called the Silver-Müller boundary condition [12].

So we are now interested in properties of solutions of the Maxwell system with impedance boundary conditions

$$\begin{cases}
\text{curl} \, E - i\omega H = 0 & \text{and } \text{curl} \, H + i\omega E = J \quad \text{in } \Omega, \\
H \times n - \lambda E_t = 0 & \text{on } \partial\Omega,
\end{cases}$$

Eliminating $H$ by the relation $H = \frac{1}{i\omega} \text{curl} \, E$, we can write the impedance condition in the form:

$$(\text{curl} \, E) \times n - i\omega \lambda E_t = 0 \quad \text{on } \partial\Omega.$$ (4.48)

We can see that, at first glance, this boundary condition enters the framework of general Robin boundary conditions (3.43) $BE + Z\gamma_0 E = 0$ with $ZE = -i\omega \lambda E_t$, since in our case $BE = \text{curl} \, E \times n + (\text{div} \, E)n$, see (4.40).
The new difficulty is that the space $X(\Omega) \ (4.35)$ without any boundary condition is not included in $H^1(\Omega)$, and does not give sense to a Robin type boundary term. This is the reason for the introduction of the new variational space associated with this boundary condition

$$X_{\text{imp}}(\Omega) = \{ u \in X(\Omega) : \gamma_0 u_t \in L^2(\partial \Omega) \},$$

equipped with the natural norm

$$\| u \|_{X_{\text{imp}}(\Omega)}^2 = \| u \|_{0; \Omega}^2 + \| \text{curl} \, u \|_{0; \Omega}^2 + \| \text{div} \, u \|_{0; \Omega}^2 + \| \gamma_0 u_t \|_{0; \partial \Omega}^2.$$

Assuming that $J \in H(\text{div}; \Omega)$, and introducing a positive regularizing parameter $s$, we can prove that the electric part $E$ of any solution $(E, H) \in H(\text{curl}; \Omega)^2$ to system (4.47) is solution of the variational problem

$$\text{Find } E \in X_{\text{imp}}(\Omega) \text{ such that } \forall E' \in X_{\text{imp}}(\Omega),$$

$$a_{\omega, s}(E, E') = -i \omega \int_{\partial \Omega} \lambda E_t \cdot E'_t \, d\sigma = \int_{\Omega} i \omega J \cdot E' + \frac{s}{i \omega} \text{div} \, J \, \text{div} \, E' \, dx. \quad (4.49)$$

Here $a_{\omega, s}$ is the sesquilinear form (4.34). The variational problem (4.49) is similar to problem (3.40) with the general sesquilinear form (3.39).

But, even if we take a domain with smooth boundary, the space $X_{\text{imp}}(\Omega)$ is not embedded in $H^1(\Omega)$. The best which can be proved within the scale of standard Sobolev spaces is the embedding of $X_{\text{imp}}(\Omega)$ in $H^{1/2}(\Omega)$ [22, Theorem 2]. It is known however that $H^1(\Omega)$ is a dense subset of $X_{\text{imp}}(\Omega)$ [19, 29].

Moreover, there is no hope of applying the theory of elliptic boundary value problems to (4.49): With the second order operator $L_{\omega, s}$ introduced in (4.33), problem (4.49) writes in distributional form

$$\begin{cases}
L_{\omega, s} E &= i \omega J - \frac{s}{i \omega} \nabla \text{div} \, J \quad \text{in } \Omega, \\
(\text{curl} \, E) \times n - i \omega \lambda E_t &= 0 \quad \text{on } \partial \Omega, \\
\text{div} \, E &= \frac{1}{i \omega} \text{div} \, J \quad \text{on } \partial \Omega,
\end{cases} \quad (4.50)$$

its principal part is problem (4.66), which is not elliptic, as explained in §4.8.

Note that the variational formulation for the magnetic field $H \in X_{\text{imp}}(\Omega)$ uses the same space and reads

$$\forall H' \in X_{\text{imp}}(\Omega), \quad a_{\omega, s}(H, H') = -i \omega \int_{\partial \Omega} \frac{1}{\lambda} H_t \cdot H'_t \, d\sigma = \int_{\Omega} J \cdot \text{curl} \, H' \, dx, \quad (4.51)$$

which does not define an elliptic problem either.

A much better idea, inspired by [75, §5.4.3], is to consider a coupled regularized formulation for the full electromagnetic field $(E, H)$, using the variational space

$$V = \{(E, H) \in (H(\text{curl}; \Omega) \cap H(\text{div}; \Omega))^2 : \ H \times n = \lambda E_t \text{ on } \partial \Omega \}, \quad (4.52)$$
considering now the impedance condition in (4.47) as an essential boundary condition. The new sesquilinear form \( \tilde{a}(E, H; E', H') \) is now the sum of the sesquilinear forms appearing in (4.49) and (4.51). Thus \( \tilde{a} \) has the Robin form \( a + b \) with

\[
a(E, H; E', H') = a_{\omega,s}(E, E') + a_{\omega,s}(H, H')
\]

where \( a_{\omega,s} \) is the sesquilinear form (4.34), and

\[
b(E, H; E', H') = -i\omega \int_{\partial \Omega} \lambda E_t \cdot E'_t d\sigma - i\omega \int_{\partial \Omega} \frac{1}{\lambda} H_t \cdot H'_t d\sigma.
\]

(4.53b)

The derivation of the following lemma is standard:

**Lemma 4.5.4** Any solution \((E, H) \in H(\text{curl}; \Omega)^2\) of the full impedance problem (4.47) belongs to the space \( V \) defined in (4.52), and solves the variational problem

Find \((E, H) \in V\) such that \(\forall (E', H') \in V\),

\[
\tilde{a}(E, H; E', H') = \int_{\Omega} \left( i\omega J \cdot E' + \frac{1}{i\omega} \text{div} \text{div} E' \right) dx + \int_{\Omega} J \cdot \text{curl} H' dx,
\]

(4.54)

with the choice (4.53) for \( \tilde{a} = a + b \).

The new fact is that \( V \) is embedded in \( H^1(\Omega) \times H^1(\Omega) \) and that the sesquilinear form \( a \) is coercive on \( V \). We prove these two assertions in the following statements.

**Lemma 4.5.5** If the boundary of \( \Omega \) is of class \( C^2 \) and the impedance function \( \lambda \) satisfies (4.46), the space \( V \) defined by (4.52) is contained in \( H^1(\Omega) \times H^1(\Omega) \).

**Proof:** Let \((E, H) \in V\). Let us prove that \( E \in H^1(\Omega) \). The proof for \( H \) is similar. Since for any \( \psi \in C^\infty(\Omega) \), \((\psi E, \psi H)\) also belongs to \( V \), we can assume that \( \Omega \) is topologically trivial.

There exists a vector potential \( w \in X_N(\Omega) \) such that, cf. [7]

\[
\text{curl} w = \text{curl} E \quad \text{in} \quad \Omega.
\]

Thus, there exists a potential \( \varphi \in H^1(\omega) \) such that

\[
(1) \quad \nabla \varphi = E - w.
\]

Since \( \Omega \) is smooth enough, \( X_N(\Omega) \subset H^1(\Omega) \). Therefore, as a consequence of \( \text{div} E \in L^2(\Omega) \) we find that

\[
(2) \quad \text{div} \nabla \varphi \in L^2(\Omega).
\]

The trace \( E_t \) coincides with \( \nabla_t \varphi \), where \( \nabla_t \) is the tangential gradient. But by the impedance condition, \( H \times n = \lambda E_t \). As \( H \) belongs to \( H(\text{curl}; \Omega) \), its trace \( H \times n \) belongs to
\( H^{-1/2}(\text{div}; \partial \Omega), \) [75, Theorem 5.4.2], and so does \( \lambda \mathbf{E}_t \). Finally
\[
\text{div}_t \lambda \nabla_t \varphi \in H^{-\frac{1}{2}}(\partial \Omega).
\]

Since \( \lambda \) is smooth and never 0 on \( \partial \Omega \), the operator \( \text{div}_t \lambda \nabla_t \) is a scalar elliptic operator on \( \partial \Omega \) which is a smooth manifold without boundary. By elliptic regularity we obtain that
\[
\varphi|_{\partial \Omega} \in H^\frac{3}{2}(\partial \Omega).
\]

Now, using the elliptic regularity for \( \varphi \) solution of the Dirichlet problem (2)-(3) on \( \Omega \), we find \( \varphi \in H^2(\Omega) \). Coming back to (1), we have obtained that \( \mathbf{E} \in H^1(\Omega) \). \( \square \)

**Theorem 4.5.6** If the boundary of \( \Omega \) is of class \( C^2 \) and the impedance function \( \lambda \) satisfies (4.46), the sesquilinear form a (4.53a) is coercive on \( \mathbf{V} \) in the sense of Definition 3.2.1, i.e., there exists \( C > 0 \) and \( c > 0 \) such that for all \( (\mathbf{E}, \mathbf{H}) \in \mathbf{V} \)
\[
\Re a(\mathbf{E},\mathbf{H};\mathbf{E},\mathbf{H}) \geq c(\|\mathbf{E}\|^2_{1;\Omega} + \|\mathbf{H}\|^2_{1;\Omega}) - C(\|\mathbf{E}\|^2_{0;\Omega} + \|\mathbf{H}\|^2_{0;\Omega}).
\]

**Proof:** It relies on the following formula which holds for any \( \mathbf{u} \) and \( \mathbf{v} \) in \( H^1(\Omega) \), cf. [30, Lemma 2.2], [75, Lemma 5.4.2] and the earlier reference [23]:
\[
\int_{\Omega} \nabla \mathbf{u} : \nabla \mathbf{v} - \text{curl} \mathbf{u} \cdot \text{curl} \mathbf{v} - \text{div} \mathbf{u} \text{ div} \mathbf{v} \, d\mathbf{x} =
- \int_{\partial \Omega} \text{div}_t \mathbf{u}_t (\mathbf{v} \cdot \mathbf{n}) + (\mathbf{u} \cdot \mathbf{n}) \text{ div}_t \mathbf{v}_t + \text{tr} \mathcal{B} (\mathbf{u} \cdot \mathbf{n}) (\mathbf{v} \cdot \mathbf{n}) + \mathcal{B} \mathbf{u}_t \cdot \mathbf{v}_t \, d\sigma \quad (4.55)
\]

In (4.55) \( \mathcal{B} \) is the second fundamental form of the surface \( \partial \Omega \) and \( \text{div}_t \mathbf{u}_t \) is the surface divergence of \( \mathbf{u}_t \). There holds \( \text{div}_t \mathbf{u}_t = \text{div} \mathbf{u} - \partial_n \mathbf{u}_n - \mathbf{u}_n \text{ div} \mathbf{n} \), with \( \mathbf{u}_n = \mathbf{u} \cdot \mathbf{n} \). This surface divergence is the operator which defines the space \( H^{-\frac{3}{2}}(\text{div}; \partial \Omega) \):
\[
(1) \quad H^{-\frac{3}{2}}(\text{div}; \partial \Omega) = \{ \mathbf{u} \in H^{-\frac{3}{2}}(\partial \Omega) : \mathbf{u} = \mathbf{u}_t \text{ and } \text{div}_t \mathbf{u}_t \in H^{-\frac{3}{2}}(\partial \Omega) \}.
\]

Let \( (\mathbf{E}, \mathbf{H}) \in \mathbf{V} \). Since by Lemma 4.5.5 \( \mathbf{E} \) and \( \mathbf{H} \) belong to \( H^1(\Omega) \), we can use (4.55) for \( \mathbf{u} = \mathbf{v} = \mathbf{E} \) and \( \mathbf{u} = \mathbf{v} = \mathbf{H} \) and sum up the obtained equalities: We find that
\[
(2) \quad \|\mathbf{E}\|^2_{1;\Omega} + \|\mathbf{H}\|^2_{1;\Omega} = \|\mathbf{E}\|^2_{0;\Omega} + \|\mathbf{H}\|^2_{0;\Omega} + D
\]
where the difference term \( D \) can be estimated as
\[
|D| \lesssim \|\text{div}_t \mathbf{E}_t\|_{-\frac{3}{2};\partial \Omega} \|\mathbf{E}_n\|_{\frac{1}{2};\partial \Omega} + \|\text{div}_t \mathbf{H}_t\|_{-\frac{3}{2};\partial \Omega} \|\mathbf{H}_n\|_{\frac{1}{2};\partial \Omega} + \|\mathbf{E}_n\|^2_{0;\partial \Omega} + \|\mathbf{H}_n\|^2_{0;\partial \Omega} + \|\mathbf{E}_t\|^2_{0;\partial \Omega} + \|\mathbf{H}_t\|^2_{0;\partial \Omega}.
\]

Here \( \mathbf{E}_n \) and \( \mathbf{H}_n \) are the normal component \( \mathbf{E} \cdot \mathbf{n} \) and \( \mathbf{H} \cdot \mathbf{n} \) of \( \mathbf{E} \) and \( \mathbf{H} \), respectively. With the help of inequality (3.42), we find that the last four terms can be estimated by
\[
C\left(\|\mathbf{E}\|_{0;\Omega} \|\mathbf{E}\|_{1;\Omega} + \|\mathbf{H}\|_{0;\Omega} \|\mathbf{H}\|_{1;\Omega}\right).
\]
while, with definition (1) the first two terms are estimated by

\[ C \left( \| E_t \|_{H^{-\frac{1}{2}}(\text{div}; \Omega)} \| E \|_{1; \Omega} + \| H_t \|_{H^{-\frac{1}{2}}(\text{div}; \partial\Omega)} \| H \|_{1; \Omega} \right). \]

We need the impedance relations \( H \times n = \lambda E_t \) (and \( E \times n = -\lambda^{-1} H_t \), which is equivalent) in order to bound \( E_t \) and \( H_t \) in the norm \( H^{-\frac{1}{2}}(\text{div}; \partial\Omega) \): We find

\[ \| E_t \|_{H^{-\frac{1}{2}}(\text{div}; \partial\Omega)} \lesssim \| H \times n \|_{H^{-\frac{1}{2}}(\text{div}; \partial\Omega)} \]

and

\[ \| H_t \|_{H^{-\frac{1}{2}}(\text{div}; \partial\Omega)} \lesssim \| E \times n \|_{H^{-\frac{1}{2}}(\text{div}; \partial\Omega)}. \]

We use the continuity of the trace \( v \mapsto (v \times n)|_{\partial\Omega} \) from \( H(\text{curl}; \Omega) \) into \( H^{-\frac{1}{2}}(\text{div}; \partial\Omega) \) [75, Theorem 5.4.2] and find finally that

\[ |D| \lesssim \| E \|_{0; \Omega} \| E \|_{1; \Omega} + \| H \|_{0; \Omega} \| H \|_{1; \Omega} + \| H \|_{H(\text{curl}; \Omega)} \| E \|_{1; \Omega} + \| E \|_{H(\text{curl}; \Omega)} \| H \|_{1; \Omega}. \]

We deduce that for all \( \varepsilon > 0 \)

\[ |D| \lesssim \varepsilon (\| E \|_{1; \Omega}^2 + \| H \|_{1; \Omega}^2) + \varepsilon^{-1} (\| E \|_{H(\text{curl}; \Omega)}^2 + \| H \|_{H(\text{curl}; \Omega)}^2) \]

Coming back to (2) and choosing \( \varepsilon \) small enough we finally find that there exists \( C > 0 \) such that for all \( (E, H) \in V \),

\[ \| E \|_{1; \Omega}^2 + \| H \|_{1; \Omega}^2 \leq C (\| E \|_{X(\Omega)}^2 + \| H \|_{X(\Omega)}^2). \]

Using the definition of the sesquilinear form (4.53a), we see that (3) yields the desired coercivity estimate. \( \square \)

It is clear now that, thanks to Theorem 4.5.6, the regularity Theorem 3.5.4 for elliptic Robin-type boundary value problems can be applied directly to this case, providing Fredholm properties and optimal elliptic regularity for solutions of problem (4.54):

**Theorem 4.5.7** Let \( \Omega \) be a smooth bounded domain. Let \( \omega \neq 0 \) be the frequency and \( \lambda \) be an impedance factor satisfying (4.46). Let \( (E, H) \in H(\text{curl}; \Omega)^2 \) be an electromagnetic field solution of the harmonic Maxwell system with impedance boundary conditions (4.47) for data \( J \in H(\text{div}; \Omega) \).

(i) Let \( k \) be a non-negative integer. If \( \Omega \) is of class \( C^{k+2} \), and \( J \in H^k(\Omega) \) is such that \( \text{div} \, J \in H^{k+1}(\Omega) \), \( \text{curl} \, J \in H^k(\Omega) \) and \( J \times n \in H^{k+\frac{1}{2}}(\partial\Omega) \), then \( (E, H) \) belongs to \( H^{k+2}(\Omega)^2 \).

(ii) If we assume that \( \Omega \) is analytic and \( J \in A(\Omega) \), then \( E \) and \( H \) belong to \( A(\Omega) \).

Now we use the general tools from Section 3.5 to obtain the strong formulation of the variational problem (4.54). This is then the standard second order elliptic boundary value problem satisfied by the solution of the Maxwell impedance boundary value problem.
According to Lemma 3.5.2 we have to identify the projectors $\Pi^D$, $\Pi^T$ and the conormal system $B$ together with the matrix $Z$ defining the Robin-type boundary condition. The zero order boundary condition is then just the essential boundary condition, in our case the one defining the space $\mathbf{V}$.

The projector $\Pi^D$ is the orthogonal projector in $\mathbb{C}^6$ the kernel of which is the subspace defined by the impedance condition:

$$\forall (u, v) \in \mathbb{C}^6 : \quad \Pi^D(u, v) = (1 + |\lambda|^2)^{-1}(|\lambda|^2u_t - \overline{\lambda}v \times n, v_t + \lambda u \times n)$$

Therefore the complementary projector $\Pi^T = \mathbb{I} - \Pi^D$ is given by

$$\forall (u, v) \in \mathbb{C}^6 : \quad \Pi^T(u, v) = (u_n n, v_n n) + (1 + |\lambda|^2)^{-1}(u_t + \overline{\lambda}v \times n, |\lambda|^2v_t - \lambda u \times n).$$

The conormal system is given as in (4.40) by

$$B(E, H) = \gamma_0 \left( (\text{curl } E) \times n + s(\text{div } E) n, (\text{curl } H) \times n + s(\text{div } H) n \right).$$

Thus the principal part of the first order boundary operator is given by

$$\Pi^T B(E, H) = \gamma_0 \left\{ (s(\text{div } E)n, s(\text{div } H) n) + (1 + |\lambda|^2)^{-1}((\text{curl } E) \times n \left. -\overline{\lambda}(\text{curl } H)_t, |\lambda|^2(\text{curl } H) \times n + \lambda(\text{curl } E)_t) \right\}.$$  

From (4.53b), we deduce that the operator $Z$ defining the sesquilinear form $b$ according to (3.38) is given by

$$Z(E, H) = \left( -i\omega\lambda E_t, -i\omega\frac{1}{\lambda} H_t \right)$$

and, therefore,

$$\Pi^T Z \gamma_0 (E, H) = \gamma_0 \left\{ \frac{i\omega}{1 + |\lambda|^2} \left( -\lambda E_t \left. -\frac{\overline{\lambda}}{\lambda} H \times n, -\overline{\lambda} H_t + \lambda^2 E \times n \right) \right\}. $$

We recall that the natural boundary condition of a general Robin-type problem is given by $\Pi^T B B^* u + \Pi^T Z \gamma_0 B^* u = \Pi^T g$. In the case of problem (4.54) we have for $g$

$$g = \frac{s}{i\omega} \left( (\text{div } J) n, 0 \right) + (0, J \times n),$$

which gives for $\Pi^T g$

$$\Pi^T g = \frac{s}{i\omega} \left( (\text{div } J) n, 0 \right) + (1 + |\lambda|^2)^{-1}( -\overline{\lambda} J_t, |\lambda|^2 J \times n).$$

Putting all this together, we obtain the following elliptic second order boundary value problem for the two vector functions $E, H$:

$$\begin{cases}
\text{curl curl } E - s \nabla \text{div } E - \omega^2 E = i\omega J - \frac{s}{i\omega} \nabla \text{div } J & \text{in } \Omega, \\
\text{curl curl } H - s \nabla \text{div } H - \omega^2 H = \text{curl } J & \text{in } \Omega, \\
H \times n - \lambda E_t = 0 & \text{on } \partial \Omega, \\
\text{div } E = \frac{1}{i\omega} \text{div } J & \text{on } \partial \Omega, \\
\text{div } H = 0 & \text{on } \partial \Omega, \\
|\lambda|^2(\text{curl } H) \times n + \lambda(\text{curl } E)_t - i\omega\bar{\lambda} H_t + i\omega\lambda^2 E \times n = |\lambda|^2 J \times n & \text{on } \partial \Omega.
\end{cases} \quad (4.56)$$
Note that, using the impedance condition in the form $\mathbf{H}_t + \lambda \mathbf{E} \times \mathbf{n} = 0$, the last boundary condition becomes

$$|\lambda|^2 (\text{curl} \mathbf{H}) \times \mathbf{n} + \lambda (\text{curl} \mathbf{E})_t + i\omega |\lambda|^2 \mathbf{E} \times \mathbf{n} - i\omega \lambda \mathbf{H}_t = |\lambda|^2 \mathbf{J} \times \mathbf{n}$$

or, equivalently

$$\overline{\lambda} (\text{curl} \mathbf{H} + i\omega \mathbf{E}) \times \mathbf{n} + (\text{curl} \mathbf{E} - i\omega \mathbf{H})_t = \overline{\lambda} \mathbf{J} \times \mathbf{n} \quad (4.57)$$

which clearly displays a linear combination of the harmonic Maxwell equations in $(4.47)$.

For the sake of completeness, we address now the question of knowing whether our coupled regularized formulation $(4.54)$ allows us to go back to the original first order Maxwell system $(4.47)$.

Let us start with the divergence properties of $\mathbf{E}$ and $\mathbf{H}$: We prove that the identities valid on the boundary for $\text{div} \mathbf{E}$ and $\text{div} \mathbf{H}$ in $(4.56)$ are, in fact, valid inside $\Omega$.

**Lemma 4.5.8** If the right-hand side $\mathbf{J}$ belongs to $\mathbf{H}^\text{(div; } \Omega)$ and $-\omega^2/s$ is not an eigenvalue of the Laplace operator $\Delta$ with Dirichlet boundary conditions in $\mathbf{H}^2(\Omega)$, then any solution $(\mathbf{E}, \mathbf{H}) \in \mathbf{V}$ of the variational problem $(4.54)$ satisfies

$$\text{div} \mathbf{E} = \frac{1}{i\omega} \text{div} \mathbf{J} \quad \text{and} \quad \text{div} \mathbf{H} = 0 \quad \text{in } \Omega. \quad (4.58)$$

**Proof:** In $(4.54)$ we first take test functions in the form $(\nabla \varphi, 0)$ with an arbitrary $\varphi \in \mathbf{H}^2 \cap \mathbf{H}^1_0(\Omega)$. This directly implies that $(\nabla \varphi, 0)$ belongs to $\mathbf{V}$, and therefore we get

$$\forall \varphi \in \mathbf{H}^2 \cap \mathbf{H}^1_0(\Omega), \quad s \int_{\Omega} \text{div} \mathbf{E} \text{ div} \nabla \varphi \, d\mathbf{x} - \omega^2 \int_{\Omega} \mathbf{E} \cdot \nabla \varphi \, d\mathbf{x} = \int_{\Omega} \left( i\omega \mathbf{J} \cdot \nabla \varphi + \frac{s}{i\omega} \text{div} \mathbf{J} \text{ div} \nabla \varphi \right) \, d\mathbf{x}.$$

We then conclude as in Lemma 4.5.1 that $\mathbf{E} - \frac{1}{i\omega} \mathbf{J}$ is divergence free.

Similarly choosing test functions in the form $(0, \nabla \varphi)$ with an arbitrary $\varphi \in \mathbf{H}^2 \cap \mathbf{H}^1_0(\Omega)$ (which belongs to $\mathbf{V}$), we have

$$\forall \varphi \in \mathbf{H}^2 \cap \mathbf{H}^1_0(\Omega), \quad s \int_{\Omega} \text{div} \mathbf{H} \text{ div} \nabla \varphi \, d\mathbf{x} - \omega^2 \int_{\Omega} \mathbf{H} \cdot \nabla \varphi \, d\mathbf{x} = 0.$$

This leads to the divergence free property of $\mathbf{H}$. \hfill $\square$

It remains to see whether any $(\mathbf{E}, \mathbf{H}) \in \mathbf{V}$ solution of $(4.54)$ satisfies the harmonic Maxwell system $(4.47)$.

**Lemma 4.5.9** Let $\omega \neq 0$. Assume that the conjugate homogeneous first order Maxwell system with impedance condition

$$\begin{cases}
\text{curl} \mathbf{E}_0 + i\omega \mathbf{H}_0 = 0 & \text{and} \quad \text{curl} \mathbf{H}_0 - i\omega \mathbf{E}_0 = 0 \quad \text{in } \Omega, \\
\mathbf{H}_0 \times \mathbf{n} - \lambda \mathbf{E}_{0,t} = 0 & \text{on } \partial \Omega,
\end{cases} \quad (4.59)$$
admits \((E_0, H_0) = (0, 0)\) as only solution in \(H(\text{curl}; \Omega)^2\), and that \(-\omega^2/s\) is not an eigenvalue of the Laplace operator \(\Delta\) with Dirichlet boundary conditions. If the right-hand side \(J\) belongs to \(H(\text{div}; \Omega)\), then any solution \((E, H) \in V\) of (4.54) satisfies (4.47).

**Proof:** Taking (4.57) and (4.58) into account we see that (4.56) reduces here to

\[
\begin{aligned}
\text{curl curl } E - \omega^2 E &= i\omega J \quad \text{in } \Omega, \\
\text{curl curl } H - \omega^2 H &= \text{curl } J \quad \text{in } \Omega, \\
\text{div } E &= \frac{1}{i\omega} \text{div } J \quad \text{in } \Omega, \\
\text{div } H &= 0 \quad \text{in } \Omega, \\
H \times n - \lambda E_t &= 0 \quad \text{on } \partial \Omega, \\
\lambda (\text{curl } H + i\omega E) \times n + (\text{curl } E - i\omega H)_t &= \lambda J \times n \quad \text{on } \partial \Omega.
\end{aligned}
\]

Let us set

\[
U = \text{curl } E - i\omega H \quad \text{and} \quad T = \text{curl } H - J + i\omega E.
\]

From the first two equations from (1), we write

\[
\begin{aligned}
\omega^2 E + i\omega J &= \text{curl curl } E \quad \text{in } \Omega, \\
\omega^2 H &= \text{curl } (\text{curl } H - J) \quad \text{in } \Omega.
\end{aligned}
\]

Therefore, taking the curl of \(U\) and \(T\) we get

\[
\begin{aligned}
\text{curl } U &= \omega^2 E + i\omega J - i\omega \text{curl } H \\
\text{curl } T &= \omega^2 H + i\omega \text{curl } E.
\end{aligned}
\]

Identities (2) and (3) give immediately

\[
\begin{aligned}
\text{curl } U + i\omega T &= 0 \quad \text{and} \quad \text{curl } T - i\omega U = 0 \quad \text{in } \Omega.
\end{aligned}
\]

Now we notice that the boundary condition

\[
\lambda (\text{curl } H + i\omega E) \times n + (\text{curl } E - i\omega H)_t = \lambda J \times n \quad \text{on } \partial \Omega,
\]

from (1) is fully equivalent to

\[
\lambda T \times n + U_t = 0 \quad \text{on } \partial \Omega.
\]

Taking the conjugate of this identity, we get \(\lambda \bar{T} \times n + \bar{U}_t = 0\), which is equivalent to

\[
\bar{U} \times n - \lambda \bar{T}_t = 0 \quad \text{on } \partial \Omega.
\]

The equalities (2) and (5) show that the couple \((\bar{T}, \bar{U})\) is solution of the impedance problem (4.47) with \(J = 0\) and \(\omega\) replaced with \(-\omega\), i.e. problem (4.59). The assumption of uniqueness yields that \((\bar{T}, \bar{U}) = 0\), which proves that the couple \((E, H)\) satisfies the original impedance problem (4.47). \(\square\)
4.6 The Reissner-Mindlin plate model

The system of Reissner-Mindlin is a standard engineering model describing the bending of elastic structures of small to moderate thickness. More precisely, this model describes the bending of a plate $P = \Omega \times (-\varepsilon, \varepsilon)$ in equilibrium subject to transverse loading, in terms of the deflection $w$ of its midplane $\Omega \subset \mathbb{R}^2$ and of the rotation $\psi = (\psi_1, \psi_2)^T$ of fibers transverse to this midplane [65, 82, 84]. Both unknowns are assumed to be independent of the transverse variable $x_3$. They are then determined as solution of the system

$$
\begin{cases}
\frac{\varepsilon^2}{3} \bar{L} \psi + \mu k (\nabla w + \psi) = \varepsilon^2 p & \text{in } \Omega, \\
-\mu k (\Delta w + \text{div} \psi) = \varepsilon^2 p_3 & \text{in } \Omega,
\end{cases}
$$

(4.60)

where $2\varepsilon$ is the thickness of the plate, $\bar{L}$ is the two-dimensional Lamé system (in the plane stress model) given here by (compare with (4.16))

$$
\bar{L}(D_\chi) = -\mu \Delta I_n - (\tilde{\lambda} + \mu) \nabla \text{div},
$$

with $\tilde{\lambda} = \frac{2\mu \lambda}{\lambda + 2\mu}$ the homogenized Lamé coefficient, $k > 0$ is the shear correction factor and finally $p$ and $p_3$ are loadings related to the volume and traction forces applied to the three-dimensional plate. The associated system of partial differential operators is a $3 \times 3$ system with constant coefficients given by

$$
L(D_\chi) = \begin{pmatrix}
-\frac{\varepsilon^2}{3} (\mu \Delta + (\tilde{\lambda} + \mu) \partial_1^2) + \mu k & -\frac{\varepsilon^2}{3} (\tilde{\lambda} + \mu) \partial_1 \partial_2 & \mu k \partial_1 \\
-\frac{\varepsilon^2}{3} (\tilde{\lambda} + \mu) \partial_1 \partial_2 & -\frac{\varepsilon^2}{3} (\mu \Delta + (\tilde{\lambda} + \mu) \partial_2^2) + \mu k & \mu k \partial_2 \\
-\mu k \partial_1 & -\mu k \partial_2 & -\mu k \Delta
\end{pmatrix}.
$$

Its principal part is

$$
L^{pr}(D_\chi) = \begin{pmatrix}
-\frac{\varepsilon^2}{3} (\mu \Delta + (\tilde{\lambda} + \mu) \partial_1^2) & -\frac{\varepsilon^2}{3} (\tilde{\lambda} + \mu) \partial_1 \partial_2 & 0 \\
-\frac{\varepsilon^2}{3} (\tilde{\lambda} + \mu) \partial_1 \partial_2 & -\frac{\varepsilon^2}{3} (\mu \Delta + (\tilde{\lambda} + \mu) \partial_2^2) & 0 \\
0 & 0 & -\mu k \Delta
\end{pmatrix}
$$

and splits into the Lamé system for the first two variables and to the Laplace operator for the third one up to some negative factor. Therefore this system is strongly elliptic provided $\mu > 0$ and $\tilde{\lambda} + \mu > 0$, or equivalently, provided $\mu > 0$ and $\frac{3\lambda + 2\mu}{\lambda + 2\mu} > 0$.

Eight canonical boundary conditions can be considered on the boundary of $\Omega$ [65, 82, 84], corresponding to the 4 types of boundary conditions of the two-dimensional Lamé system described in section 4.3 and to either Dirichlet boundary condition for $w$ or to a Neumann type boundary condition:

$$
q_n := \mu k (\psi + \nabla w) \cdot n = 0 \quad \text{on } \partial \Omega.
$$

In other words, with the stress $\sigma(\psi)$ given by

$$
\sigma_{\alpha\beta}(\psi) = 2\mu \epsilon_{\alpha\beta}(\psi) + \tilde{\lambda} \text{div} \psi \delta_{\alpha\beta}, \quad \alpha, \beta = 1, 2,
$$
we can have either hard clamped boundary condition
\[ \psi = 0 ; \quad w = 0 \quad \text{on} \quad \partial \Omega, \]
or soft clamped boundary condition
\[ \psi \cdot n = 0 ; \quad (\sigma(\psi)n) \cdot t = 0 ; \quad w = 0 \quad \text{on} \quad \partial \Omega, \]
or hard simply supported boundary condition
\[ \psi \cdot t = 0 ; \quad (\sigma(\psi)n) \cdot n = 0 ; \quad w = 0 \quad \text{on} \quad \partial \Omega, \]
or soft simply supported boundary condition
\[ \sigma(\psi)n = 0 ; \quad w = 0 \quad \text{on} \quad \partial \Omega, \]
or frictional I boundary condition
\[ \psi = 0 ; \quad q_n = 0 \quad \text{on} \quad \partial \Omega, \]
or sliding edge boundary condition
\[ \psi \cdot n = 0 ; \quad (\sigma(\psi)n) \cdot t = 0 ; \quad q_n = 0 \quad \text{on} \quad \partial \Omega, \]
or frictional II boundary condition
\[ \psi \cdot t = 0 ; \quad (\sigma(\psi)n) \cdot n = 0 ; \quad q_n = 0 \quad \text{on} \quad \partial \Omega, \]
or stress free boundary condition
\[ \sigma(\psi)n = 0 ; \quad q_n = 0 \quad \text{on} \quad \partial \Omega, \]

It was shown in Lemma 4.2 of \cite{84} that each of these 8 boundary conditions covers the system (4.60) on \( \partial \Omega \) provided \( \mu > 0 \) and \( \frac{3\lambda+2\mu}{\lambda+2\mu} > 0 \). Note that this covering condition also follows from the variational formulation below and Theorem 3.2.6.

The variational formulation of problem (4.60) with each of the 8 boundary conditions is easily deduced from the natural energy functional associated with the RM model:

\[
V = \{(\psi, w) \in H^1(\Omega) \text{ satisfying the essential boundary conditions}\},
\]

\[
a((\psi, w), (\chi, z)) = \frac{\varepsilon^2}{3} \int_{\Omega} (2\mu \sum_{\alpha, \beta=1}^{2} \epsilon_{\alpha\beta}(\psi) \epsilon_{\alpha\beta}(\chi) + \tilde{\lambda} \text{div} \psi \text{div} \chi) \, dx
\]

\[+ \mu k \int_{\Omega} (\nabla w + \psi) \cdot (\nabla z + \chi) \, dx.\]

This form is coercive on \( V \) in the sense of Definition 3.2.1 under the above assumptions on \( \mu \) and \( \lambda \): Indeed, invoking the ellipticity assumption (4.32) and the Korn inequality (4.24), there exists \( \alpha > 0 \) such that

\[a((\psi, w), (\psi, w)) \geq \alpha(|\psi|_{1, \Omega}^2 - |\psi|_{0, \Omega}^2) + \mu k |\nabla w + \psi|_{0, \Omega}^2.\]
Now using the triangular inequality, we may write

\[ |\nabla w|_0^2 \leq (|\nabla w + \psi|_{0,\Omega} + |\psi|_{0,\Omega})^2 \leq 2(|\nabla w + \psi|_{0,\Omega}^2 + |\psi|_{0,\Omega}^2). \]

This estimate in the previous one directly yields

\[ a((\psi, w), (\psi, w)) \geq \alpha |\psi|_{1,\Omega}^2 + \frac{\mu k}{2} |w|_{1,\Omega}^2 - (\alpha + \mu k) |\psi|_{0,\Omega}^2, \]

which leads to the coerciveness property.

For the injectivity property of the operator \( A \) associated with \( a \) by (3.26) we look for a pair \((\psi, w)\) \( \in V \) such that

\[ a((\psi, w), (\psi, w)) = 0. \]

In view of the form of \( a \) this means that

\[ \epsilon_{\alpha\beta}(\psi) = 0; \quad \text{div } \psi = 0; \quad \nabla w + \psi = 0 \quad \text{in } \Omega, \]

for all \( \alpha, \beta = 1 \) or 2. Hence \( \psi \) is a rigid motion, in other words, there exist \( a, b, c \in \mathbb{C} \) such that

\[ \psi(x_1, x_2) = (a, b)^\top + c(-x_2, x_1)^\top. \]

As \( \nabla w = -\psi \), we then find that \( \psi \) is curl free, hence \( c = 0 \), and \( w \) must be of the form

\[ w = -ax_1 - bx_2 + d, \]

for some \( d \in \mathbb{C} \). We thus have found that

\[ \ker A = V \cap \{(a, b, -ax_1 - bx_2 + d)^\top : a, b, d \in \mathbb{C}\}. \]

This implies that \( \ker A = \{0\} \) for the first four boundary conditions. On the other hand, for the stress free boundary condition one readily sees that

\[ \ker A = \{(a, b, -ax_1 - bx_2 + d)^\top : a, b, d \in \mathbb{C}\}, \]

while for the remaining three, we have

\[ \ker A = (0, 0)^\top \times \mathbb{C}. \]

The Lax-Milgram lemma then furnishes an isomorphism between \( V / \ker A \) and \( \{p \in V : \langle p, r \rangle = 0, \forall r \in \ker A\} \). Hence shift results in Sobolev spaces or spaces of analytic functions are valid in the same form as in Theorem 3.4.5.
CHAPTER 4. EXAMPLES

4.7 The piezoelectric system

Smart structures made of piezoelectric and piezomagnetic materials are gaining interest in applications since they are able to transform the energy from one type to another (among magnetic, electric and mechanical energy), allowing to use them as sensors or actuators. Commonly used piezoelectric materials are ceramics and quartz. The mathematical model of this system starts to be well established [13, 34, 51, 81] and corresponds to a coupling between the elasticity system and Maxwell equations. A full mathematical analysis is not yet done, except in some particular cases [50, 60, 62]. Usually, the electric field \( \mathbf{E} \) is assumed to be static, hence curl free, i.e., \( \mathbf{E} = \nabla \Phi \), where \( \Phi \) is an electric potential. After this reduction, the obtained system is a coupling between the elasticity system and a second order scalar equation.

If we restrict ourselves to the 3-dimensional case, it is a \( 4 \times 4 \) system involving the vector valued function \( \mathbf{u} \), corresponding to the displacement field and the scalar valued function \( \Phi \), corresponding to the electric potential. It can be written as

\[
L(D_x)(\begin{pmatrix} \mathbf{u} \\ \Phi \end{pmatrix}) = \left( -\sum_{j=1}^{3} \partial_j \sigma_{ij}(\mathbf{u}, \Phi), \sum_{j=1}^{3} \partial_j D_j(\mathbf{u}, \Phi) \right)_{1 \leq i \leq 3},
\]

where the stress tensor is here given by generalized Hooke’s law (actuatoric effect)

\[
\sigma_{ij}(\mathbf{u}, \Phi) = \sum_{m,n=1}^{3} C_{ijmn} \epsilon_{mn}(\mathbf{u}) + \sum_{k=1}^{3} e_{ikj} \partial_k \Phi,
\]

and the electric displacement \( \mathbf{D} = (D_1, D_2, D_3) \) is given by (sensoric effect)

\[
D_i(\mathbf{u}, \Phi) = \sum_{m,n=1}^{3} e_{imn} \epsilon_{mn}(\mathbf{u}) - \sum_{k=1}^{3} \varepsilon_{ik} \partial_k \Phi,
\]

where the elasticity moduli \( C_{ijmn} \) are here supposed to be real constants that satisfy the symmetry relations (4.31) and the strong ellipticity condition (4.32); the permittivity constants \( \varepsilon_{ik} \) form a positive definite \( 3 \times 3 \) matrix, and finally the piezoelectric tensor \( (e_{imn})_{1 \leq i,m,n \leq 3} \) satisfies the symmetry relation:

\[
e_{imn} = e_{inm}, \quad \forall i, m, n = 1, 2, 3.
\]

Here for the sake of simplicity we complement this system with Dirichlet boundary conditions. In other words, we consider the problem:

\[
\left\{ \begin{array}{ll}
L(\mathbf{u}, \Phi) &= (f, g)^\top & \text{in } \Omega, \\
\mathbf{u} &= 0 & \text{on } \partial \Omega, \\
\Phi &= 0 & \text{on } \partial \Omega.
\end{array} \right. \quad (4.61)
\]
The variational formulation of problem (4.61) is naturally associated with the above physical tensors: We simply take
\[ V = H^1_0(\Omega), \] \[(4.62)\]
\[ a((u, \Phi), (v, \Psi)) = \int_\Omega \left( \sum_{i,j=1}^3 \sigma_{ij}(u, \Phi) \epsilon_{ij}(\bar{v}) - 3 \sum_{i=1}^3 D_i(u, \Phi) \partial_i \bar{\Psi} \right) \, dx. \] \[(4.63)\]

The strong coerciveness of \( a \) on \( V \) follows from the ellipticity assumption (4.32), the Poincaré inequality (1.10) and the Korn inequality (4.24) because one readily checks that
\[ a((u, \Phi), (u, \Phi)) = \int_\Omega \left( \sum_{i,j,m,n=1}^3 C_{ijmn} \epsilon_{ij}(u) \epsilon_{mn}(\bar{u}) + 3 \sum_{i,j=1}^3 \varepsilon_{ij} \partial_i \Phi \partial_j \Phi \right) \, dx. \]

4.8 Influence of the weak form on the natural boundary conditions

In this last section we want to give examples for the phenomenon already mentioned before that different sesquilinear forms belonging to the same differential operator can lead to different natural boundary conditions. Let us illustrate the phenomenon for the Lamé system.

We have seen in subsection 4.3.b that the sesquilinear form \( a \) defined by (4.23) on \( V = H^1(\Omega) \) leads to the Lamé system with stress free boundary condition, problem (4.26).

Let us now exhibit two other sesquilinear forms that lead to the Lamé system \( L \) given in (4.16) but with different boundary conditions. The first one is defined by
\[ a_1(u, v) = \int_\Omega \left( \mu \sum_{i,j=1}^n \partial_i u_j \partial_i \bar{v}_j + (\lambda + \mu) \text{div} u \text{div} \bar{v} \right) \, dx, \quad \forall u, v \in H^1(\Omega). \]

Let \( u \in H^1(\Omega) \) be a solution of problem
\[ a_1(u, v) = \int_\Omega f \cdot \bar{v} \, dx, \quad \forall v \in H^1(\Omega), \]
with \( f \in L^2(\Omega) \). Then by integration by parts, we see that \( u \) is a solution of
\[ \begin{cases} 
Lu = f \quad &\text{in } \Omega, \\
\mu(\partial_n u) = 0 \quad &\text{on } \partial \Omega, \\
\mu(\partial_n u) \cdot n + (\lambda + \mu) \text{div} u = 0 \quad &\text{on } \partial \Omega.
\end{cases} \] \[(4.64)\]
We readily see that the above boundary conditions are different from the stress-free boundary conditions \( \sigma(\mathbf{u})\mathbf{n} = 0 \) on \( \partial \Omega \).

Note that for \( \mu > 0 \) and \( \lambda + \mu \geq 0 \) the sesquilinear form \( a_1 \) is formally positive in the sense of Definition 3.2.4 and hence coercive on \( H^1(\Omega) \) (without making use for Korn’s inequality). Therefore by Theorem 3.2.6, the system (4.64) is elliptic on \( \overline{\Omega} \).

As a second example, let us take the form (compare with the sesquilinear form (4.34) used for the regularized Maxwell system)

\[
a_2(\mathbf{u}, \mathbf{v}) = \int_{\Omega} \left( \mu \text{curl} \mathbf{u} \cdot \text{curl} \mathbf{\bar{v}} + (\lambda + 2\mu) \text{div} \mathbf{u} \text{div} \mathbf{\bar{v}} \right) \, d\mathbf{x}, \quad \forall \mathbf{u}, \mathbf{v} \in H^1(\Omega). \tag{4.65}
\]

Here if \( \mathbf{u} \in H^1(\Omega) \) is a solution of problem

\[
\begin{align*}
a_2(\mathbf{u}, \mathbf{v}) &= \int_{\Omega} \mathbf{f} \cdot \mathbf{\bar{v}} \, d\mathbf{x}, \quad \forall \mathbf{v} \in H^1(\Omega),
\end{align*}
\]

with \( \mathbf{f} \in L^2(\Omega) \), then by integration by parts we see that \( \mathbf{u} \) is a solution of

\[
\begin{align*}
L\mathbf{u} &= \mathbf{f} \quad \text{in } \Omega, \\
\text{curl} \mathbf{u} \times \mathbf{n} &= 0 \quad \text{on } \partial \Omega, \\
\text{div} \mathbf{u} &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\tag{4.66}
\]

Once again these boundary conditions are different from the stress-free boundary conditions. Note that these new boundary conditions do not depend on \( \lambda \) and \( \mu \) and that the sesquilinear form \( a_2 \) is not coercive on \( H^1(\Omega) \), since the boundary conditions from (4.66) do not cover the Lamé system. This non-coerciveness property can also be checked directly, since for any harmonic function \( \varphi \) in \( \mathbb{R}^n \), the function \( \mathbf{u} = \nabla \varphi \) (restricted to \( \Omega \)) satisfies \( a_2(\mathbf{u}, \mathbf{u}) = 0 \). This means that the kernel of the associated operator \( A \) from \( H^1(\Omega) \) into its dual has infinite dimension, hence \( a_2 \) cannot be coercive on \( H^1(\Omega) \) due to Theorem 3.3.1, and the system (4.66) is \textit{not} elliptic.

Let us now compare the three sesquilinear forms if we impose an essential boundary condition in the form of a smaller variational space

\[ \mathbf{V} = H^1_{N}(\Omega). \]

In the case of the standard sesquilinear form \( a \) (4.23) corresponding to the elastic energy for the Lamé system, this describes simply supported boundary conditions as discussed in Section 4.3.c. The associated natural boundary condition is then given by the normal traction \( (\sigma(\mathbf{u})\mathbf{n}) \cdot \mathbf{n} = 0 \), see (4.28), which can be written as

\[
2\mu(\partial_n \mathbf{u}) \cdot \mathbf{n} + \lambda \text{div} \mathbf{u} = 0. \tag{4.67a}
\]

In the second case of the sesquilinear form \( a_1 \) we get the natural boundary condition from the last line in (4.64)

\[
\mu(\partial_n \mathbf{u}) \cdot \mathbf{n} + (\lambda + \mu) \text{div} \mathbf{u} = 0. \tag{4.67b}
\]
In the third case of the sesquilinear form $a_2$ we get the natural boundary condition from the last line in (4.66)

$$\text{div} \, u = 0.$$ (4.67c)

Thus we have the three boundary value problems

$$\begin{align*}
Lu &= f \quad \text{in } \Omega, \\
u_t &= 0 \quad \text{on } \partial\Omega, \\
\text{One of } (4.67a), \ (4.67b), \ (4.67c) \quad \text{on } \partial\Omega.
\end{align*}$$ (4.68)

We have already seen that all three boundary value problems are elliptic. It is also not hard to see that in general the three natural boundary conditions will be distinct, so that the three boundary value problems will have different solutions.

Note, however, that in a boundary point near which the boundary is flat, we have for $u \in H^1_N(\Omega)$

$$\text{div} \, u = \partial_n(u \cdot n) = (\partial_n u) \cdot n,$$

and therefore all three natural boundary conditions coincide there. This has the curious consequence that if $\Omega$ is a polyhedron, then actually all three boundary value problems have the same solution.
Chapter 5

Transmission problems

Introduction

We devote this chapter to the class of elliptic transmission problems, which constitutes a natural extension of the class of elliptic boundary value problems. A transmission problem is characterized by the presence inside a given domain of an interface, which is the boundary of an internal subdomain. On each side of this interface, we have elliptic equations or systems which may be distinct, and across the interface we have a combination of transmission conditions involving traces on both sides of the interface. This kind of problems occurs in solid mechanics for instance when the body is occupied by different materials. We consider in this chapter fairly general situations, namely

- we may suppose that the size of the system may be different on different parts of the domain,
- we introduce general interface conditions combining boundary and transmission conditions, which “cover” the system.

It turns out that the notion of covering transmission conditions can be bridged to the notion of covering boundary conditions as presented in Chapter 2. Here we present local and global definitions, natural regularity shift results, variational formulations and examples.

Plan of Chapter 5

§ 1 Definition of elliptic transmission problems, with piecewise interior ellipticity and covering interface conditions: They include transmission conditions across the interface and internal boundary conditions.

§ 2 Natural regularity shift in classes of piecewise smooth functions (Sobolev and analytic regularity).

§ 3 Problems set in variational form (which is the most frequent setting for elliptic transmission problems).

§ 4 Various examples, from the case of piecewise smooth data for a standard elliptic problem, to problems arising from physics where different materials interact.
Essentials

For simplicity we consider a typical situation of an interface $I$ between two domains $\Omega_+$ and $\Omega_-$:

$$I = \partial \Omega_+ \cap \partial \Omega_-$$

in the configuration where $\Omega_+$ and $\Omega_-$ are the interior and exterior subdomains, respectively, of

$$\Omega = \Omega_- \cup I \cup \Omega_+,$$

as illustrated by Figure 5.1. The exterior boundary is $\partial \Omega$ and we denote it by $\Gamma$. Note that

$$\partial \Omega_+ = I \quad \text{and} \quad \partial \Omega_- = I \cup \Gamma.$$  

We assume that $I$ and $\Gamma$ are smooth. In such a configuration, the transmission problems which we consider consist of

- Two elliptic systems of second order operators $L_+$ (of size $N_+ \times N_+$) and $L_-$ (of size $N_- \times N_-$) given on $\Omega_+$ and $\Omega_-$ respectively; they are associated with the unknown $u_+$ of size $N_+$ on $\Omega_+$ and $u_-$ of size $N_-$ on $\Omega_-$,
- A system of boundary operators $C_\Gamma = (T_\Gamma, D_\Gamma)$ which covers $L_-$ on $\Gamma$,
- A system of interface operators $C_I = (T_I, D_I)$ which covers $\{L_+, L_-\}$ on $I$.

Let us explain what we understand by “system of interface operators”. We recall that (after local trivialization) $C_\Gamma$ is an $N_- \times N_-$ system of operators defined on $\Gamma$, of order $1$ ($T_\Gamma$) or $0$ ($D_\Gamma$), and $C_\Gamma$ acts on the traces of $u_-$ on $\Gamma$. Likewise, $C_I$ is a system of size $(N_+ + N_-) \times (N_+ + N_-)$, whose coefficients are operators of order $1$ ($T_I$) or $0$ ($D_I$), and $C_I$ acts on the traces of $u_+$ and $u_-$ on $I$. Obviously we can write

$$C_I(u_+, u_-) = C_+ u_+ + C_- u_-$$

and

$$T_I(u_+, u_-) = T_+ u_+ + T_- u_- \quad \text{and} \quad D_I(u_+, u_-) = D_+ u_+ + D_- u_-$$

We define what is the covering condition for a system of interface operators in a similar way as we did for boundary conditions in Chapter 2. Instead of the periodic half-space $T_n^+ = \mathbb{T}^{n-1} \times \mathbb{R}_+$, our model domain is the cylinder $\Omega = \mathbb{T}^{n-1} \times \mathbb{R}$, that is

$$\Omega = \mathbb{T}_- \cup I \cup \mathbb{T}_+, \quad \text{with} \quad \mathbb{T}_\pm = \mathbb{T}^{n-1} \times \mathbb{R}_\pm \quad \text{and} \quad I = \mathbb{T}^{n-1} \times \{0\}.$$

We denote by $x'$ the variable in $\mathbb{T}^{n-1}$ and by $t$ the variable in $\mathbb{R}$. Model transmission problems are set on this model domain and are written as

$$\begin{cases} 
L_+ u_+ = f_+ & \text{in } \mathbb{T}_+^n, \\
L_- u_- = f_- & \text{in } \mathbb{T}_-^n, \\
T_+ u_+ + T_- u_- = g & \text{on } I, \\
D_+ u_+ + D_- u_- = h & \text{on } I. 
\end{cases} \quad (5.a)$$
As in (2.c), the model operators have constant coefficients. Taking their principal parts and considering their symbols with respect to the variable $x'$ as in (2.e), we define the family of one-dimensional transmission problems:

$$\begin{cases}
L^pr_+ (\xi', D_t) u_+ = 0 & \text{in } \mathbb{R}_+, \\
L^pr_- (\xi', D_t) u_- = 0 & \text{in } \mathbb{R}_-, \\
T^pr_+ (\xi', D_t) u_+ + T^pr_- (\xi', D_t) u_- = G & \text{in } t = 0, \\
D_+ (\xi', D_t) u_+ + D_- (\xi', D_t) u_- = H & \text{in } t = 0,
\end{cases}$$

(5.b)

for $\xi' \in \mathbb{R}^{n-1}$. This leads to the definition of ellipticity as in Definition 2.A.

**Definition 5.A** In the case of a transmission problem $\{L_+, L_-, C_1 = C_+ + C_-\}$ with constant coefficients, let the second order $N_+ \times N_-$ systems $L_{\pm}$ be elliptic. The interface operator $C_1 = C_+ + C_-$ is said to complement or cover the operators $(L_+, L_-)$, and the corresponding transmission problem is called elliptic, if for any $\xi' \in \mathbb{R}^{n-1} \setminus 0$ the boundary value problem (5.b) admits, for any $(G, H) \in \mathbb{C}^{N_+ \times N_-}$, a unique solution $(u_+, u_-) \in L^2(\mathbb{R}_+)^{N_+} \times L^2(\mathbb{R}_-)^{N_-}$.

If we make the change of variables $t \to -t$ in $\mathbb{R}_-$, we transform problem (5.a) and its symbol (5.b) into a boundary value problem $\{L^s, C^s\}$ of size $(N_+ + N_-) \times (N_+ + N_-)$. Its ellipticity in the classical sense (Definition 2.A) is equivalent to the ellipticity of the transmission problem $\{L_+, L_-, C_1 = C_+ + C_-\}$ in the sense of Definition 5.A.

The ellipticity and covering conditions are defined in the variable coefficient case by freezing the operators at each interface point.

The close relation between model transmission problems and elliptic boundary value problems for systems allows to deduce from the results of Chapter 2 a variety of regularity shift results in Sobolev and analytic classes, see Theorems 5.2.1 and 5.2.2. Note that the correct notion of regularity is separate regularity for $u_+$ and $u_-$, using the spaces

$$\mathcal{P}H^k(\Omega) = \{ u = (u_+, u_-) : u_+ \in H^k(\Omega_+)^{N_+}, u_- \in H^k(\Omega_-)^{N_-} \}.$$

All examples of transmission problems that we will consider originate from variational formulations. The general framework is, like in Chapter 3, to choose a sesquilinear form $a$ and a variational space $\mathbf{V}$. In a two-domain configuration $\Omega_\pm$, $a$ takes the form

$$a(u, v) = a_+(u_+, v_+) + a_-(u_-, v_-),$$

where $a_\pm$ is defined on $\Omega_\pm$ like in (3.a), and $\mathbf{V}$ is a subspace of $\mathcal{P}H^1(\Omega)$ defined by essential boundary and interface conditions on $\Gamma$ and $I$, respectively. The associated variational formulation is still written as

$$\text{Find } u \in \mathbf{V} \text{ such that } \forall v \in \mathbf{V}, \ a(u, v) = \langle q, v \rangle,$$

(5.c)

for any element $q \in \mathbf{V}'$. 

Let us give a generic example of definition for \( \mathbf{V} \) in the case when the two dimensions \( N_+ \) coincide (we address a much more general case in Section 5.3). We set \( N = N_+ = N_- \). For simplicity we consider

- Dirichlet conditions on the external boundary \( \Gamma \)
- Essential interface conditions defined by only one smooth mapping \( \Pi^D \) from the interface \( I \) into the space of orthogonal projection operators \( \mathbb{C}^N \rightarrow \mathbb{C}^N \).

The space \( \mathbf{V} \) is defined by

\[
\mathbf{V} = \{ \mathbf{u} \in \mathcal{P}H^1(\Omega) : \gamma_0 \mathbf{u} = 0 \text{ on } \Gamma \text{ and } \Pi^D \gamma_+ \mathbf{u}_+ = \Pi^D \gamma_- \mathbf{u}_- \text{ on } I \}. \tag{5.d}
\]

Here \( \gamma_{\pm} \) denote the trace operators from \( H^1(\Omega_{\pm}) \) to \( H^{\frac{1}{2}}(I) \).

**Lemma 5.B** In the framework above, let \( \mathbf{f}_{\pm} \) be given in \( L^2(\Omega_{\pm})^N \), \( \mathbf{g}_1 \) and \( \mathbf{g}_{1,\pm} \) be given in \( H^{-\frac{1}{2}}(I)^N \). The projector field \( \Pi^T \) is defined as \( I - \Pi^D \). The expression

\[
\langle \mathbf{q}, \mathbf{v} \rangle = \langle \mathbf{f}_+, \mathbf{v}_+ \rangle_{\Omega_+} + \langle \mathbf{f}_-, \mathbf{v}_- \rangle_{\Omega_-} + \langle \mathbf{g}_{1,+}, \Pi^T \gamma_+ \mathbf{v}_+ \rangle_I + \langle \mathbf{g}_{1,-}, \Pi^T \gamma_- \mathbf{v}_- \rangle_I + \langle \mathbf{g}_1, \Pi^D \gamma_- \mathbf{v}_- \rangle_I \tag{5.e}
\]

defines an element \( \mathbf{q} \) of \( \mathbf{V}' \). If \( \mathbf{u} \) is a solution of the variational problem (5.c), then \( \mathbf{u} \) solves the boundary value problem

\[
\begin{cases}
L_{\pm} \mathbf{u}_\pm = \mathbf{f}_{\pm} & \text{in } \Omega_{\pm}, \\
\gamma_0 \mathbf{u}_- = 0 & \text{on } \Gamma, \\
\Pi^D \gamma_+ \mathbf{u}_+ - \Pi^D \gamma_- \mathbf{u}_- = 0 & \text{on } I, \\
\Pi^T \mathbf{B}_+ \mathbf{u}_+ = \Pi^T \mathbf{g}_{1,+} & \text{on } I, \\
\Pi^T \mathbf{B}_- \mathbf{u}_- = \Pi^T \mathbf{g}_{1,-} & \text{on } I, \\
\Pi^D \mathbf{B}_+ \mathbf{u}_+ + \Pi^D \mathbf{B}_- \mathbf{u}_- = \Pi^D \mathbf{g}_1 & \text{on } I.
\end{cases} \tag{5.f}
\]

Here \( \mathbf{B}_{\pm} \) are the conormal operators associated with the forms \( \mathbf{a}_{\pm} \) and the unit outward normal fields \( \mathbf{n}_{\pm}(x) \) on the interface \( I \), cf. (3.g) and (5.10).

The above lemma is the analogue of Lemma 3.A. The four conditions on \( I \) are the interface conditions, the first and last one being transmission conditions, the other two ones being internal boundary conditions. If \( N_0 \) denotes the rank of \( \Pi^D \), we see that we have an essential interface condition of rank \( N_0 \), two independent natural internal boundary conditions of rank \( N_1 \) := \( N - N_0 \) and one natural transmission condition of rank \( N_0 \).

Among the three interface terms in the right hand side of (5.e), we note that the first two terms are on one side of the interface, whereas the third one lies equally on both sides since for any element \( \mathbf{v} \) of \( \mathbf{V} \)

\[
\langle \mathbf{g}_1, \Pi^D \gamma_- \mathbf{v}_- \rangle_I = \langle \mathbf{g}_1, \Pi^D \gamma_+ \mathbf{v}_+ \rangle_I.
\]

Like in Chapter 3, we can prove various regularity shift results when the form \( \mathbf{a} \) is coercive on \( \mathbf{V} \), see Theorems 5.3.7 and 5.3.8.
§5.1. Complementing interface conditions

5.1 Complementing interface conditions

5.1.a Model case

Let us explain the setting we have in mind in the simple case of constant coefficients operators defined on two half-spaces sharing one interface. For consistency with Chapters 1 and 2 we take as model domain with \( n \geq 2 \)

\[
\Omega = \mathbb{T}^{n-1} \times \mathbb{R}
\]

"divided" into the two periodic half-spaces

\[
\mathbb{T}_+^n = \{ \mathbf{x} = (\mathbf{x}', t) : \mathbf{x}' \in \mathbb{T}^{n-1}, t > 0 \} \quad \text{and} \quad \mathbb{T}_-^n = \{ \mathbf{x} = (\mathbf{x}', t) : \mathbf{x}' \in \mathbb{T}^{n-1}, t < 0 \}.
\]

The interface is \( \partial \mathbb{T}_+^n \cap \partial \mathbb{T}_-^n \) that coincides with the boundary of the periodic half-space \( \Gamma \) from subsection 2.2.a. Here we prefer to denote it by \( I \).

\[
\partial \mathbb{T}_+^n \cap \partial \mathbb{T}_-^n = I = \{ \mathbf{x} = (\mathbf{x}', 0) : \mathbf{x}' \in \mathbb{T}^{n-1} \}.
\]

On \( \mathbb{T}_+^n \) (resp. \( \mathbb{T}_-^n \)), we assume given a \( N_+ \times N_+ \) (resp. \( N_- \times N_- \)) system of second order operators \( L_+ \) (resp. \( L_- \)) elliptic with constant coefficients and without lower order terms. On the interface \( I \), we consider homogeneous \( 1 \times N_{\pm} \) systems of operators \( C_{k,\pm}, k = 1, \ldots, N_+ + N_- \) with constant coefficients and orders \( m_k \) equal to 0 or 1 of the form

\[
C_{k,\pm} \mathbf{u} = \sum_{j=1}^{N_{\pm}} \sum_{|\alpha|=m_k} b_{k,\pm,j}^\alpha \partial_\alpha \mathbf{u}_j, \quad b_{k,\pm,j}^\alpha \in \mathbb{C}.
\]

Our model interface problem is the system

\[
\begin{aligned}
L_+ \mathbf{u}_+ & = f_+ \quad \text{in} \ \mathbb{T}_+^n, \\
L_- \mathbf{u}_- & = f_- \quad \text{in} \ \mathbb{T}_-^n, \\
C_{k,+} \mathbf{u}_+ + C_{k,-} \mathbf{u}_- & = b_k \quad \text{on} \ I, \ \forall k = 1, \ldots, N_+ + N_-.
\end{aligned}
\]

To define covering interface conditions, the main idea is to transform this system into an equivalent larger boundary value problem, set on the half-space \( \mathbb{T}_+^n \). Namely define

\[
\forall \mathbf{x}' \in \mathbb{T}^{n-1}, t > 0, \quad \mathbf{u}^t(\mathbf{x}', t) = \begin{pmatrix} \mathbf{u}_+(\mathbf{x}', t) \\ \mathbf{u}_-(\mathbf{x}', -t) \end{pmatrix}.
\]

Set (with \( D_{\mathbf{x}'} = (-i \partial_1, \ldots, -i \partial_{n-1}) \) and \( D_t = -i \partial_t \))

\[
L^t(D_{\mathbf{x}}) = \begin{pmatrix} L_+(D_{\mathbf{x}'}, D_t) & 0 \\ 0 & L_-(D_{\mathbf{x}'}, -D_t) \end{pmatrix},
\]

and

\[
C_k^t = \begin{pmatrix} C_{k,+}(D_{\mathbf{x}'}, D_t) & C_{k,-}(D_{\mathbf{x}'}, -D_t) \end{pmatrix}.
\]
Then we immediately see that (5.1) is equivalent to

\[
\begin{align*}
L^\# u^\# &= f^\# \quad \text{in } \mathbb{T}^n_+,
C^\#_k u^\# &= b_k \quad \text{on } \Gamma, \quad \forall k = 1, \ldots, N_+ + N_-.
\end{align*}
\]  

(5.2)

Note that the ellipticity assumption on \( \{L_+, L_-\} \) is equivalent to the ellipticity of the \((N_+ + N_-) \times (N_+ + N_-)\) system \(L^\#\). Concerning the covering condition we define:

**Definition 5.1.1** Under the above setting, the set \(C = \{C_{k,+}, C_{k,-}, k = 1, \ldots, N_+ + N_-\}\) of interface conditions is said to cover \(\{L_+, L_-\}\) over the interface \(I\) if the equivalent set of boundary conditions \(C^\# = \{C^\#_k, k = 1, \ldots, N_+ + N_-\}\) covers the system \(L^\#\) on \(\Gamma\) (cf. Definition 2.2.6).

In fact, a direct definition in the spirit of Definition 2.2.6 provides an equivalent condition: It is possible to consider the space \(\mathcal{M}_+[L_+, L_-; \xi']\) of stable solutions over \(\mathbb{R}_+ \cup \mathbb{R}_-\), and the condition of invertibility of the interface symbol \(B(\xi')\) from this space onto \(\mathbb{C}^{N_+ + N_-}\).

### 5.1.b Smooth case

For a bounded smooth domain \(\Omega\), we suppose that it is divided into two smooth subdomains \(\Omega_+, \Omega_-\) such that \(\overline{\Omega}_+ \subset \Omega\) (interior subdomain) and \(\Omega_- = \Omega \setminus \overline{\Omega}_+\) (exterior subdomain) (see Figure 5.1). The interface (or transmission surface) is \(\partial \Omega_+ = \partial \Omega_+ \cap \partial \Omega_-\) which we denote by \(I\). For the sake of simplicity, we only consider here the case of two sub-domains, the extension to more general configurations of several subdomains with smooth interfaces is straightforward, see Figure 5.2.

![Figure 5.1: Typical smooth interface configuration with two subdomains.](image-url)
On $\Omega_{\pm}$, we assume given a $N_{\pm} \times N_{\pm}$ system of second order operators $L_{\pm}$ elliptic in $\Omega_{\pm}$. On the interface $I$, we consider $1 \times N_{\pm}$ systems of operators $C_{k,\pm}$ of order $m_{k,\pm}$ equal to 0 or 1, for all $k = 1, \ldots, N_{+} + N_{-}$. Finally on the exterior boundary $\partial \Omega$ denoted, later on, by $\Gamma$, we fix $1 \times N_{-}$ systems of operators $C_{k}$ of orders $m_{k}$ equal to 0 or 1, for all $k = 1, \ldots, N_{-}$.

The transmission problem we have in mind is then

$$\begin{cases}
L_{\pm} u_{\pm} = f_{\pm} & \text{in } \Omega_{\pm}, \\
C_{k} u_{-} = b_{\Gamma, k} & \text{on } \Gamma, \quad \forall k = 1, \ldots, N_{-}, \\
C_{k,+} u_{+} + C_{k,-} u_{-} = b_{I, k} & \text{on } I, \quad \forall k = 1, \ldots, N_{+} + N_{-}.
\end{cases} \tag{5.3}$$

The above boundary and transmission conditions can be shortly written as follows:

$$C_{\Gamma} u_{-} = b_{\Gamma} \quad \text{on } \Gamma,$$

$$C_{I}(u_{+}, u_{-})^{\top} = b_{I} \quad \text{on } I,$$

where $C_{\Gamma} = (C_{k})_{k=1,\ldots,N_{-}}$ is the $N_{-} \times N_{-}$ system of operators whose lines are $C_{k}$; $C_{I} = (C_{k,+} \ C_{k,-})_{k=1,\ldots,N_{+} + N_{-}}$ is the $(N_{+} + N_{-}) \times (N_{+} + N_{-})$ system of operators whose lines are $C_{k,+} \ C_{k,-}$; the right-hand side being defined accordingly.

The covering condition at a point of the interface $I$ is now defined in a standard way as in Section 2.2.c by introducing the corresponding tangent interface problem on $\mathbb{T}_{+}^{n} \cup \mathbb{T}_{-}^{n}$. Let $x_{0} \in I$ be a point on the interface. There exists a smooth local map $\phi_{x_{0}}$ which

Figure 5.2: Smooth interface configuration with 4 subdomains and 3 interfaces.
Figure 5.3: Local diffeomorphism $\phi_{x_0} : \mathcal{U}_{x_0} \rightarrow B_R$.

transforms a neighborhood $\mathcal{U}$ of $x_0$ in $\mathbb{R}^n$ into a ball $B_R$ centered at 0 in $\mathbb{R}^n$, so that

$$
\phi_{x_0}(\Omega_+ \cap \mathcal{U}) = B_R \cap \mathbb{R}^n_+,
\phi_{x_0}(\Omega_- \cap \mathcal{U}) = B_R \cap \mathbb{R}^n_-.
$$

This map allows to transform locally the problem (5.3) into a problem of the form (5.1), except that the operators have variable coefficients and lower order terms. Taking the principal part and freezing the coefficients at 0, we obtain the system

$$
\begin{cases}
L_{x_0,+} u_+ = f_+ & \text{in } \mathbb{T}^n_+,
L_{x_0,-} u_- = f_- & \text{in } \mathbb{T}^n_-,
C_{k,x_0,+} u_+ + C_{k,x_0,-} u_- = g_k & \text{on } I, \forall k = 1, \ldots, N_+ + N_-.
\end{cases}
$$

(5.4)

**Definition 5.1.2** Consider the transmission problem (5.3).

1. Let $x_0 \in I$. The set of interface operators $C_1$ is said to cover the system $\{L_+, L_-\}$ at $x_0$ if the system $C_{x_0}$ covers $\{L_{x_0,+}, L_{x_0,-}\}$ in the sense of Definition 5.1.1. The system $\{L_+, L_-, C_1\}$ is then called elliptic at $x_0$.

2. The set of interface operators $C_1$ is said to cover (or complement) $\{L_+, L_-\}$ on $I$ if $C_1$ covers $\{L_+, L_-\}$ at any point of $I$.

3. If $C_\Gamma$ covers $L_-$ on $\Gamma$, and $C_1$ covers $\{L_+, L_-\}$ on $I$, the system $\{L_+, L_-, C_1, C_\Gamma\}$ is called elliptic on $\overline{\Omega}_+ \cup \overline{\Omega}_-$, and the problem (5.3) is called an elliptic transmission problem.

## 5.2 Regularity through the interface and to the boundary

As the ellipticity condition at a point of the interface is reduced to the ellipticity at the boundary of a larger system, all desired a priori estimates can be proved using those from
5.2. Regularity through the Interface and to the Boundary

Chapters 1 and 2. The only difference is that we need to use the following piecewise Sobolev spaces: for \( k \in \mathbb{N} \), we set

\[
\mathcal{P}H^k(\Omega) = \{ u = (u_+, u_-) : u_+ \in H^k(\Omega^+)_{N_+}, u_- \in H^k(\Omega^-)_{N_-} \},
\]
equipped with the natural norm:

\[
\|u\|_{\mathcal{P}H^k; \Omega}^2 = \|u_+\|_{H^k; \Omega^+}^2 + \|u_-\|_{H^k; \Omega^-}^2.
\]

Like for boundary operators, among the interface operators \( C_{k, \pm}, k = 1, \ldots, N_+ + N_- \), we distinguish the operators of order 1, which we denote by \( T_{k, \pm}, k = 1, \ldots, N_3 \), and the operators of order 0, written \( D_{k, \pm}, k = 1, \ldots, N_2 = N_+ + N_- - N_3 \).

Finally we define the operator \( A \):

\[
A : \mathcal{P}H^k(\Omega) \rightarrow \mathcal{RPH}^k(\Omega)
\]

\[
: u \mapsto (L_+ u_+, L_- u_-, T u_-, D u_-, T_+ u_+ + T_- u_-, D_+ u_+ + D_- u_-), \quad (5.5)
\]

where in a natural way we have set (compare with Notation 2.2.28)

\[
\mathcal{RPH}^k(\Omega) = H^{k-2}(\Omega^+)^{N_+} \times H^{k-2}(\Omega^-)^{N_-} \times H^{k-\frac{3}{2}}(\Gamma)^{N_1} \times H^{k-\frac{3}{2}}(\Gamma)^{N_0} \times H^{k-\frac{3}{2}}(I)^{N_3} \times H^{k-\frac{3}{2}}(I)^{N_2}.
\]

Here follows the statement corresponding to Theorem 2.3.2 for transmission problems on two subdomains:

\[
\begin{align*}
L_+ u_+ & = f_+ & \text{in } \Omega^+, \\
T u_- & = g & \text{on } \Gamma, \\
D u_- & = h & \text{on } \Gamma, \\
T_+ u_+ + T_- u_- & = g_I & \text{on } I, \\
D_+ u_+ + D_- u_- & = h_I & \text{on } I,
\end{align*}
\]

when \((f_+, f_-, g, h, g_I, h_I)\) belongs to \(\mathcal{RPH}^k(\Omega)\), or to its local analogue. In the following, we denote as usual by boldface letters the spaces of vector functions, regardless of their dimension when there is no confusion possible.

**Theorem 5.2.1** Let \( k \) be an integer \( k \geq 2 \). Let the following assumptions be satisfied:

a) The domain \( \Omega \subset \mathbb{R}^n \) has a \( \mathcal{C}^k \) boundary and is divided into two sub-domains \( \Omega^+, \Omega^- \) with a \( \mathcal{C}^k \) interface as explained above.

b) The system \( \{L_+, L_- , C_1, C_T\} \) is elliptic in \( \overline{\Omega^+} \cup \overline{\Omega^-} \) in the sense of Definition 5.1.2, satisfying regularity assumptions like in Definition 2.3.1.

Then we have the following local (i) and global (ii) regularity results and estimates:
(i) Let $U_1$ and $U_2$ be bounded subdomains of $\mathbb{R}^n$ with $\overline{U}_1 \subset U_2$, and let $\Omega_1 = U_1 \cap \Omega$ and $\Omega_2 = U_2 \cap \Omega$. The subdivision of $\Omega$ induces natural subdivisions of $\Omega_1$ and $\Omega_2$ by $\Omega_{i,\pm} = U_i \cap \Omega_{\pm}$. We set $\Gamma_2 = \partial \Omega_2 \cap \Gamma$ and $I_2 = \partial \Omega_{2,+} \cap \partial \Omega_{2,-}$.

If $u \in P\mathcal{H}^2(\Omega)$ is solution of (5.6) and if

$$f \in P\mathcal{H}^{k-2}(\Omega_2), \quad g \in \mathcal{H}^{k-\frac{3}{2}}(\Gamma_2), \quad h \in \mathcal{H}^{k-\frac{1}{2}}(\Gamma_2),$$

$$g_i \in \mathcal{H}^{k-\frac{3}{2}}(I_2), \quad h_i \in \mathcal{H}^{k-\frac{1}{2}}(I_2),$$

then $u \in P\mathcal{H}^k(\Omega_1)$, with the estimate

$$||u||_{P;k;\Omega_1} \leq c \left( ||f||_{P;k-2;\Omega_2} + ||g||_{k-\frac{3}{2};\Gamma_2} + ||h||_{k-\frac{1}{2};\Gamma_2} + ||g_i||_{k-\frac{3}{2};I_2} + ||h_i||_{k-\frac{1}{2};I_2} + ||u||_{P;1;\Omega_2} \right).$$

(ii) The operator $A$ defined by (5.5) is Fredholm. If moreover the right hand side $(f_+, f_-, g, h, g_i, h_i)$ is in $R\mathcal{H}^k(\Omega)$, then any solution $u \in P\mathcal{H}^2(\Omega)$ of (5.6) belongs to $P\mathcal{H}^k(\Omega)$ with the estimate

$$||u||_{P;k;\Omega} \leq c \left( ||f||_{P;k-2;\Omega} + ||g||_{k-\frac{3}{2};\Gamma} + ||h||_{k-\frac{1}{2};\Gamma} + ||g_i||_{k-\frac{3}{2};I} + ||h_i||_{k-\frac{1}{2};I} + ||u||_{P;1;\Omega} \right).$$

The analytic version of Theorem 5.2.1 can be stated as follows, cf. Theorem 2.7.1.

**Theorem 5.2.2** Let the assumptions of Theorem 5.2.1 be satisfied. Assume furthermore that

a) the boundaries of $\Omega$ and of $\Omega_+$ are analytic,

b) the coefficients of $L_\pm$ (resp. $T$ and $D$; $T_\pm$ and $D_\pm$) are analytic on $\overline{\Omega}_\pm$ (resp. on $\Gamma$; on $I$).

Then there holds

(i) Under the assumptions of item (i) of Theorem 5.2.1, any solution $u \in P\mathcal{H}^2(\Omega)$ of (5.6) satisfies the following analytic type estimates: There exists $A > 0$ independent of $k$ such that

$$\frac{1}{k!} |u|_{P;k;\Omega_1} \leq A^{k+1} \left\{ \sum_{\ell=0}^{k-2} \frac{1}{\ell!} \left( ||f||_{P;\ell;\Omega_2} + ||g||_{\ell+\frac{3}{2};\Gamma_2} + ||h||_{\ell+\frac{1}{2};\Gamma_2} + ||g_i||_{\ell+\frac{3}{2};I_2} + ||h_i||_{\ell+\frac{1}{2};I_2} \right) + \sum_{\ell=0}^{k-2} |u|_{P;\ell;\Omega_2} \right\}. \quad (5.7)$$

(ii) If the right hand side $(f_+, f_-, g, h, g_i, h_i)$ belongs to $A(\Omega_+) \times A(\Omega_-) \times A(\Gamma) \times A(\Gamma) \times A(I) \times A(I)$, then any solution $u \in P\mathcal{H}^2(\Omega)$ of problem (5.6) belongs to $PA(\Omega)$. 


5.3 Variational formulations

Like in the case of standard boundary value problems, many elliptic transmission problems occurring in modelization admit a coercive variational formulation. This guarantees the existence of a (weak) solution provided a finite number of compatibility conditions are satisfied. Moreover, if the right hand side has the required regularity, variational solutions are piecewise $H^2$.

For a bounded domain $\Omega$ subdivided into $\Omega_+$ and $\Omega_-$ as before, we suppose given two positive natural numbers $N_+$ and $N_-$, that will correspond to the size of our system in each sub-domain. Now we consider on $P H^1(\Omega)$, the sesquilinear form

$$a(u, v) = a_+(u_+, v_+) + a_-(u_-, v_-),$$

(5.8a)

where $a_\pm$ is defined on $H^1(\Omega_\pm)$ as (3.1)

$$a_\pm(u, v) = \sum_{i=1}^{N_\pm} \sum_{j=1}^{N_\pm} \sum_{|\alpha|\leq 1} \sum_{|\gamma|\leq 1} \int_{\Omega_\pm} a_{ij, \pm}^{\alpha\gamma}(x) \partial_x^\alpha u_j(x) \partial_x^\gamma v_i(x) \, dx,$$

(5.8b)

with complex valued coefficients $a_{ij, \pm}^{\alpha\gamma}$, smooth up to the boundary of $\Omega_\pm$.

From this expression, we see that the second order $N_+ \times N_-$ system $L_\pm$ defined on $\Omega_\pm$ associated with $a$ is given by (3.3) where the coefficients $a_{ij}^{\alpha\gamma}$ are simply replaced by $a_{ij, \pm}^{\alpha\gamma}$.

As in Chapter 3, we now take the (compare with Definition 3.1.1)

**Definition 5.3.1** A variational space $V$ for the sesquilinear form $a$ defined by (5.8) is a closed subspace of $PH^1(\Omega)$ which contains $H^1_0(\Omega_+) \times H^1_0(\Omega_-)$.

Here, due to the jump of the coefficients through the interface, we have more flexibilities for a choice of a variational space for the form $a$. Obviously, the choice of full Dirichlet conditions

$$u_+ = 0 \quad \text{and} \quad u_- = 0 \quad \text{on} \quad I$$

does not bring anything but two decoupled boundary value problems in $\Omega_+$ and $\Omega_-$. The same occurs if we take no condition at all on the interface: We then have two uncoupled Neumann conditions on the interface.

This means that the most interesting spaces are spaces with some pointwise restrictions on the interface $I$. If $N_+ = N_-$, one classical choice is $V = H^1_0(\Omega)$, which furnishes the Dirichlet transmission problem (see also section 5.4)

$$\begin{cases}
L_\pm u_\pm = f_\pm & \text{in} \ \Omega_\pm, \\
u_- = 0 & \text{on} \ \Gamma, \\
u_+ - u_- = 0 & \text{on} \ I, \\
B_+ u_+ + B_- u_- = 0 & \text{on} \ I,
\end{cases}$$

(5.9)
where the system $B_\pm$ is the conormal system given by

$$B_\pm = \left( B_{ij,\pm} \right)_{1 \leq i,j \leq N_\pm} \quad \text{with} \quad B_{ij,\pm} = \sum_{|\alpha| \leq 1} \sum_{|\gamma| = 1} n^\gamma_\pm(x) a^{\alpha \gamma}_{ij,\pm}(x) \partial^\alpha_x, \quad x \in \partial \Omega_\pm. \quad (5.10)$$

Here, for $\gamma = (\gamma_1, \ldots, \gamma_n)$ with $\gamma_k = \delta_{k\ell}$, $n^\gamma_\pm(x)$ is the component $\ell$ of the unit outward normal $n_\pm(x)$ to $\partial \Omega_\pm$ at the point $x$.

Of course more general choices are possible: A canonical choice related to the framework of Chapter 3 is to suppose that we are given

- a smooth mapping $\Pi^D$ from the boundary $\Gamma$ to the space of orthogonal projection operators $\mathbb{C}^{N_-} \to \mathbb{C}^{N_-}$,
- two smooth mappings $\Pi^{D,\pm}$ from the interface $I$ to the space of orthogonal projection operators $\mathbb{C}^{N_-} \to \mathbb{C}^{N_+}$

\[ \Pi^D : \Gamma \ni x \mapsto \Pi^D(x) \quad \text{and} \quad \Pi^{D,\pm} : \partial \Omega_\pm \ni x \mapsto \Pi^{D,\pm}(x). \quad (5.11) \]

As in Chapter 3 we set

\[ \Pi^{T,\pm} = \mathbb{I} - \Pi^{D,\pm}. \]

Let us assume that $N_+ \leq N_-$ (the converse situation is treated in a similar manner). We further assume given a smooth mapping $R_-$ from the interface $I$ to the space of linear operators $\mathbb{C}^{N_-} \to \mathbb{C}^{N_+}$

\[ R_- : I \ni x \mapsto R_-(x). \quad (5.12) \]

Let $\gamma_0$ and $\gamma_\pm$ be the trace operators

\[ \gamma_0 : H^1(\Omega_-) \to H^{\frac{1}{2}}(\Gamma) \quad \text{and} \quad \gamma_\pm : H^1(\Omega_\pm) \to H^{\frac{1}{2}}(I). \quad (5.13) \]

**Definition 5.3.2** Let $\Pi^D$, $\Pi^{D,\pm}$ and $R_-$ be fixed as before. Then the associated variational space $\mathbf{V}$ is the subspace of $\mathbb{R}H^1(\Omega)$ defined as

\[ \mathbf{V} = \{ u \in \mathbb{R}H^1(\Omega) : \Pi^{D,\gamma_0} u = 0 \quad \text{on} \quad \Gamma \quad \text{and} \quad \Pi^{D,\gamma_+} u_+ - R_- \Pi^{D,-\gamma_-} u_- = 0 \quad \text{on} \quad I \} \quad (5.14) \]

Note that in the case when $N_+ = N_-$, $\Pi^{D,\pm} \equiv \mathbb{I}$, and $R_- = \mathbb{I}$, the space $\mathbf{V}$ coincides with $\mathbf{H}^0_0(\Omega)$ if $\Pi^D \equiv \mathbb{I}$, and with $\mathbf{H}^1(\Omega)$ if $\Pi^D \equiv 0$.

In the above setting, we consider the following variational formulation

\[ \forall u \in \mathbf{V}, \quad a(u, v) = \int_{\Omega} f \cdot \bar{v} \, dx + \int_{\Gamma} g \cdot \Pi^T \gamma_0 \bar{v} \, d\sigma + \int_{I} \Pi^{T,\gamma_+} \bar{v}_+ \, d\sigma + \int_{I} \Pi^{T,-\gamma_-} \bar{v}_- \, d\sigma, \quad (5.15a) \]

with

\[ f_\pm \in L^2(\Omega)^{N_\pm}, \quad g \in H^{\frac{1}{2}}(\Gamma)^{N_-}, \quad \text{and} \quad g_{i,\pm} \in H^{\frac{1}{2}}(I)^{N_\pm}. \quad (5.15b) \]

We give a distributional interpretation of the variational problem (5.15):
**Lemma 5.3.3** Let the sesquilinear form be defined by (5.8) on the space $V$ from Definition 5.3.2. Let $u \in V$ be a solution of problem (5.15). Then, with $R_+ = R_+^\top$, $u$ satisfies

$$
\begin{aligned}
L_\pm u_\pm &= f_\pm & \text{in } \Omega_+, \\
\Pi^D\gamma_0 u_- &= 0 & \text{on } \Gamma, \\
\Pi^T B_- u_- &= \Pi^T g & \text{on } \Gamma, \\
\Pi^D,+,\gamma_+ u_+ - R_- \Pi^D,-,\gamma_- u_- &= 0 & \text{on } I, \\
R_+ \Pi^D,+ B_+ u_+ + \Pi^D,- B_- u_- &= \Pi^D,- g_{1,-} & \text{on } I, \\
\Pi^T,+ B_+ u_+ &= \Pi^T,+ g_{1,+} & \text{on } I, \\
\Pi^T,- B_- u_- &= \Pi^T,- g_{1,-} & \text{on } I.
\end{aligned}
$$

(5.16)

**Remark 5.3.4** The last four equations are the interface conditions. The first two of them are transmission conditions while the last two are boundary conditions. Note also that problem (5.16) is a particular case of problem (5.6) with the dimension $N_2$ equal to the rank of $\Pi^{D,+}$.

**Proof:** In (5.15) taking test functions $v \in \mathcal{D}(\Omega_+)^N$ (extended by zero in $\Omega_-$), we directly get

$$L_+ u_+ = f_+ \text{ in } \Omega_+,$$

in the distributional sense. Exchanging the role of $+$ and $-$, the similar identity is proved in $\Omega_-$. This implies that $u_\pm$ belongs to the maximal domain of $L_\pm$ (see (3.7)):

$$u_\pm \in H^1(\Omega_\pm; L_\pm).$$

At this stage we can apply Green’s formula (3.9) in $\Omega_\pm$ and therefore (5.15) implies

$$\forall v \in V, \quad \langle B_+ u_+, v_+ \rangle_{\partial \Omega_+} + \langle B_- u_-, v_- \rangle_{\partial \Omega_-} = \int_\Gamma g \cdot \Pi^T \gamma_0 v \, d\sigma$$

$$+ \int_I g_{1,+} \cdot \Pi^T,+ \gamma_+ v_+ \, d\sigma + \int_I g_{1,-} \cdot \gamma_- v_- \, d\sigma.$$  

Taking test functions which are zero near the interface $I$ and arguing as in the proof of Lemma 3.1.5, we obtain the requested natural boundary conditions on $\Gamma$.

Using these boundary conditions and inserting the operators $\Pi^{D,\pm}$ and $\Pi^{T,\pm}$, the above identity becomes

$$\forall v \in V, \quad \langle \Pi^D,+ B_+ u_+, \Pi^D,+ \gamma_+ v_+ \rangle_1 + \langle \Pi^T,+ B_+ u_+, \Pi^T,+ \gamma_+ v_+ \rangle_1$$

$$+ \langle \Pi^D,- B_- u_-, \Pi^D,- \gamma_- v_- \rangle_1 + \langle \Pi^T,- B_- u_-, \Pi^T,- \gamma_- v_- \rangle_1$$

$$= \int_I g_{1,+} \cdot \Pi^T,+ \gamma_+ v_+ \, d\sigma + \int_I g_{1,-} \cdot \gamma_- v_- \, d\sigma.$$
Finally using in the first term the essential transmission condition
\[ \Pi^D_+ \gamma_+ \mathbf{v}_+ = R_- \Pi^D_- \gamma_- \mathbf{v}_- \quad \text{on } I \]
satisfied by \( \mathbf{v} \), and using the relation \( R_+ = R^T_- \), we arrive at
\[ \forall \mathbf{v} \in \mathbf{V}, \quad \left\langle R_+ \Pi^D_+ B_+ \mathbf{u}_+ + \Pi^D_- B_- \mathbf{u}_-, \Pi^D_- \gamma_- \mathbf{v}_- \right\rangle_I 
+ \left\langle \Pi^T_+ B_+ \mathbf{u}_+, \Pi^T_+ \gamma_+ \mathbf{v}_+ \right\rangle_I 
+ \left\langle \Pi^T_- B_- \mathbf{u}_-, \Pi^T_- \gamma_- \mathbf{v}_- \right\rangle_I 
= \int_I \mathbf{g}_{I,+} \cdot \Pi^T_+ \gamma_+ \mathbf{v}_+ \, d\sigma 
+ \int_I \mathbf{g}_{I,-} \cdot \gamma_- \mathbf{v}_- \, d\sigma. \]
Restricting this identity to those \( \mathbf{v} \in \mathbf{V} \) such that \( \mathbf{v}_- = 0 \), we find
\[ \left\langle \Pi^T_+ B_+ \mathbf{u}_+, \Pi^T_+ \gamma_+ \mathbf{v}_+ \right\rangle_I = \int_I \mathbf{g}_{I,+} \cdot \Pi^T_+ \gamma_+ \mathbf{v}_+ \, d\sigma, \]
for all \( \mathbf{v}_+ \in H^1(\Omega_+) \) such that \( \Pi^D_+ \gamma_+ \mathbf{v}_+ = 0 \). Arguing like in the proof of Lemma 3.1.5, we prove the equation \( \Pi^T_+ B_+ \mathbf{u}_+ = \Pi^T_+ \mathbf{g}_{I,+} \) on \( I \).

Thus we are left with the identity
\[ \left\langle R_+ \Pi^D_+ B_+ \mathbf{u}_+ + \Pi^D_- B_- \mathbf{u}_-, \Pi^D_- \gamma_- \mathbf{v}_- \right\rangle_I 
+ \left\langle \Pi^T_- B_- \mathbf{u}_-, \Pi^T_- \gamma_- \mathbf{v}_- \right\rangle_I 
= \int_I \mathbf{g}_{I,-} \cdot \gamma_- \mathbf{v}_- \, d\sigma, \]
which holds for all \( \mathbf{v}_- \in H^1(\Omega_-) \). This identity shows the remaining natural transmission conditions on \( I \).

The coercivity needs here to be adapted as follows:

**Definition 5.3.5** The form \( a \) is said to be coercive on \( \mathbf{V} \) if there exist positive constants \( c \) and \( C \) such that
\[ \forall \mathbf{u} \in \mathbf{V}, \quad \text{Re} \, a(\mathbf{u},\mathbf{u}) \geq c \| \mathbf{u} \|^2_{P^1; \Omega} - C \| \mathbf{u} \|^2_{P^0; \Omega}. \quad (5.17) \]

With this adapted notion of coercivity, the results of Theorems 3.2.6 and 3.3.1 remain valid (with the piecewise \( H^1 \) norm instead of the \( H^1 \) norm). Moreover the \( \mathbf{V} \)-coercivity of \( a \) implies the ellipticity of the associated transmission problem, namely we can prove as Theorem 3.2.6, the next result.

**Theorem 5.3.6** Let \( a \) be a coercive sesquilinear form (5.8) defined on a subspace \( \mathbf{V} \) of \( \mathbf{PH}^1(\Omega) \) according to Definition 5.3.2. The coefficients of the form \( a_{\pm} \) are assumed to belong to \( \mathcal{C}^1(\overline{\Omega}_\pm) \). If \( a \) is coercive on \( \mathbf{V} \) in the sense of Definition 5.3.5, then the system (5.16) is an elliptic transmission problem.

Using difference quotient techniques similarly as in Theorem 3.4.1, we can prove
piecewise $H^2$ regularity of variational solutions:

**Theorem 5.3.7** Let $a$ be a coercive sesquilinear form (5.8) defined on a subspace $V$ of $\mathcal{PH}^1(\Omega)$ according to Definition 5.3.2. The coefficients of the form $a_\pm$ are assumed to belong to $C^1(\Omega_\pm)$. Let $u \in V$ be a variational solution of problem (5.15). Then $u$ belongs to $\mathcal{PH}^2(\Omega)$ with the estimate

$$
\|u\|_{\mathcal{PH}^2; \Omega} \leq C\left(\|f\|_{\mathcal{PH}^0; \Omega} + \|g\|_{H^{1,2}; \Gamma} + \|g_{I, +}\|_{H^{1,2}; I} + \|g_{I, -}\|_{H^{1,2}; I} + \|u\|_{\mathcal{PH}^1; \Omega}\right).
$$

(5.18)

Combining this result with Theorems 5.2.1 or 5.2.2, we get the following shift results.

**Theorem 5.3.8** Let $a$ be a coercive sesquilinear form (5.8) defined on a subspace $V$ of $\mathcal{PH}^1(\Omega)$ according to Definition 5.3.2. Let $u \in V$ be a variational solution of problem (5.15).

(i) Let $k$ be a non-negative integer. We assume that the boundary of $\Omega_\pm$ is of class $C^{k+2}$ and that the coefficients of the form $a_\pm$ are in $C^{k+1}(\Omega_\pm)$. If $f \in \mathcal{PH}^k(\Omega)$, $g \in H^{k+\frac{1}{2}}(\Gamma)$, $g_{I, +} \in H^{k+\frac{1}{2}}(I)$ and $g_{I, -} \in H^{k+\frac{1}{2}}(I)$, then $u \in \mathcal{PH}^{k+2}(\Omega)$ with the estimate

$$
\|u\|_{\mathcal{PH}^{k+2}; \Omega} \leq C\left(\|f\|_{\mathcal{PH}^k; \Omega} + \|g\|_{H^{k+\frac{1}{2}}; \Gamma} + \|g_{I, +}\|_{H^{k+\frac{1}{2}}; I} + \|g_{I, -}\|_{H^{k+\frac{1}{2}}; I} + \|u\|_{\mathcal{PH}^1; \Omega}\right).
$$

(5.19)

(ii) We assume that $\Omega_\pm$ is analytic and that the coefficients of the form $a_\pm$ are analytic up to boundary of $\Omega_\pm$. If $f \in \mathcal{PA}(\Omega)$, $g \in \mathcal{A}(\Gamma)$, $g_{I, +} \in \mathcal{A}(I)$ and $g_{I, -} \in \mathcal{A}(I)$, then $u$ belongs to $\mathcal{PA}(\Omega)$.

### 5.4 Examples

#### 5.4.a Piecewise smooth right hand sides

An interesting application of our analysis of elliptic transmission problems is the case of a standard boundary value problem where the coefficients are smooth on the whole domain but the right hand side $f$ is only piecewise smooth. If the subdomains on which $f$ is smooth have a regular boundary, we are in the setting of Sections 5.1 and 5.2. It suffices to take $N_+ = N_-$ and as interface conditions the equality of traces of the solution and its normal derivative on both sides of the interface.

We can then apply Theorems 5.2.1 and 5.2.2 to get regularity results in piecewise Sobolev or analytic spaces provided the data are in the corresponding piecewise Sobolev or analytic spaces.

In the remainder of this section, we will illustrate our general setting for some particular systems. For shortness, we mainly give the systems and the transmission conditions (since these are our main concerns here). All chosen examples enter into the variational setting and therefore we sometimes only give the essential transmission conditions.
5.4.b Scalar operators with piecewise smooth coefficients

The prototype of scalar transmission problem is often written in a simplified way in divergence form

\[ \text{div}(a \nabla u) = f \]

with a piecewise constant coefficient \( a \) which is equal to \( a_\pm \) on \( \Omega_\pm \). This equation has to be interpreted in the distributional sense, which means that it is associated with the sesquilinear form

\[ a(u, v) = \int_{\Omega_+} a_+ \nabla u \cdot \nabla v \, dx + \int_{\Omega_-} a_- \nabla u \cdot \nabla v \, dx. \tag{5.20} \]

The associated transmission problem is (here we omit external boundary conditions on \( \Gamma' \))

\[
\begin{aligned}
a_\pm \Delta u_\pm &= f_\pm & \text{in } \Omega_\pm, \\
u_+ - u_- &= 0 & \text{on } I, \\
a_+ \partial_{n_+} u_+ + a_- \partial_{n_-} u_- &= 0 & \text{on } I. 
\end{aligned} \tag{5.21}
\]

Note that if we choose one normal field, e.g. we set \( n = n_- = -n_+ \), the last transmission conditions becomes

\[ a_+ \partial_{n_+} u_+ - a_- \partial_{n_-} u_- = 0. \]

If \( a_\pm \) are smooth functions inside \( \Omega_\pm \), the form \( a \) is still defined by (5.20), the transmission conditions are the same as in (5.21) and the interior equations become

\[ \text{div} a_\pm \nabla u_\pm = f_\pm \text{ in } \Omega_\pm. \]

The natural generalization of this is the case of second order scalar operators in divergence form with piecewise smooth coefficients in matrix form, cf. §4.2: This means that we take

\[ L_\pm = - \sum_{i,j=1}^n \partial_i (A_\pm^{ij} \partial_j), \]

where \( D_\pm = (A_\pm^{ij})_{1 \leq i,j \leq n} \) is a positive definite \( n \times n \) matrix smooth up to the boundary of \( \Omega_\pm \). As essential transmission condition, we take the constraint:

\[ u_+ = u_- \text{ on } I. \]

For simplicity we impose Dirichlet conditions on the exterior boundary. Then this problem enters in the setting of section 5.3 if we take the sesquilinear form (4.12) defined on \( H_0^1(\Omega) \) with \( A = A_+ \) on \( \Omega_+ \) and \( A = A_- \) on \( \Omega_- \). By the previous considerations, the natural homogeneous transmission condition associated with this problem is

\[ \sum_{i,j=1}^n n_i A_\pm^{ij} \partial_j u_+ - \sum_{i,j=1}^n n_i A_\pm^{ij} \partial_j u_- = 0 \text{ on } I, \]

with the components \( n_i \) of the normal field \( n := n_+ = -n_- \).
5.4.c The anisotropic discontinuous elasticity system

We consider as in §4.4 the anisotropic elasticity system, now with piecewise constant elasticity moduli $C_{ijmn}$. Such a system represents a body formed by two different elastic materials:

$$L_\pm(x, D_x)u_\pm = \left(- \sum_{j=1}^{n} \partial_j \sigma_{ij,\pm}(u_\pm) \right)_{1 \leq i \leq n},$$

where the stress tensor is here given by Hooke’s law in each material

$$\sigma_{ij,\pm}(u_\pm) = \sum_{m,n=1}^{n} C_{ijmn,\pm} \epsilon_{mn}(u_\pm).$$

As previously, we fix a unit normal field on the interface $n := n_+ = -n_-$. The standard essential transmission condition is the continuity of the displacement fields through the interface $I$ [54, 80]

$$u_+ = u_- \quad \text{on } I.$$

For this choice, the natural homogeneous transmission condition is the continuity of the vector of the normal traction:

$$\sigma_+ (u_+) n - \sigma_- (u_-) n = 0 \quad \text{on } I.$$

Since the unknowns $u_\pm$ are $n$-dimensional vectors, we may consider other types of essential transmission conditions. For instance we can consider the continuity of the normal component

$$u_+ \cdot n = u_- \cdot n \quad \text{on } I,$$

i. e., $\Pi^{D,\pm} u_\pm = (u_\pm \cdot n)n$.

The natural homogeneous interface conditions can be read from equation (5.f): If we write $t$ for the normal traction, $t_\pm = \sigma_\pm(u_\pm)n$, then we get a transmission condition for its normal component

$$t_+ \cdot n - t_- \cdot n = 0 \quad \text{on } I,$$

and one-sided boundary conditions for its tangential component

$$t_+ - (t_+ \cdot n)n = 0 \quad \text{and} \quad t_- - (t_- \cdot n)n = 0 \quad \text{on } I.$$

Another choice is the continuity of the tangential component. The determination of the natural interface conditions for this case is left to the reader.
5.4.d  A simple vector-scalar coupling problem

We consider here a coupling between the elasticity system in $\Omega_-$ with constant coefficient and the Laplace equation in $\Omega_+$. Namely we take on the one hand $N_-=n$ for

$$L_-(D_x)u_- = \left( - \sum_{j=1}^{n} \partial_j \sigma_{ij}(u_-) \right)_{1 \leq i \leq n},$$

(5.22)

with

$$\sigma_{ij}(u_-) = \sum_{m,n=1}^{n} C_{ijmn} \epsilon_{mn}(u_-),$$

the elasticity moduli $C_{ijmn}$ being real valued, constant and fulfilling the standard symmetry and ellipticity conditions, and on the other hand $N_+=1$ for

$$L_+u_+ = -\Delta u_+.$$

We here take as essential boundary condition

$$u_- = 0 \quad \text{on} \; \Gamma,$$

(5.23)

and as essential transmission condition

$$u_{1,-} = u_+ \quad \text{on} \; I.$$

(5.24)

Then the obtained transmission problem is

$$\begin{cases}
L_-u_- = f_- & \text{in} \; \Omega_-,

-\Delta u_+ = f_+ & \text{in} \; \Omega_+,

u_- = 0 & \text{on} \; \Gamma,

u_+ = u_{1,-} & \text{on} \; I,

R_+B_+u_+ + \Pi^{D,-}B_-u_- = \Pi^{D,-}g_{1,-} & \text{on} \; I,

\Pi^{T,-}B_-u_- = \Pi^{T,-}g_{1,-} & \text{on} \; I,
\end{cases}$$

(5.25)

where $B_-u_- = \sigma(u_-)n_-$, $B_+u_+ = \nabla u_+ \cdot n_+$, $\Pi^{D,-}u = (u_1,0,\ldots,0)^\top$, $\Pi^{D,+} = \mathbb{I}$, and $R_-u = u_1$. Then $\Pi^{T,-}u = (0,u_2,\ldots,u_n)^\top$, $\Pi^{T,+} = 0$, and $R_+u_+ = (u_+,0,\ldots,0)^\top$. Note that we would obtain the same essential transmission conditions with $\Pi^{D,-} = \mathbb{I}$, keeping the same $R_-$. But in the latter case, since $\Pi^{T,-} = 0$, the last two interface conditions would be replaced with

$$R_+B_+u_+ + B_-u_- = g_{1,-} \quad \text{on} \; I,$$

which is, in fact, equivalent.

The variational setting of this problem consists in taking

$$V = \{(u_-, u_+) \in H^1(\Omega_-) \times H^1(\Omega_+) \text{ satisfying (5.23), (5.24)}\},$$
and

\[ a((u_-, u_+), (v_-, v_+)) = \int_{\Omega^-} \sum_{i,j=1}^{n} \sigma_{ij}(u_-) \epsilon_{ij}(v_-) \, dx + \int_{\Omega^+} \nabla u_+ \cdot \nabla v_+ \, dx. \]

Combining the results of our discussion of the stress-free elasticity system in §4.3.b and the Neumann problem in §4.1.b, we see that this sesquilinear form is coercive.

### 5.4.e A fluid-structure interaction system

This example is taken from [68, 72]. It is a model of the vibrations in harmonic mode of an elastic structure \( \Omega^- \) containing an incompressible liquid \( \Omega^+ \). The displacement \( D \) of the fluid \( \Omega^+ \) is supposed to be small, hence it is governed by the linearized Euler equation

\[ \rho_+ \frac{\partial^2 D}{\partial t^2} + \nabla P = 0 \quad \text{in} \quad \Omega^+, \]

where \( \rho_+ > 0 \) is the volumic mass of the constitutive material of \( \Omega^+ \) and \( P \) is the pressure of the fluid. A time harmonic movement means that we assume that

\[ D(x, t) = d(x)e^{i\omega t} \quad P(x, t) = p(x)e^{i\omega t}, \]

where \( \omega \in \mathbb{R} \) is the inverse of the frequency of the oscillation. Therefore the pair \((d, p)\) satisfies

\[ -\rho_+ \omega^2 d + \nabla p = 0 \quad \text{in} \quad \Omega^+, \]

or equivalently

\[ d = \frac{1}{\rho_+ \omega^2} \nabla p \quad \text{in} \quad \Omega^+. \]

Setting \( u_+ = \frac{1}{\rho_+ \omega^2} p \), we then have

\[ d = \nabla u_+ \quad \text{in} \quad \Omega^+. \]

The incompressibility assumption means that \( \text{div} \, D = 0 \) in \( \Omega^+ \) and therefore we get

\[ \Delta u_+ = 0 \quad \text{in} \quad \Omega^+. \]

Moreover the elastic structure is supposed to be time harmonic (with the same frequency as the one of the fluid), i.e., the displacement \( u_- \) of the body \( \Omega_- \) satisfies

\[ L_-(D_x)u_- - \rho_- \omega^2 u_- = 0 \quad \text{in} \quad \Omega_- , \]

where \( \rho_- \) is a fixed positive constant that represents the volumic mass of the constitutive material of \( \Omega_- \) and \( L_-(D_x) \) is the elasticity system in \( \Omega_- \) defined by (5.22) in the previous example.

This means that the principal parts of the systems of partial differential operators are the same as the ones from the previous section. The transmission conditions, on the other
The hand, are different since the slip of the fluid along the elastic structure and the pressure of the fluid on the elastic structure yield respectively

\[
\begin{align*}
\partial_{n_+} u_+ &= u_+ \cdot n_+ \quad \text{on } I, \\
\sigma(u_-)n_- &= \rho_+ \omega^2 u_+ n_+ \quad \text{on } I.
\end{align*}
\]

(5.26)

Note that these four transmission conditions are natural ones since they involve first order derivatives of the unknowns. Finally on the exterior boundary, traction boundary forces are applied, i.e.,

\[
\sigma(u_-) n_- = g \quad \text{on } \Gamma,
\]

where \(g\) represents the external force acting on the solid body.

In summary the following transmission problem is obtained

\[
\begin{align*}
L_-(D_x) u_- - \rho_- \omega^2 u_- & = 0 \quad \text{in } \Omega_-
\end{align*}
\]

\[
\begin{align*}
\Delta u_+ & = 0 \quad \text{in } \Omega_+,
\end{align*}
\]

\[
\begin{align*}
\sigma(u_-) n_- & = g \quad \text{on } \Gamma,
\end{align*}
\]

(5.27)

This system is an elliptic transmission problem, because the principal part of the transmission conditions is reduced to \(\partial u + \partial n\) for the first condition and to \(\sigma(u_-) n_-\) for the second one. Hence the principal part splits up into the Neumann problem for \(u_+\) and the stress free boundary problem for the elastic component \(u_-\), for which we already checked in Chapter 4 that they form elliptic problems.

The transmission conditions on \(I\) are of Robin type, cf. (3.43), hence for the variational setting of problem (5.27) we combine the general framework of section 5.3 and the strategy of §3.5 by adding a boundary term in the sesquilinear form. Thus we take

\[
V = H^1(\Omega_-) \times H^1(\Omega_+),
\]

and

\[
\tilde{a}((u_-, u_+), (v_-, v_+)) = a((u_-, u_+), (v_-, v_+)) + b((u_-, u_+), (v_-, v_+)),
\]

where

\[
a((u_-, u_+), (v_-, v_+)) = \int_{\Omega_-} \left( \sum_{i,j=1}^n \sigma_{ij}(u_-) \varepsilon_{ij}(\bar{v}_-) - \rho_- \omega^2 u_- \cdot \bar{v}_- \right) dx
\]

\[
+ \int_{\Omega_+} \nabla u_+ \cdot \nabla \bar{v}_+ dx,
\]

\[
b((u_-, u_+), (v_-, v_+)) = \int_I (u_- \cdot n_- + \rho_+ \omega^2 u_+ \bar{v}_- \cdot n_-) d\sigma.
\]

Hence the variational formulation of (5.27) consists in looking for \((u_-, u_+) \in V\) solution of

\[
\tilde{a}((u_-, u_+), (v_-, v_+)) = \int_I g \cdot v_- d\sigma \quad \forall (v_-, v_+) \in V.
\]

(5.28)
Indeed integration by parts shows that if \((u_-, u_+) \in V\) is solution of this last problem, then it is a solution of (5.27).

**Lemma 5.4.1** *The sesquilinear form \(\tilde{a}\) is coercive on \(V\) in the following sense: there exist \(C_1, C_2 > 0\) such that*

\[
\forall (u_-, u_+) \in V, \quad \Re \tilde{a}((u_-, u_+), (u_-, u_+)) \geq C_1 \|(u_-, u_+)_P^1;\Omega\|^2 - C_2 \|(u_-, u_+)_P^0;\Omega\|^2.
\]

**Proof:** The sesquilinear form \(a\) is coercive as we have seen in the previous section. The coercivity of \(\tilde{a}\) follows from the coercivity of \(a\) as in the proof of Lemma 3.5.1. \(\square\)

This coercivity property shows that problem (5.27) enters into our general framework of elliptic transmission problems, and there hold the usual results, such as Fredholm alternative and regularity in Sobolev spaces and analytic classes.

### 5.4.f The piezoelectric system coupled with the elasticity system

As discussed in section 4.7, the piezoelectric system modelizes sensors or actuators, and in practice this system is coupled with the elasticity system. Here is an example coming from an application to common-rail diesel engines [37]: It is a coupling between the elasticity system in \(\Omega_-\) and the piezoelectric system in \(\Omega_+\). The problem considered by these authors corresponds (mainly) to the following variational setting:

\[
\left\{(\{u_+, \Phi_+\}, u_-) \in H^1(\Omega_+)^4 \times H^1(\Omega_-)^3 : \begin{align*}
\Phi_+ &= 0 \quad \text{on } I, \\
u_+ &= u_- \quad \text{on } I, \\
u_- &= 0 \quad \text{on } \Gamma
\end{align*}
\right\},
\]

\[
a((\{u_+, \Phi_+\}, u_-), (\{v_+, \Psi_+\}, v_-)) = a_+((\{u_+, \Phi_+\}, \{v_+, \Psi_+\}) + a_-(u_-, v_-),
\]

where \(a_+\) corresponds to the sesquilinear form of the piezoelectric system in \(\Omega_+\) described in section 4.7, while \(a_-\) is the sesquilinear form associated with the elasticity system in \(\Omega_-\) defined in section 4.4.
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