Radar Optimal Times Detection Allocation in Multitarget Environment
Marie De Vilmorin, Emmanuel Duflos, Philippe Vanheeghe

To cite this version:

HAL Id: inria-00448956
https://hal.inria.fr/inria-00448956
Submitted on 20 Jan 2010

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Radar Optimal Times Detection Allocation in Multitarget Environment

Marie Godin de Vilmorin, Emmanuel Duflos Senior Member, IEEE, Philippe Vanheeghe Senior Member, IEEE

Abstract
This paper deals with the problem of the management of Electronically Steered Antenna (ESA) in multitarget environments. Radars are used to detect, locate and identify targets. In this paper we focus on the detection of several aerial targets in a fixed given time. The difficulty of such detection lies in the fact that targets may be located anywhere in the space, but radars can only observe a limited part of it at a time. As a result, it is necessary to change their axis position over time. This paper describes the main steps to derive an optimal radar management in this context: the modeling of the radar, the determination of a criterion based on the target detection probability and the temporal optimization process leading to sensor management strategy. An optimization solution is presented for several contexts and several hypotheses about prior knowledge concerning the targets’ locations. First, we propose a method for the optimization of the radar detection probability in a single target environment. It consists in the decomposition of the detection step into an optimal number of independent elementary detections. Then, in a multitarget context with deterministic prior knowledge, we present an optimal time allocation method which is based on the results of non linear programming. Finally, in a multitarget context with probabilistic prior knowledge, results in Search Theory are used to determine an optimal temporal allocation.
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I. INTRODUCTION
Sensors are more and more utilized as part of multisensor systems. In such systems, each sensor brings its complementarity and its redundancy. The complexity and performance of many sensors have also increased, leading to more complex multisensor systems supplying decision centers with increasing amounts of data.

In order to take the best advantage of multisensor systems, it is important not to consider each sensor individually as a passive measuring system. Instead, the interactions between the different sensors should be taken into account in order to use them in a globally optimal manner. Multisensor system management is however very complex. It is often impossible for a person to find an optimal solution, so that automated multisensor management strategies must be conceived.

From a theoretical point of view this problem can be written in the optimization framework, and the sensor management viewed as a Markov decision problem. Unfortunately, the complexity is such that it is impossible in practice to derive or implement optimal solutions. Alternative approaches leading to sub-optimal solutions have thus been proposed. In [1], [2] or [3] the authors use reinforcement learning, Q-learning and approximation functions to derive sub-optimal solutions. In these and other works, the choice of the next action is based on information theory using information divergence metrics like the Rényi information divergence and the Kullback Leibler divergence [1], [2], [4], [5]. In [6] Mahler proposes to solve the problem in the random sets framework. A review of the mathematical tools for sensor
management can be found in [7]. These works provide possible solutions to the multisensor management problem. However, to the knowledge of the authors, it is generally difficult to derive performance bounds for them, which can be a drawback in an operational context. Moreover, these approaches rarely take into account the characteristics of the sensors.

In this paper, we consider the case of the supervision of an aerial space, where several aircrafts are targets, and other ones are equipped with ESA radars and are in charge of the observation of the targets. This aerial space supervision supports a more general systems that aims at detecting the targets, estimating their positions and identifying them.

The sensors are ESA radars, for which the orientation of the field of view can be achieved without any inertia ([8], [9]), and with which the steps of detection, estimation and identification can be carried out almost simultaneously.

[10] presents the classical methods for time splicing between these three steps. Here, we focus on the detection step for which a fixed known duration $T$ has been allocated by an underlying time splicing process. Methods, such as in [10] or [11], have already been developed for the optimization of the detection of a single target by a radar. Instead, we aim here at globally optimizing the detection of all the targets present in the aerial space. More exactly, the problem that we aim to solve is the following: if a radar has to detect $P$ targets during a known fixed duration $T$, how must it be managed so that it can detect each of them as well as possible? In other words, how does it optimally distribute the duration $T$ over the space directions to global optimize the probability of detection of all targets?

This article proposes a method for optimal temporal allocation based on the modeling of the sensor and assuming some prior knowledge about the targets’ locations. The underlying hypotheses of this work are presented in Section II. We then propose in Section III a modeling of the radar detection functions. These functions are used to establish an optimal management strategy of the sensor in a monotarget environment. Some analytic results and a performance evaluation are also presented. Section IV then considers multiple targets. Under the assumption of a deterministic prior knowledge, we propose an optimal temporal allocation that uses the results of Section III. In Section V, the context is still multitarget but we assume a probabilistic knowledge about the targets’ locations, instead of the deterministic knowledge considered in Section IV. An optimal temporal allocation strategy is presented that is derived from the Search Theory ([12], [11], [13], [14], [15]). Finally, some illustrative simulations are presented in Section VI.

The results presented in this article are extracted from [16].

II. HYPOTHESES

The principal assumption of this article is the prior knowledge about the locations of the targets. This assumption is justified by the integration of the sensor in a supervision system of the ESM type (Electrical Support Measurement) or AEW type (Airbone Early Warning) which provide information on the range and angular positions of the targets. Such systems may however estimate range and angular location stochastically. In Sections III (monosensor monotarget context) and IV (monosensor multitarget context), we first consider deterministic estimations of the targets’ locations. Then, in Section V (monosensor multitarget context), we consider the more realistic case of stochastic estimations.

Another assumption is the spatial context: we consider a 2D space. This assumption reduces calculations, but does not limit the general character of the study.

Finally, we suppose that the observation durations are sufficiently short so that the aircrafts can be considered stationary. This assumption allows us to consider that targets do not move out of resolution cells during an observation (the notion of resolution cell is presented in the Section III).

III. DETECTION PROBABILITY OPTIMIZATION

A. The radar sensor

In order to establish optimal multisensor management strategies, it is necessary to understand the operating mode of the sensor. The radar considered here is an ESA radar, which is an active sensor: it
emits a signal which is reflected on the target. Such a radar also presents the particularity that its mechanical axis is fixed, the analyzing beam direction being modified electronically during the observation.

The modeling of the detection functions depends on the characteristics of the target. However, a target does not have a regular form, so that the returned energy varies from an impulse to another. The target can then be considered as a set of elementary reflectors which positions in space are related to the target orientation. The returned signals are then independent and the amplitude of the received energy fluctuates. These targets are thus called “fluctuating targets”. Different models of received energy have been proposed in [17], [18] and [19], and are called Swerling 0, Swerling 1, Swerling 2, Swerling 3 and Swerling 4. The Swerling 1 type, used in this work, is particularly adapted to the case of the air target detection.

If the sensor observes during a duration \( T \) a target at the range \( r \) in a direction which forms an angle \( \theta \) with the mechanical axis of the antenna, then the signal to noise ratio of an echo is equal to ([19]):

\[
SNR = \alpha T \cos^2(\theta) / r^4
\]

(1)

where \( \alpha \) is an operational parameter that depends on the radar and some target features (target’s radar cross section) [19]. Targets are supposed to have the same reflexion power, thus \( \alpha \) is constant. Equation (1) is established with the disturbing signal, which is supposed to be only due to the thermal noise of the radar, modeled with a normal random variable. Calculation details and \( \alpha \) calibration are given in appendix A.

We can now write the expression of the target detection probability:

\[
P_d = (P_{fa})^{1/\pi T x \pi}
\]

(2)

where \( P_{fa} \) is the false alarm probability. Equation (2) is established under the assumptions of a fluctuating target and a modeling of the received energy of type Swerling 1 ([8]). Calculation details are given in appendix B. Figure 1 illustrates the evolution of this detection probability with respect to range for a given time and with respect to time for a given range.

The value of the false alarm probability corresponds here to one false alarm per second and per resolution cell. We mean by resolution cell one interval in angle and range. The angle interval is the field of view of the sensor, and the range interval corresponds to an impulse of duration \( \tau \):

\[
\tau = \frac{2d_p}{c}
\]

(3)

where \( c \) is the speed of light and \( d_p \) is the length of the interval, \textit{i.e.} the length of the cell.
B. Optimization of the detection probability in a monosensor monotarget context

1) Problem statement: According to Equations (1) and (2) and Figure 1, the detection probability is strongly degraded when the range increases. Several methods exist to improve this. A first method is to use a procedure of “alert and confirmation” ([20], [10]). This method consists in doing two detection steps: the first one with a low detection threshold, the second one with a higher one in order to eliminate false alarm stemmed from the alert step. During the second step, the form of the emitted wave is modified with respect to the target features. The problem is that this process of decomposition in two steps needs a long integration time. A solution could be to increase this decomposition time but this presents some disadvantages:

- for high detection probability, the slope \( \frac{dP}{dt} \) is small,
- the use of long \( T \) can be non appropriate because of the non stationarity of the target.

Another solution is then to change the mode of use of the sensor. Instead of acquiring only one signal during \( T \) and performing the detection based on this single signal, \( N \) elementary signals are acquired during \( T \) with different emission frequencies and \( N \) elementary detections are respectively carried out ([21], [22]). Since the elementary signals have distinct emission frequencies, the respective elementary detections are independent ([19], [9]), and the cumulative detection probability can be calculated as ([8]):

\[
P_d = 1 - (1 - P_{de})^N
\]  
(4)

where \( P_{de} \) is the elementary detection probability given by (2) with an observation duration equal to \( \frac{T}{N} \). The problem is then to find the number \( N \) of elementary detections which optimizes the cumulative detection probability.

2) Determination of the optimal number of elementary detections: By considering a target’s signal to noise ratio far higher than one, it is possible to write the analytical expression of the elementary detection probability as:

\[
P_{de} = (P_{fa})^{\frac{1}{r^4N\ln r}} = \exp \left( \frac{r^4N \ln (P_{fa})}{\alpha T \cos^2 (\theta)} \right)
\]  
(5)

We define the constant \( \beta = \frac{r^4 \ln \left( \frac{1}{P_{fa}} \right)}{\alpha T \cos^2 (\theta)} \), so that this probability can be more simply written as \( P_{de} = \exp (-\beta N) \), and the cumulative detection probability (Equation (5)) becomes:

\[
P_d = 1 - \exp (N \ln (1 - \exp (-\beta N)))
\]  
(6)

We differentiate this expression with respect to \( N \) in order to determine its value, \( N_{opt} \), for which the probability is maximum. Solving the equation \( \frac{dP_d}{dN} = 0 \) is equivalent to find \( \gamma_r \) so that \( f (\gamma_r) = 0 \) with:

\[
f (\gamma_r) = (1 - \exp (-\gamma_r))
\ln (1 - \exp (-\gamma_r))
\gamma_r \exp (-\gamma_r)
\]  
(7)

where \( \gamma_r = -\beta N = -\ln (P_{de}) \).

The equation \( f (\gamma_r) = 0 \) has a single solution: \( \gamma_r = \ln 2 \). The optimal number of elementary detections is thus equal to:

\[
N_{opt} = \frac{\gamma_r \alpha T \left( \cos (\theta) \right)^2}{r^4 \ln \left( \frac{1}{P_{fa}} \right)}
\]  
(8)

When considering that the elementary detection probability is equal to 0.5, the cumulative one is then equal to:

\[
P_d = 1 - \exp \left( -\frac{T}{\tau_r} \right)
\]  
(9)
Fig. 2. Comparison of detection probabilities, for a duration of $T = 20 ms$

where

$$\tau_r = \frac{r^4 \ln (P_{fa})}{\gamma_r \alpha (\cos (\theta))^2 \ln (1 - \exp (-\gamma_r))} \quad \text{(10)}$$

These results show that the modeling of the radar sensor detection functions makes possible the elaboration of analytical strategies for the optimization of the detection probability, and that it is possible to quantify the detection performance. These are determined under the hypotheses of a fluctuating target and a signal to noise ratio far higher than one.

Figure (2) illustrates these results by comparing the simulated performances of a more traditional strategy and the developed one using the decomposition of the detection. This simulation, obtained with a duration of 20 ms, shows that when the target is distant of more than a few kilometers from the sensor, the performance of a strategy using the decomposition of the detection is better than the performance of the more traditional one.

A few remarks about these results:

- The optimal number $N_{opt} \notin \mathbb{N}$. However, this does not impact the generality of the method and allows to calculate optimal performance which may be used as reference, like the Cramer-Rao lower bound in estimation theory ([23]).
- The assumption of a large signal to noise ratio is a trick to write an analytical expression of the detection probability. However, the probabilities obtained can be close to 0.5, which justifies the elaboration of an optimal detection process.

In this Section, we have presented a method for optimizing the detection probability of a target by a radar sensor. Results are based on the modeling of the sensor. In the second Section, we will see how these results can be used for the detection of several targets.

IV. MONOSENSOR MULTITARGET CONTEXT WITH DETERMINISTIC KNOWLEDGE

The study presented in the Section III-A deals with the single target detection optimization. But in reality the environment is generally multitarget. In this Section, we are thus interested in the global optimization of the detection of several targets. The assumptions about the prior knowledge described in Section II are still considered. Then, we assume that there are $P$ targets in the air space, for which the location is deterministically known. We also consider a given duration $T$ for their detection. Our aim is to optimize the use of this duration in order to optimize the global detection of the targets, knowing that the operating mode of the sensor allows it to change the axis of its fields of view instantaneously. We first define a criterion to optimize.
A. Criterion definition

First, we ask ourselves what are the elements which must appear in the criterion. Functions expressing the detection performance must appear, but operational considerations must also be taken into account. It is more important to accurately detect the targets which represent a high threat than to detect all of them with a low degree of localization. Such a strategy leads to the introduction of ponderation taps.

We consider a situation in which the $P$ targets were already detected, and our goal is to detect them again, with another sensor for example. The knowledge about them is such that their angular deviations $\theta_i$ and their ranges $r_i$ are known, $\forall i \in \{1, ..., P\}$. Furthermore, targets are supposed to be located in different parts of the space, that is $\theta_i \neq \theta_j \forall (i, j) \in \{1, ..., P\}^2$. Let us call $t_i$ the duration of the observation of the target $i$ by the radar. Since angular deviations are different, the radar may not observe several targets simultaneously. This results into the following relation between the durations $t_i$ and the total duration $T$:

$$\sum_{i=1}^{P} t_i = T \quad (11)$$

where:

$$t_i \geq 0 \quad \forall i \in \{1, ..., P\} \quad (12)$$

Durations are positive, but we will see that they could be null, mainly because of the relative positions of the targets with respect to the sensor.

Our aim is to maximize the detection of all the targets. As a probability is always positive, maximizing each of them is equivalent to maximizing their sum. We thus define the criterion:

$$J = \sum_{i=1}^{P} \varepsilon_i P_{di} (t_i) \quad (13)$$

$\varepsilon_i$ is the ponderation tap for the target $i$ and can be interpreted as a threat or priority coefficient. This concept of threat is introduced in a general way, we are not really interested here in its characterization (coefficients can be inversely proportionnal to the distance, for example [24]); and $P_{di} (t_i)$ is the probability of detection of the target $i$ by the radar sensor and for a duration $t_i$. If this duration is known, then we are in the monosensor monotarget context analyzed in Section III. Using previous results, that is a decomposition of the detection during $t_i$, it is possible to write $P_{di} (t_i)$ like:

$$P_{di} (t_i) = 1 - \exp \left(-\frac{t_i}{\tau_{ri}}\right) \quad (14)$$

where:

$$\tau_{ri} = \frac{r^4 \ln (P_{fa})}{\gamma_r \alpha (\cos (\theta_i))^2 \ln (1 - \exp (-\gamma_r))} \quad (15)$$

According to Equation (14), $J$ will reach its maximum when the durations $t_i$ tend towards infinite, which is not compatible with the temporal constraint which was define. Our aim is thus to optimize the criterion $J$ under the equality constraint (13) and the $P$ inequality constraints (12):

$$\left\{ \begin{array}{l}
\text{maximize} \\
J = \sum_{i=1}^{P} \varepsilon_i P_{di} (t_i) \\
\text{under the constraints} \\
\sum_{i=1}^{P} t_i = T \\
t_i \geq 0 \quad \forall i \in \{1, ..., P\}
\end{array} \right. \quad (16)$$
B. Criterion optimization

In the definition of the criterion we recognize a problem of optimization under constraints. First, the problem is formalized by the introduction of some notations. Let us define:

\[ t = [t_1, t_2, \ldots, t_P]^T \]  
\[ f(t) = -\sum_{i=1}^{P} \varepsilon_i P_{di}(t_i) \]  
\[ h(t) = \sum_{i=1}^{P} t_i - T \]  
\[ g_i(t) = t_i, \quad \forall i \in \{1, \ldots, P\} \]

\( f \) is the objective function, \( h \) and \( g_i \) are the constraint functions. Considering the general form of the probabilities \( P_{di} \), this problem must be solved in the framework of non linear programming methods [25]. The problem is however simpler since the constraints are linear. We therefore reduce it to a linearly constrained optimization for which, as it is shown in Appendix C, the Karush-Kuhn-Tucker conditions can be applied. With the above notations, the maximization of the criterion (13) is equivalent to the minimization of the objective function \( f \) under the same constraints. The objective function \( f \) being defined on \( \mathbb{R}^P \), the \( P \) constraints \( g_i(t) \geq 0 \) lead us to search for a minimum on \( \mathbb{R}^{P+} \). The optimization of the function \( f \) can finally be written as a problem of convex minimization of a Lagrange function [25]:

\[ L(t, \lambda, \mu) = f(t) + \lambda h(t) + \sum_{i=1}^{P} \mu_i g_i(t) \]  

where \( \lambda \) and \( \mu = [\mu_1, \ldots, \mu_P]^T \) are the Lagrange multipliers.

**Lemma 1:** Let us introduce the function \( x \mapsto [x]^+ \) defined on \( \mathbb{R} \) by:

\[ [x]^+ = \begin{cases} x & \text{if } x > 0 \\ 0 & \text{else} \end{cases} \]

and \( \lambda \) the single solution of the following equation:

\[ \sum_{i=1}^{P} \frac{\tau_{ri}}{T} \left[ \ln \left( \frac{T\varepsilon_i}{\tau_{ri}\lambda} \right) \right]^+ - 1 = 0 \]  

If \( \mathcal{I} \) is the suffix set defined by:

\[ \mathcal{I} = \left\{ i \in \{1, \ldots, P\} \mid \lambda < \frac{T\varepsilon_i}{\tau_{ri}} \right\} \]

then the optimal temporal allocation which optimizes the Lagrangian (21) is given by these results:

\[ \begin{cases} t_i &= \tau_{ri} \ln \left( \frac{T\varepsilon_i}{\tau_{ri}\lambda} \right) \text{ if } i \in \mathcal{I} \\ t_i &= 0 \text{ else} \end{cases} \]  

Furthermore, the optimal elementary detection number for each \( t_i \), i.e. for each target, is equal to:

\[ n_i = \frac{\gamma r_4 t_i (\cos \theta)^2}{r_i^4 \ln \left( \frac{1}{\frac{1}{P_{fa}}} \right)} \]  

**Proof:** the demonstration of this lemma is given in appendix C.
So far, we have derived an optimal allocation over a duration $T$. An implicit assumption has been made though: the infinite divisibility of the duration $T$, which is not true for all sensors, but is justified in the case of an ESA radar, for which the delay to move the beam from an angular position to another can be neglected.

The set (25) depends on a parameter $\lambda$ which is the solution of the equation (68). This equation has an analytical solution if $\text{card}(\mathcal{I}) = P$.

**Lemma 2:** If $\text{card}(\mathcal{I}) = P$, then the optimal allocation of the duration $T$ between the $P$ targets is:

$$t_i = \frac{\sum_{j=1}^{P} \tau_{r_j} \ln \left( \frac{\epsilon_i \tau_{r_j}}{\epsilon_j \tau_{r_i}} \right)}{\sum_{j=1}^{P} \frac{\tau_j}{\tau_{r_i}}} \quad \forall i \in \{1, ..., P\} \quad (27)$$

A sufficient condition to obtain this result is that there exists $\lambda_0 > \lambda$ such that:

$$\lambda_0 < \frac{T \epsilon_i}{\tau_{r_i}} \quad \forall i \in \{1, ..., P\} \quad (28)$$

**Proof:** According to proof of the lemma 1, $\lambda$ is solution of the following equation:

$$\sum_{i=1}^{P} \frac{1}{\omega_i} \ln \left( \frac{\epsilon_i \omega_i}{\lambda} \right) - 1 = 0 \quad (29)$$

That is

$$\lambda = \exp \left( \frac{\left( \sum_{i=1}^{P} \frac{1}{\omega_i} \ln \left( \frac{\epsilon_i \omega_i}{\lambda} \right) \right) - 1}{\sum_{i=1}^{P} \frac{1}{\omega_i}} \right) \quad (30)$$

By the introduction of this expression of $\lambda$ in (63), we obtain a new expression of $x_i$:

$$x_i = \frac{\left( \sum_{j=1}^{P} \frac{1}{\omega_j} \ln \left( \frac{\epsilon_j \omega_j}{\lambda} \right) \right) + 1}{\sum_{j=1}^{P} \frac{\omega_j}{\omega_j}} \quad (31)$$

Finally, using Equation (56), we obtain the optimal temporal allocation (27). Moreover, if it exists $\lambda_0 > \lambda$ such as the $P$ inequalities (28) are verified, then:

$$\lambda < \frac{T \epsilon_i}{\tau_{r_i}} \quad \forall i \in \{1, ..., P\} \quad (32)$$

and according to the definition of the set $\mathcal{I}$, we have $\text{card}(\mathcal{I}) = P$.

Lemmas 1 and 2 make the use of an optimal temporal allocation possible.

The major hypothesis of this section is the deterministic knowledge about the situation. Although it may be justified by the integration of the sensor in a supervision system, this assumption cannot seem very realistic in an operational context. The problem of optimal temporal allocation in the case of a prior knowledge defined by probability densities is thus investigated in Section V.

**V. MONSENSOR MULTITARGET CONTEXT WITH PROBABILISTIC KNOWLEDGE**

We now suppose that the location of the target is uncertain, and modeled by probability density functions. In this context we have to consider the entire space and not only some specific directions. The optimal temporal allocation, that is the duration $t_j$ in a direction $j$ could be obtained using the previous results, provided the adaptation of the detection probability and the definition of a direction [16]. However, we introduce a theoretical alternative: the Search Theory. It has appeared in the United States at the end of the World War II and deals with allocation of resources ([12], [11], [13]). More exactly, the fundamental problem is to allocate a given amount of search effort in order to maximize the probability of detecting an object located in a surveillance area. We mean by the term "search effort" all the potential resources used for the detection: material resources (e.g. sensors, fuel), unmaterial resources (e.g. observation time) or human resources. Many algorithms have been proposed over the last fifty years to solve this problem. We focus here on the “de Guenin” algorithm [14].
A. The “de Guenin” algorithm

Hypotheses are the following:
- one sensor must detect one target (monosensor monotarget environment),
- the target is assumed stationnary,
- the sensor observation direction is fixed,
- the space is divided into cells,
- the total search effort is $\Phi$ and is infinitely divisible,
- the prior knowledge is a probability density.

The aim is to optimize the detection probability of the target. de Guenin has proposed in [14] an iterative algorithm which establishes an optimal allocation of the search effort $\Phi$ in the cells of a space $E$. He proved that a necessary condition for the detection probability to be maximum is that the search effort satisfies the following condition:

$$g(c)p'(c, \varphi) = \lambda = \text{constant}$$

where $c$ is a cell, $g$ is the prior location probability in cell $c$, $p'(\cdot, \varphi)$ is the derivative of the detection probability $p(c, \varphi)$ of a target with a search effort $\varphi$ when the target is indeed inside the cell $c$, and $\lambda$ is a constant. This condition is necessary and sufficient when the probability $p(c, \varphi)$ obeys the law of diminishing returns. In this case, it is possible to invert the expression (33) and to establish the expression of the search effort in a cell $c$ with respect to $\lambda$:

$$\varphi(c) = f\left(\frac{\lambda}{g(c)}\right)$$

where $f$ is the reciprocal function of $p'(c, \varphi)$.

From these properties, the aim of the “de Guenin” algorithm is to adjust the value of $\lambda$ in order to establish an optimal allocation of search effort and to satisfy the constraint $\sum_c \varphi(c) = \Phi$. Figure 3 gives an illustration of the optimal distribution of a search effort from a location probability, $E_R$ is the set of cells for which $g(c) > \frac{\lambda}{p'(c,0)}$, i.e. for which equation (34) is true. Indeed, by the law of diminishing returns, the derivative of the detection probability is decreasing, so $\frac{1}{p'(c,\varphi)} > \frac{1}{p'(c,0)}$. According to equation (33), $g(c) = \frac{\lambda}{p'(c,\varphi)}$, so $g(c) > \frac{\lambda}{p'(c,0)}$.

As we can see, the description of this problem is quite similar to our, and we are going to show how it can be adapted.
B. Application to our problem

Let us make a comparison between the assumptions of the “de Guenin” algorithm and ours:

- the total search effort \( \Phi \) corresponds to the total duration \( T \). It is infinitely divisible,
- the set of cells corresponds to the space directions,
- \( \varphi(c) \), the search effort in a cell \( c \) corresponds to \( t_j \), the observation duration in a direction \( j \).

These three assumptions are easily definable in our context. However, we consider a multitarget environment, whereas this algorithm is defined for a monotarget environment. Some adaptations are thus necessary:

- the prior knowledge corresponds to the probability density functions of localization. If the radar performs a new detection, then the probability densities are estimated based on the knowledge already acquired, else they are given by the supervision system in which the radar sensor is included.
- the location probability in a cell \( c \) corresponds to the location probability of several targets in a same direction.

Let us see how these probabilities are calculated.

1) Probabilities calculation: Directions and cells are represented in figure 4.

The detection range interval is \([r_{min}, r_{max}]\). \( c_j \) is an angular sector, its middle corresponds to the direction \( j, \ j \in \{1, ..., N_d\} \). We have seen in the Section III-A that the sensor forms a set of range resolution cells in each direction, \( \text{i.e.} \) in each cell \( c_j \). Then we consider a set of cells \( c_{ij} \), at the range \( r_i \), in the direction \( j, \ i \in \{1, ..., N_r\} \). Since a sensor observes simultaneously all the targets present in the same direction, we are going to determine the probability of detecting from one to several targets in each direction. Thus, we will be in a configuration similar to the one of the “de Guenin” algorithm: a probability in each cell.

First we consider the expression of the detection probability given by Equation (5). It represents the detection probability of a target knowing that it is at a range \( r \). Let \( H_k \) be the event “the target \( k \) is detected”. By the formalism of condditionnal probabilities we have the probability of detecting the target \( k \) at a range \( r \):

\[
P(H_k, r) = P(H_k | r) P(k, r)
\]

with \( P(k, r) \) the \( k^{th} \) target location probability at the range \( r \).

Since the detection probability of a target in a given cell \( c_{ij} \) can be approximated by the detection probability of this target assumed located at the center that cell [16], the expression of this probability can still be written:

\[
P(H_k, c_{ij}) = P(H_k | c_{ij}) P(k, c_{ij})
\]
where \( P(k, c_{ij}) \) is obtained by the integration of the density of probability in the cell \( c_{ij} \). We note \( P(k, c_{ij}) = \rho_{ijk} \). \( P(H_k \mid c_{ij}) \) is calculated from expression (5), with the target at the approximate range \( r_i \). Finally we obtain:

\[
P(H_k, c_{ij}) = P_{dijk} = \rho_{ijk} e^{-\frac{\delta_i}{r_j}}
\]  

(37)

where \( \delta_i = -\frac{\ln(Pfa)}{\alpha (\cos(\theta))^2} \).

Since resolution cells are independent, the detection probability of the target \( k \) in the direction \( j \) is the sum of probabilities in the cells of this direction:

\[
P_{djk} = \sum_{i} P_{dijk}
\]  

(38)

Finally, we determine the probability \( P_{dj} \) of detecting from one to several targets in a same direction. This probability is the sum of the previous probabilities for \( k \) from one to \( P \). Using the Poincaré formula ([26]) we obtain:

\[
P(\cup H_i, i \in \{1, \ldots, P\}) = \sum_{i=1}^{n} P(H_i) - \sum_{i,j=1, i \neq j}^{n} P(H_i \cap H_j) + \sum_{i,j,l=1, i \neq j \neq l}^{n} P(H_i \cap H_j \cap H_l) - \cdots
\]  

(39)

This probability should be optimized over the whole space. Unfortunately, it does not satisfy the law of diminishing returns, which is one of the assumptions of the algorithm. Moreover its expression cannot easily be used in an optimization process. A possible alternative is to make an approximation of this probability. We propose the following model:

\[
P_{dj} \simeq \exp \left( -\omega_j t_j^{n_j} \right)
\]  

(40)

where \( \omega_j \) and \( n_j \) are the modeling parameters in the direction \( j \). They are determined in order to minimize the mean square error. Under this formulation, the probability has the same properties than the one given by relation (5), it is then possible to optimize it as shown in Section III, i.e. by a decomposition into an optimal number of elementary detections, and the probability of detecting from one to \( P \) targets in a direction \( j \) in which we spent a duration \( t_j \) becomes:

\[
P_{dj}(t_j) = 1 - \exp \left( -\frac{t_j}{\tau_j} \right)
\]  

(41)

Under this formulation, this probability satisfies the law of diminishing returns.

The assumptions of the “de Guenin” algorithm explicitly make appear the expression of the localization probability whereas it is implicitly included in the expression we have just written. In order to use the algorithm, we artificially add to it:

- \( p(c_j, x(c_j)) = \frac{1}{\rho_j} \left( 1 - \exp \left( -v_j x(c_j) \right) \right) \): the local detection probability with local effort \( \phi(c_j) \), knowing the target is in cell \( c_j \).
- \( P(c_j) = \rho_j p(c_j, x(c_j)) = 1 - \exp \left( -v_j x(c_j) \right) \): the detection probability in the cell \( c_j \), with \( \rho_j \) the localization probability into the cell \( c_j \), \( x(c_j) \) and \( v_j \) new notations : \( x(c_j) = \frac{\phi(c_j)}{\Phi}, v_j = \frac{\Phi}{\tau_j} \).

The aim of the algorithm is then to determine \( x(c_j), j \in \{1, \ldots, N\} \) such as \( \sum_{j=1}^{N} x(c_j) = 1 \).
2) **Optimization:** We can now carry out the optimization using the “de Guenin” algorithm. First we define the set of the cells on which the effort of research will be distributed, then we derive the expression of the elementary search effort.

**Lemma 3:** The cell $c_j$ belongs to the search space $E$ if and only if $\frac{\lambda}{\nu_j} < 1$.

**Proof:** According to the ”de Guenin” algorithm, a cell belongs to the search space if and only if $\frac{g(c)}{p'(0)} (14))$. Let us rewrite this necessary and sufficient condition using the specific notations to our problem. Since

$$p(c_j, x(c_j)) = \frac{1}{\rho_j} (1 - \exp(-\nu_j x(c_j)))$$

then

$$p'(c_j, x(c_j)) = \frac{\nu_j}{\rho_j} \exp(-\nu_j x(c_j))$$

and

$$p'(c_j, 0) = \frac{\nu_j}{\rho_j}$$

However $g(c_j) = \rho_j$, so the two following expressions are equivalent:

$$\left( g(c) > \frac{\lambda}{p'(0)} \right) \iff \left( \frac{\lambda}{\nu_j} < 1 \right)$$

**Lemma 4:** The normalized elementary search effort in a cell $c_j \in E_R$ depends on the parameter $\lambda$ and is equal to:

$$x_\lambda(c_j) = \frac{1}{\nu_j} \ln \left( \frac{\nu_j}{\lambda} \right)$$

**Proof:** The search effort is calculated by the way of the inverse of the derivative function, which is defined by:

$$f : \mathbb{R}^+ \rightarrow \mathbb{R}$$

$$z \mapsto f(z) = \frac{1}{\nu_j} \ln \left( \frac{\nu_j}{z\rho_j} \right)$$

According to the condition of optimality given in (33), the elementary search effort is given by the following expression:

$$x_\lambda(c_j) = f \left( \frac{\lambda}{g(c_j)} \right)$$

We have $g(c_j) = \rho_j$, so that, by combing the two previous expressions, we obtain the formulation of the elementary search effort given in the lemma 4.

The lemmas 3 and 4 enable us to establish directions in which a search effort will be spend, then we obtain the extent of this effort. The results are independent from the location probabilities $\rho_j$. As we said, it was implicitly included in expressions 41, and the formulation $\rho_j$ was just a trick of calculation. A similar method to the one employed in the previous section could have been used. We show in [16] that they are equivalent and that they give the same results. The parameter $\lambda$ is finally interpreted like a Lagrange multiplier. However our interest for the Search Theory is double. First, it provides a theoretical context, in which a great number of algorithms has been developed, and we provide it with an operational context by the use of a radar sensor, and a multitarget dimension. Note that this multitarget dimension is due for a part to the use of a radar, which is able to observe several targets in the same direction of the space simultaneously.
VI. ILLUSTRATIVE SIMULATIONS

We consider four targets located in an aerial space. A prior knowledge is available for each of them, by the way of density probabilities. Figure 5 illustrates one possible scenario corresponding to the following situation:

- target 1: the distribution is centered around the point \((20 \text{ km}, 30 \text{ km})\), the standard deviation on each coordinate is equal to \(0.1 \text{ km}\).
- target 2: the distribution is centered around the point \((40 \text{ km}, 60 \text{ km})\), the standard deviation on each coordinate is equal to \(0.1 \text{ km}\).
- target 3: the distribution is centered around the point \((60 \text{ km}, 40 \text{ km})\), the standard deviation on each coordinate is equal to \(0.1 \text{ km}\).
- target 4: the distribution is centered around the point \((110 \text{ km}, 20 \text{ km})\), the standard deviation on each coordinate is equal to \(0.1 \text{ km}\).

Note that we use cartesian coordinates.

Location probabilities can be calculated from these densities by the way of an integration in the space’s cells. A modeling of the detection probabilities is obtained. Modeling parameters are determined with a least square method. Table I synthetizes their values in the space directions (according to our numerics values, space is divided into forty angular directions, \(N_d = 40\)).

<table>
<thead>
<tr>
<th>dir.</th>
<th>1..3</th>
<th>4</th>
<th>5..11</th>
<th>12</th>
<th>13..19</th>
<th>20</th>
<th>21..40</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_j)</td>
<td>+(\infty)</td>
<td>56.46</td>
<td>+(\infty)</td>
<td>12.45</td>
<td>+(\infty)</td>
<td>1.27</td>
<td>+(\infty)</td>
</tr>
<tr>
<td>(n_j)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1.59</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE I**

*Modelisation parameters in each space direction, scenarii 1*

It results from this table that directions in which the couple \((\omega_j, n_j)\) is different from \((+\infty, 0)\) are potentially observable. In fact, in these directions location probabilities are not null neither negligible. It is the allocation processus which determines by the constitution of the set \(E\) (lemma 3) which directions will actually be observed.

In Table II we can see the optimal allocation of a duration \(T = 30 \text{ ms}\) for the detection of the targets considered in the scenario 1. The allocation is calculated by the way of results previously presented (lemmas 3 and 4). \(m_j\) is the optimal number of elementary detections in direction \(j\).

Observing Table II, we can see that only two directions are effectively considered for the temporal allocation. This is due to the allocation processus which performs a global optimization of the detection
probability. In fact, the fourth target is further from the others and from the sensor, so that too much time would be spent for its detection to the detriment of the detection of the other targets.

The coefficients $\epsilon_j$ which appear in Table II are ponderation taps. They are all equal to one because the weighing – or priority – notion was not initially taken into account in the “de Guenin” algorithm. In the case when priority must be considered, the condition of optimality (Equation (33)) becomes $\epsilon_j g(c_j) p'(\varphi(c_j)) = \lambda$. The adaptation of the algorithm is possible [16]. Details are not given here but Table III shows results of optimal allocation when such factors are taken into account. In the situation we present, two targets are located in the same direction and one of them is much closer to the sensor, so that its direction is assigned a higher ponderation tap. The result is a longer observation time for this direction, and consequently a higher detection probability.

<table>
<thead>
<tr>
<th>dir.</th>
<th>1..3</th>
<th>4</th>
<th>5..11</th>
<th>12</th>
<th>13..19</th>
<th>20</th>
<th>21..40</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_j$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$t_j$ (ms)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>23.47</td>
<td>0</td>
<td>6.53</td>
<td>0</td>
</tr>
<tr>
<td>$m_j$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.31</td>
<td>0</td>
<td>2.60</td>
<td>0</td>
</tr>
<tr>
<td>$P_{dj}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.59</td>
<td>0</td>
<td>0.97</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE II**
Optimal temporal allocation, scenario 1, by the use of the “de Guenin” algorithm

<table>
<thead>
<tr>
<th>dir.</th>
<th>21..40</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_j$</td>
<td>0</td>
</tr>
<tr>
<td>$t_j$ (ms)</td>
<td>0</td>
</tr>
<tr>
<td>$P_{dj}$</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE III**
Optimal temporal allocation, scenario 1, with consideration of ponderation taps.

**VII. Conclusion**

The aim of this article was to present some results about resource management, in particular the allocation of a duration for the optimal detection of several targets by an ESA radar, for which the operating mode is well known. An important assumption has been formulated: the integration of the sensor in a supervision system. This led us to take into account prior knowledge about the situation to observe. During this study, several different levels of prior knowledge, including the most general and realistic one, the probabilistic case, have been successively considered. Under this prior knowledge assumption, we have proposed an analytic solution for the optimization of a criterion. This work has been carried out in the Search Theory framework. Additionally, ponderation taps have been introduced into the criterion expression, to take into account tactical considerations. Temporal allocations in order to optimize the global detection of several targets were then proposed.

All the results presented in this article are based on the modeling of the detection functions of the radar. In order to complete this work, it could be interesting to introduce another type of sensors, like infrared sensors. This type of sensor has a different operating mode. It is a passive sensor which has a mechanical scanning, for which the duration of moving the field of view cannot be neglected. Further, the concept of scheduling of the observation of the targets could be considered on top of the allocation of different priorities. Finally, we could consider the collaboration of at least two sensors, in other words the optimal temporal allocation in a multitarget multisensor context.
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APPENDIX A

A. Signal to noise ratio

The relation between the signal to noise ratio of the radar and the characteristics of the antenna and the sensor is given by the following expression ([19], [10]):

$$SNR = \frac{P_t G_t G_r \lambda^2 \sigma}{(4\pi)^3 kb F \gamma r^4}$$ (48)

where:

- $P_t$ is the transmitted power,
- $G_t$ is the gain of the transmitting antenna,
- $G_r$ is the receive gain
- $\lambda$ is the wavelength,
- $\sigma$ is target’s radar cross section
- $k$ is the Boltzmann’s constant,
- $b$ is receiver noise bandwidth,
- $F$ is receiver noise figure,
- $\gamma$ is receiver effective input noise temperature,
- $r$ is the range from the sensor to the target.

For a duration $T$, the receiver noise bandwith $b$ is equal to $\frac{1}{T}$.

$G_o$ is the gain of the antenna in the mechanical axis of the sensor. In a direction which forms an angle $\theta$ with the mechanical axis, the antenna’s surface is multiplied by $\cos(\theta)$, so that $G_t$ and $G_r$ are equal to $G_o \cos(\theta)$.

Under these considerations, the expression (48) becomes:

$$SNR = \frac{\alpha T \cos^2(\theta)}{r^4}$$ (49)

where:

$$\alpha = \frac{P_t G_o^2 \lambda^2 \sigma}{(4\pi)^3 k F \gamma}.$$

B. Calibration

$\alpha$ is a constant which depends on the characteristics of the radar and target. We suppose it is such that the signal to noise ratio of a target, located at $r = 50 \text{ km}$ in the mechanical axis of the sensor ($\theta = 0$) and observed during $T = 5 \text{ ms}$, is equal to $15 \text{ dB}$. $\alpha$ is then equal to $4 \times 10^{22}$. 
**APPENDIX B**

During the reception chain of the radar, reception noise is added to the signal which is then transformed into composite signal. We assume that the receiver consists on an adapted filter and a detector of square signal which produces samples \( \nu_i \) of the received power. Furthermore, we suppose that there is no post-integration, which allows us to consider only one sample \( \nu \) of the received power. This random variable is normalized by the noise variance, and then compared with a threshold \( S \). If there is useful signal, then there is a detection. But, if there is no useful signal, then the noise may exceed the threshold leading to a false alarm.

If there is no useful signal, the probability density of \( \nu \) is equal to:

\[
p(\nu) = \exp(-\nu) \quad (50)
\]

The false alarm probability is the probability that the random variable \( \nu \) exceeds the threshold \( S \), that is:

\[
P_{fa} = \int_{S}^{+\infty} p(\nu) \, d\nu = \exp(-S) \quad (51)
\]

We call \( x \) the random variable which represents the signal to noise ratio of \( \nu \) and \( \bar{x} \) its mean. Under the Swerling 1 modeling type assumption, the probability density of \( x \) is equal to:

\[
p(x|\bar{x}) = \frac{1}{\bar{x}} \exp\left(-\frac{x}{\bar{x}}\right) \quad (52)
\]

According to [17], it is possible to express the probability density of \( \nu \) as:

\[
p(\nu) = \frac{1}{1 + \nu} \exp\left(-\frac{\nu}{1 + \bar{x}}\right) \quad (53)
\]

The detection probability is the probability that the composite signal exceed the threshold \( S \):

\[
P_d = \int_{S}^{+\infty} p(\nu) \, d\nu = \exp\left(-\frac{S}{1 + \bar{x}}\right) \quad (54)
\]

Finally, using (51), we obtain:

\[
P_d = (P_{fa})^{\frac{1}{1+\bar{x}}} = (P_{fa})^{\frac{1}{1+SNR}} \quad (55)
\]

**APPENDIX C**

The demonstration of lemma 1 is based on Karush-Kuhn-Tucker optimality conditions and consideration of a dual problem simpler to solve. It is presented in [27].

Let us use the following notations:

\[
x_i = t_i \frac{T}{r_i} \quad \omega_i = \frac{T}{r_i} \quad (56)
\]

With these new variables, each function \(-\epsilon_i P_{di}(t_i)\) can be written as:

\[
f_i(x_i) = \epsilon_i \left(\exp\left(-\omega_i x_i\right) - 1\right) \quad (57)
\]

Let us call \( X \) and \( f(X) \) the vector and the function defined by \( X = [x_1, x_2, ..., x_P]^T \) and \( f(X) = \sum_{i=1}^{P} f_i(x_i) \) respectively. The optimization problem is then transformed in a minimization problem expressed as:

\[
\mathcal{P} \left\{ \begin{array}{l}
\text{minimize} \\
\quad f(X) \\
\text{under the constraints} \\
\quad \sum_{i=1}^{P} x_i = 1 \text{ and } x_i \geq 0 \\
\quad \forall i \in \{1, .., P\}
\end{array} \right. \quad (58)
\]
Constraints (19) and (20) are linear, so they are qualified. According to the Karush-Kuhn-Tucker theorem, if \( \mathbf{X} \) is the solution of the problem \( \mathcal{P} \), then it exists Lagrange multipliers \( \lambda \in \mathbb{R} \) and \( \{\mu_1, \ldots, \mu_P\} \in \mathbb{R}^P^+ \) such that:

\[
\begin{align*}
&\left\{ \begin{array}{l}
f'(x_i) - \mu_i + \lambda = 0 \\
\mu_i x_i = 0 \quad \forall i \in \{1, \ldots, P\}
\end{array} \right. \\
&\mu_i \geq 0 \quad \forall i \in \{1, \ldots, P\}
\end{align*}
\]  

(59)

where \( f' \) is the derivative of the function \( f \) with respect to \( x_i \).

If the suffix \( i \) corresponds to a positive value of \( x_i \), then, according to the second line of the previous equation, \( \mu_i = 0 \). Moreover, if \( x_i = 0 \), then \( \mu_i \geq 0 \). In both cases, the following inequality is verified:

\[
f'(x_i) + \lambda = \mu_i \geq 0
\]

(60)

that is :

\[
\left\{ \begin{array}{l}
-\epsilon_i \omega_i \exp(-\omega_i x_i) + \lambda = 0 \quad \forall i \text{ such that } x_i > 0 \\
\epsilon_i \omega_i - \lambda \leq 0 \quad \forall i \text{ such that } x_i = 0
\end{array} \right.
\]

(61)

From this equation, it results the following proposition: \( x_i > 0 \) is equivalent to \( \lambda < \epsilon_i \omega_i \). So we define the suffix set \( \mathcal{I} \):

\[
\mathcal{I} = \{ i \in \{1, \ldots, P\} | \lambda < \epsilon_i \omega_i \}
\]

(62)

and finally:

\[
x_i = \begin{cases} 
\frac{1}{\omega_i} \ln \left( \frac{\epsilon_i \omega_i}{\lambda} \right) & \text{if } i \in \mathcal{I} \\
0 & \text{else}
\end{cases}
\]

(63)

As we can see, \( x_i \) depends on the parameter \( \lambda \). In order to completely define \( x_i \), we must determine \( \lambda \). For that, we rewrite the Lagrangian function:

\[
\mathcal{L}(\mathbf{X}, \lambda) = \sum_{i=1}^{P} f_i(x_i) + \lambda \left( \sum_{i=1}^{P} x_i - 1 \right)
\]

(64)

and we define a dual problem, which has the same solutions but is easier to solve by using a classical optimization theorem. Let us call \( \varphi(\lambda) \) the dual function:

\[
\varphi(\lambda) = \min_{\mathbf{X} \in \mathbb{R}^P^+} \mathcal{L}(\mathbf{X}, \lambda)
\]

(65)

This dual function is concave since the objective function is convex. So, \( (\mathbf{X}, \lambda) \) is a saddle point of the Lagrangian function and \( \lambda \) is obtained by maximizing the dual function. This dual function has a single maximum on \( \mathbb{R}^+ \) because of its concavity ([25], [27]).

According to these results, the theorems presented in appendix C, and the relation (63) between \( \mathbf{X} \) and \( \lambda \), the dual function is given by the following relation:

\[
\varphi(\lambda) = -\sum_{i \in \mathcal{I}} \left( \epsilon_i - \frac{\lambda}{\omega_i} \right) + \lambda \left( \sum_{i \in \mathcal{I}} \frac{1}{\omega_i} \ln \left( \frac{\epsilon_i \omega_i}{\lambda} \right) - 1 \right)
\]

(66)

We introduce in this expression the function defined by relations (22):

\[
\varphi(\lambda) = -\sum_{i=1}^{P} \left[ \left( \epsilon_i - \frac{\lambda}{\omega_i} \right) \right]^+ + \lambda \left( \sum_{i=1}^{P} \left[ \ln \left( \frac{\epsilon_i \omega_i}{\lambda} \right) \right]^+ - 1 \right)
\]

(67)
The first derivative of $\varphi(\lambda)$ is:

$$
\varphi'(\lambda) = -1 + \sum_{i=1}^{P} \frac{1}{\omega_i} \left\lfloor \ln \left( \frac{\epsilon_i \omega_i}{\lambda} \right) \right\rfloor^+
$$

(68)

and the single maximum is obtained by the resolution of $\varphi'(\lambda) = 0$. By the introduction of this solution $\lambda$ in relations (63) and by the change of variables (56), we obtain the optimal temporal allocation given in the lemma. The optimal number of elementary detections is calculated by the expression (8) in which the duration $t_i$ is substituted to the duration $T$.
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