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Abstract

This paper is devoted to true-concurrency models for probabilistic systems. By this we mean probabilistic models in which Mazurkiewicz traces, not interleavings, are given a probability. Here we address probabilistic event structures.

We consider a new class of event structures, called locally finite. Locally finite event structures exhibit “finite confusion”; in particular, under some mild condition, confusion-free event structures are locally finite. In locally finite event structures, maximal configurations can be tiled with branching cells: branching cells are minimal and finite sub-structures capturing the choices performed while scanning a maximal configuration.

A probabilistic event structure (p.e.s.) is a pair \((\mathcal{E}, \mathbb{P})\), where \(\mathcal{E}\) is a prime event structure and \(\mathbb{P}\) is a probability on the space of maximal configurations of \(\mathcal{E}\). We introduce the new class of distributed probabilities for p.e.s.: distributed probabilities are such that random choices in different branching cells are performed independently in the probabilistic sense, thus ensuring that “concurrency matches probabilistic independence”. This class of p.e.s. adequately models distributed probabilistic systems with true-concurrency semantics.

The results stated in this paper appeared first in the thesis [1] and in the conference paper [3].
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1 Introduction

For concurrent systems, there is a fundamental difference according to the underlying interleaving or true-concurrency semantics considered. True-concurrency probabilistic models are a recent research area [17, 5, 1, 16] where Mazurkiewicz traces [12, 13] are randomized, not interleavings. This paper addresses probabilistic event structures in this framework.

Probability and stochastic process theories provide the mathematical foundations for randomizing systems. The general model is the following: first consider the space Ω of all possible histories of the system. Randomizing the system consists in defining a probability measure on Ω, meaning that a particular execution of the system will occur at random, according to the probability distribution chosen. For true-concurrency systems, we still conform to this general concept. In particular, for systems represented by event structures, an history consists of a maximal configuration of the event structure.

How can such a probability be constructed? And, among all probabilities that can be constructed, aren’t there some particular ones to be preferred, with some desirable properties?

For sequential systems such as, say, Markov chains, classical constructions follow the following natural steps. Regard a history as resulting from a sequence of successive choices (choosing the next state). Assign a given probability to each choice. Any partial execution, seen as a finite stack of choices, is given a probability by the usual chain rule. Measure theoretic arguments show that this construction indeed extends to a “limiting” probability measure on the space of all histories of the system. Thus, randomizing a system amounts to:

1. isolating the choices performed by the system—this typically relates to combinatorics;
2. giving a method for assigning a probability to each choice, and then to each finite stack of choices—this is the central job of probability theory;
3. obtaining a “limit probability”—by using arguments from measure theory.

For true-concurrency systems, we wish to follow the same steps. However, the main difference with the classical setting is that choices are no more totally ordered. Indeed, some choices occur concurrently. The interleaving semantics ignores this issue by assigning a particular order to the choices made, which results in assigning a probability when choosing among different interleavings. For a true-concurrency randomization, we may not use this trick. Instead, we wish to consider stacks of possibly concurrent choices. An advantage is that concurrent choices can then be made probabilistically independent. Such a requirement is natural for distributed systems: local components act asynchronously and without communication for some limited amount of “time”. During this period, the actions inside local components shall be independent in the probabilistic sense since the local components do not communicate. To summarize, our first task consists in decomposing partial executions of an event structure, i.e., finite configurations, as stacks of possibly concurrent choices. Then, we will associate a
Consider the event structure depicted at left in Figure 1. Consider first the triple \(a \# b \# c\) (where \(\#\) denotes the conflict relation). Note that \(a\) and \(c\) are concurrent. If event \(a\) is selected in an execution of the system, the only possibility is that event \(c\) eventually fires in the same execution. We have thus a mutual implication \(a \Leftrightarrow c\), although events \(a\) and \(c\) are concurrent. Consequently, events \(a\) and \(c\) must be considered jointly for the randomization of maximal configurations. Furthermore, unlike for sequential systems like, e.g., Markov chains, we cannot assume in general that the probability decomposes multiplicatively over events.

Add now three events \(d \# e \# f\) to the event structure, not related to events \(a, b, c\). Then the choices involving \(d, e, f\) are unrelated to the choices involving \(a, b, c\). Thus, we can multiplicatively decompose our desired probability as a product of the two probabilities governing the choices in \(a, b, c\) and \(d, e, f\), respectively. By this way, we make use of our policy according to which, as much as we can, parallel processes shall be made independent in probability. For example, the probability of selecting the pair \(\{a, c\}\) jointly with \(\{e\}\) is:

\[
P(\{a, c\}, \{e\}) = q_{a \# b \# c}(\{a, c\}) \times q_{d \# e \# f}(\{e\}),
\]

where probabilities \(q_{a \# b \# c}\) and \(q_{d \# e \# f}\) are governing the choices in \(a, b, c\) and \(d, e, f\), respectively. Sub-event structures \(a \# b \# c\) and \(d \# e \# f\) are called branching cells. We have implicitly used the fact that, in this example, every maximal configuration of the event structure decomposes as a union of maximal configurations of each branching cell. This remark will be instrumental in our theory.

Consider now Example 2 of the same figure. It coincides with Example 1, except that causality \(a \preceq d\) has been added. Remark that any maximal execution of the whole system still induces, by restriction, a maximal configuration of the branching cell \(a \# b\# c\). Consider the alternatives “firing \(e\)” versus “firing \(f\”). Both are allowed, whatever the decision taken in branching cell \(a \# b \# c\) is. However, if branching cell \(a \# b \# c\) produces \(\{b\}\), then \(d\) is disabled, so that \(e\) and \(f\) compete alone. Whereas, if the result is \(\{a, c\}\) instead of \(\{b\}\), then \(d\) is enabled, and now the competition involves \(d, e\) and \(f\). Therefore we have to consider the two possible branching cells \(e \# f\) and \(d \# e \# f\). Typically, probabilities are now
computed by:

\[
P(\{b\}, \{e\}) = q_{a#b#c}(\{b\}) \times q_{e#f}(\{e\}),
\]

\[
P(\{a, c\}, \{e\}) = q_{a#b#c}(\{a, c\}) \times q_{d#e#f}(\{e\}).
\]

As we see, any maximal configuration may be decomposed through stacks of finite configurations, each finite configuration being maximal in some sub-event structure. The different sub-event structures encountered are called branching cells. Branching cells isolate the choices performed to obtain a maximal configuration of the event structure. Although branching cells involved in the decomposition of some given maximal configuration do not overlap, there may be branching cells with a nonempty intersection—\(e#f\) and \(d#e#f\) in our example. We interpret this fact by saying that the decomposition through branching cells is dynamic. This means that an event, when occurring in different executions of the system, may be considered in different branching cells, depending on the prior context. If one performs the decomposition on trees instead of event structures, or even on confusion-free event structures, one finds that branching cells are globally disjoint, i.e., the decompositions are not dynamic. We summarize the properties of branching cells as follows:

(i) Branching cells isolate in a recursive and dynamic way the independent choices performed while constructing a maximal configuration of an event structure;

(ii) Branching cells support a randomization where concurrent branching cells are made independent in the probabilistic sense.

In this paper, we propose an analysis of event structures that generalizes the above example. We define branching cells as finite sub-event structures possessing properties (i,ii) above. Hence branching cells represent the atomic parts in the stacks of choices that we are seeking for event structures. Branching cells must be dynamically defined. Therefore, for event structures arising from the unfolding of a Petri net, branching cells differ from clusters [8], which are statically defined on the net. Branching cells and their properties constitute the first contribution of this paper.

Our study does not encompass all prime event structures. To ensure the finiteness of branching cells, we add an assumption called local finiteness. Under some very mild conditions, trees and confusion-free event structures are locally finite. Indeed, locally finite event structures can be seen as event structures with a kind of “bounded confusion”. Extending the decompositions that we propose to general event structures—i.e., considering non locally finite event structures—requires some more work involving in particular transfinite arguments.

The probabilistic construction performed in the above example generalizes to any locally finite event structure. We attach a local transition probability to each branching cell. Then we show that local transition probabilities can be combined using a chain rule where concurrent choices are made independent. This amounts to define a probability measure on the space of maximal configurations.
of the event structure, seen as a kind of product of local transition probabilities. This special construction of probabilities is called a distributed product—this term is reminiscent from the fact that concurrent choices are made probabilistically independent. Probabilities reached by this way are called distributed probabilities. For distributed probabilities, parallel processes are made independent in probability, at the grain of branching cells. Moreover, we will show that it is not possible, in general, to get the same property at a finer granularity than branching cells.

Conversely, we show that the “concurrency/independence” matching property is characteristic of distributed probabilities. In other words, if a probability satisfies this property, then it is a distributed product. Distributed probabilities and their recursive construction through distributed products are the second main contribution of the paper.

The paper is organized as follows. In Section 2 we introduce locally finite event structures and stopping prefixes, which are basic objects for studying locally finite event structures. Section 3 is devoted to branching cells and the associated decomposition of configurations. Probabilistic event structures are defined in Section 4 and we also show how to reduce the construction of locally finite probabilistic event structures to that of finite probabilistic event structures. The special class of distributed probabilities is investigated in Section 5. Two appendices collect the longest proofs.

Related Work. In [16], the randomization of event structures is studied from the domain theory point of view, by using continuous valuations defined on the domain of configurations of an event structure. This viewpoint is closely related to the probabilistic powerdomains from Jones and Plotkin [10, 15]. The authors use the one-to-one correspondence between continuous valuations and Borel measures on the space of configurations [4]. However, it is not easy to determine when a measure on the domain of configurations has its support in the space of maximal configurations. This is the role of the non-leaking valuations in [16]. Non-leaking valuations are constructed explicitly for confusion-free event structures, where the example of valuations with independence is given. For confusion-free event structures, non-leaking valuations with independence coincide with our own distributed probabilities.

The present approach has its roots in the work [5] where stopping prefixes where first proposed for true-concurrency systems—stopping prefixes were called “stopping times” in the above reference—and the principle of concurrency matching probabilistic independence was first stated. However, it is only with the new notion of branching cell first proposed in [1] that the preliminary ideas of [5] could really be developed. The reader is referred to [5] for motivations of the present work related to applications.
Table 1: Notations for event structures and branching cells

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{con}$, $#_\mu$</td>
<td>concurrency and immediate conflict relations</td>
</tr>
<tr>
<td>$\forall$ or $\forall E$</td>
<td>poset of finite configurations of $E$</td>
</tr>
<tr>
<td>$\exists$ or $\exists E$</td>
<td>poset of configurations of $E$</td>
</tr>
<tr>
<td>$\Omega$ or $\Omega E$</td>
<td>set of maximal configurations of $E$</td>
</tr>
<tr>
<td>$B$</td>
<td>lattice of finite stopping prefixes of $E$</td>
</tr>
<tr>
<td>$\pi_B : \Omega \to \Omega B$</td>
<td>projection mapping</td>
</tr>
<tr>
<td>$\mathcal{W}$ or $\mathcal{W}_E$</td>
<td>poset of $R$-stopped configurations of $E$</td>
</tr>
<tr>
<td>$\mathcal{W}$ or $\mathcal{W}_E$</td>
<td>poset of $R$-stopped configurations of $E$</td>
</tr>
<tr>
<td>$\mathcal{C}$ or $\mathcal{C}_E$</td>
<td>set of branching cells of $E$</td>
</tr>
<tr>
<td>$\delta(v)$ or $\delta E(v)$</td>
<td>set of branching cells of $E$ enabled by $v$</td>
</tr>
<tr>
<td>$\Delta(v)$ or $\Delta E(v)$</td>
<td>covering of $v$ in $E$, for $v \in \mathcal{W}$</td>
</tr>
<tr>
<td>$B_0(E)$</td>
<td>max-initial prefix of $E$</td>
</tr>
<tr>
<td>$\mathcal{V}_u$</td>
<td>poset of finite configurations of $E^u$</td>
</tr>
<tr>
<td>$\mathcal{V}_u$</td>
<td>poset of configurations of $E^u$</td>
</tr>
<tr>
<td>$\mathcal{V}_u$</td>
<td>poset of finite $R$-stopped configurations of $E^u$</td>
</tr>
<tr>
<td>$\mathcal{W}_u$</td>
<td>poset of $R$-stopped configurations of $E^u$</td>
</tr>
<tr>
<td>$\mathcal{C}_u$</td>
<td>set of branching cells of $E^u$</td>
</tr>
<tr>
<td>$\Delta^u(v)$</td>
<td>covering of $v$ in $E^u$, for $v \in \mathcal{W}_u$</td>
</tr>
</tbody>
</table>

2 Stopping Prefixes of Event Structures

2.1 Prerequisites on Event Structures

Throughout this paper we consider only prime event structures. We will say *event structures* for short, always meaning *prime event structures*. We list in Table 1 the notations used throughout §§2–3.

**Event Structures.** Let $(E, \preceq)$ be a partially ordered set. Elements of $E$ are called *events*, and we assume that $E$ is at most countable. The order relation $\preceq$ is called the *causality* relation. $\prec$ and $\succeq$ are obvious notations for relations derived from $\preceq$. The *downward closure* of a subset $A \subseteq E$ is defined by $\downarrow A = \{ e \in E : \exists e' \in A, e \preceq e' \}$. For a singleton, we note $\downarrow \{ e \}$. We assume that $\downarrow e$ is a finite subset of $E$ for every event $e$. An *event structure* is a triple $(E, \preceq, \#)$, where $(E, \preceq)$ is a partially ordered set as above, and $\#$ is a binary symmetric and irreflexive relation on $E$, called the *conflict relation*. It is assumed that the conflict relation satisfies the so-called *inheritance axiom*, i.e.:

$$\forall e_1, e_2, e_3 \in E, \quad e_1 \# e_2 \text{ and } e_2 \preceq e_3 \Rightarrow e_1 \# e_3.$$
With a slight abuse of notations, we shall identify an event structure \((\mathcal{E}, \preceq, \#)\) and its set \(\mathcal{E}\) of events. Remark that our definition includes the empty set \(\emptyset\) as an event structure. We say that an event \(e \in \mathcal{E}\) is minimal in \(\mathcal{E}\) if \(e\) is a minimal element of the partial order \((\mathcal{E}, \preceq)\). We denote by \(\text{Min}_{\preceq}(\mathcal{E})\) the set of minimal events of \(\mathcal{E}\).

The concurrency relation is the binary relation on \(\mathcal{E}\) denoted by the symbol \(\text{co}\), and defined by: \(\text{co} = (\mathcal{E} \times \mathcal{E}) \setminus (\preceq \cup \succeq \cup \#)\). Hence two events \(e, e'\) are concurrent if they are neither in conflict nor causally related.

Prefixes and Configurations. A subset \(P \subseteq \mathcal{E}\) is called a prefix of \(\mathcal{E}\) if it is downward closed, i.e., if \(P = \downarrow P\).

A subset \(v \subseteq \mathcal{E}\) is said to be conflict-free if it does not contain any two elements in conflict, i.e., if \(\# \cap (v \times v) = \emptyset\). A subset \(v \subseteq \mathcal{E}\) is said to be a configuration of \(\mathcal{E}\) if \(v\) is a conflict-free prefix of \(\mathcal{E}\). Remark that \(\emptyset\) is always a configuration of \(\mathcal{E}\). We say that \(u\) is a sub-configuration of \(v\) if \(u\) and \(v\) are two configurations such that \(u \subseteq v\).

We denote by \(\downarrow \mathcal{E}\), or by \(\downarrow\) for short, the set of configurations of \(\mathcal{E}\). \((\downarrow, \subseteq)\) is a partial order. We denote by \(\uparrow \mathcal{E}\), or by \(\uparrow\) for short, the sub-poset of finite configurations of \(\mathcal{E}\). Remark that, for every event \(e \in \mathcal{E}\), the subset \(\downarrow e\) is the smallest configuration that contains \(e\).

We say that two configurations \(v, v'\) are compatible if \(v \cup v'\) is a configuration. Otherwise we say that \(v\) and \(v'\) are incompatible. We say that two events \(e\) and \(e'\) are compatible if \(\downarrow e\) and \(\downarrow e'\) are compatible, and that an event \(e\) is compatible with a configuration \(v\) if \(\downarrow e\) and \(v\) are compatible.

Maximal Configurations. Any union of pairwise compatible configurations is a configuration. In particular, any chain of configurations admits an upper bound. Furthermore, the set \(\uparrow\) of configurations is nonempty since \(\emptyset \in \downarrow\). As a consequence, by virtue of Zorn’s Lemma, \(\uparrow\) has maximal elements, i.e., configurations \(\omega\) such that, for every configuration \(v, v \supseteq \omega \Rightarrow v = \omega\). We denote the nonempty set of maximal configurations by \(\Omega_{\mathcal{E}}\), or by \(\Omega\) for short. The notation is indeed reminiscent to the \(\Omega\) from probability theory, the reason will be given in Section 5. Any configuration of \(\mathcal{E}\) is a sub-configuration of some maximal configuration.

Sub-Event Structures. Let \(F\) be a subset of \(\mathcal{E}\). Let \(\preceq |\mathcal{E}\) and \(\#|\mathcal{E}\) denote respectively the restrictions of causality and conflict to \(F\), defined by:

\[
\preceq |\mathcal{E} = \preceq \cap (F \times F), \quad \#|\mathcal{E} = \# \cap (F \times F).
\]

Then the triple \((F, \preceq |\mathcal{E}, \#|\mathcal{E})\) is an event structure, we denote it by \((F, \preceq, \#)\) for short. Implicitly, every subset \(F \subseteq \mathcal{E}\) will be considered as an event structure with this convention.
Sequential Event Structures: Trees of Events. Event structures are a model for concurrency, where \( \text{co} \) captures the concurrency properties of \( \mathcal{E} \). Accordingly, sequential systems, seen as particular cases of concurrent systems, shall be characterized by a trivial concurrency relation.

Therefore we say that an event structure \( \mathcal{E} \) is a tree of events [18] if \( \text{co} = \emptyset \). This is equivalent to \( \mathcal{E} \) be an at most countable union of disjoint oriented trees in the usual sense, with the conflict relation as follows: all roots are pairwise in conflict, and for every event \( e \), the immediate successors of \( e \) are pairwise in conflict.

2.2 Future of a Configuration. Concatenation of Configurations

Let \( v \) be any configuration of \( \mathcal{E} \). We introduce the notion of future to analyze the set of events that can occur “after” \( v \), in a sense to be made precise, since event structures involve concurrency.

**Definition 2.1.** For \( v \) a configuration of \( \mathcal{E} \), we define the following subset of \( \mathcal{E} \):
\[
\mathcal{E}^v = \{ e \in \mathcal{E} : e \text{ is compatible with } v \text{ and } e \notin v \}.
\]
\( \mathcal{E}^v \) is called the future of \( v \).

Note the extremal cases: \( \mathcal{E}^\emptyset = \mathcal{E} \), and \( \mathcal{E}^v = \emptyset \) if and only if \( v \) is a maximal configuration of \( \mathcal{E} \).

**Notations:** We note \( \mathcal{V}^v \) for short instead of \( \mathcal{V}_{\mathcal{E}^v} \) to denote the poset of finite configurations of \( \mathcal{E}^v \). Similarly, \( \mathcal{V}^\emptyset \) denotes the set of configurations of \( \mathcal{E}^v \).

**Example.** Let \( \mathcal{E} \) be a tree of events, and let \( v \) be a configuration of \( \mathcal{E} \), i.e., \( v \) is a path in \( \mathcal{E} \). If \( v \) is infinite, then \( \mathcal{E}^v = \emptyset \), otherwise \( v \) can be written as \( v = \{ e_1, \ldots, e_n \} \) with \( e_1 \prec \cdots \prec e_n \). The future \( \mathcal{E}^v \) is given by: \( \mathcal{E}^v = \{ e \in \mathcal{E} : e_n \prec e \} \). See an illustration in Figure 2.

**Figure 2:** Left, a tree of events. Immediate successors of a same events are pairwise in conflict. The future of \( v = \{ e_1, e_3 \} \) is depicted on the right.
Example. In general, and because of concurrency, events in the future $E^v$ need not be causally related to events of $v$. This is illustrated in Figure 3. Indeed, for $v = \{e_2, e_5\}$, events $e_3$ and $e_6$ belong to $E^v$ without being causally related to any event of $v$.

![Figure 3: An event structure $E$ and a configuration $v$ of $E$. The future of $v = \{e_2, e_5\}$ is shown on the right.](image)

Concatenation. It follows from Definition 2.1 that, for any two configurations, $u$ of $E$, and $v$ of $E^u$, the union of subsets $u \cup v$ is a configuration of $E$. To distinguish this kind of union from union of compatible configurations of $E$, we call $u \cup v$ the concatenation of $u$ and $v$, and we use the following special (non-commutative) notation:

$$u \oplus v = u \cup v, \quad \text{only defined for } u \in \overline{V} \text{ and } v \in \overline{V}^u.$$

When it is well defined, it satisfies $u \oplus v \supseteq u$. Conversely, for any configuration $w$ containing $u$, $w \setminus u$ is a configuration of $E^u$, which is the “tail of $w$ after $u$”. We use the following notation:

$$w \ominus u = w \setminus u, \quad \text{defined for all } u, w \in \overline{V} \text{ such that } u \subseteq w.$$

To summarize, if the following objects are well-defined, we have:

$$u \oplus v \in \overline{V}, \quad w \ominus u \in \overline{V}^u, \quad (u \oplus v) \ominus u = v.$$

Clearly, the following formula holds, for the composition of futures:

$$\forall u \in \overline{V}, \quad \forall v \in \overline{V}^u, \quad (E^u)^v = E^{u \ominus v}.$$  \hspace{1cm} (1)

Pre-regular Event Structures. As event structures of particular interest, we find the event structures arising from unfoldings of 1-safe Petri nets [13]. The systematic analysis of the notions introduced here, applied to the case of unfoldings is out of the scope of this paper—this is the topic of Markov nets [2]. However, we define pre-regular event structures in order to capture an important property of unfoldings. According to the following terminology, unfoldings of 1-safe Petri nets are uniformly pre-regular. We choose this terminology since pre-regularity (actually, uniform pre-regularity) is a condition for an event structure to be regular in the sense of Thiagarajan [14].
Definition 2.2. We say that $E$ is **pre-regular** if, for every finite configuration $u$ of $E$, the set $\text{Min}_\preceq(E^u)$ is finite. We say that $E$ is **$K$-uniformly pre-regular** if for any finite configuration $u$ of $E$, $\text{Min}_\preceq(E^u)$ has at most $K$ elements (in which case this is true for any configuration $u$). We say that $E$ is **uniformly pre-regular** if there is a constant $K$ such that $E$ is $K$-uniformly pre-regular.

If $E$ is pre-regular, it follows from the composition formula (1) that the future $E^u$ of any finite configuration $u$ is then pre-regular. If $E$ is $K$-uniformly pre-regular, this is also the case for any future $E^u$.

2.3 Stopping Prefixes and Stopped Configurations

In probability, the notion of choice is central, as the very purpose of probabilities is to randomize choices. Choice is therefore a key concept in this paper. Choice in event structures relies on the notion of immediate conflict we recall next.

The *immediate conflict* relation is the following binary relation on $E$, denoted by $\#_\mu$, and defined by:

$$\forall e_1, e_2 \in E, \quad e_1 \#_\mu e_2 \iff \# \cap (\downarrow e_1 \times \downarrow e_2) = \{(e_1, e_2)\}.$$ 

Informally, “stopping” is the action of “cutting” a prefix of an event structure in such a way that choices remain internal to the considered prefix.

**Definition 2.3.** A prefix $B$ is called a **stopping prefix** if $B$ is $\#_\mu$-closed, i.e., if for all $(e_1, e_2) \in B \times E$, $e_1 \#_\mu e_2 \Rightarrow e_2 \in B$.

If $B$ is a stopping prefix, a configuration $v$ of $E$ is called $B$-stopped if there is a stopping prefix $B$ such that $v$ is $B$-stopped.

We give some examples to illustrate the notions of stopping prefix and of stopped configuration.

**Example.** Let $E$ be the event structure consisting of $E = \{e_1, e_2, e_3\}$ with empty causality relation, and with conflict relation defined by $e_1 \# e_2$ and $e_2 \# e_3$. Then these conflict are also minimal conflicts, and therefore the only two stopping prefixes of $E$ are $\emptyset$ and $E$ itself. It follows that stopped configurations of $E$ are either $\emptyset$ or maximal configurations of $E$. The latter are $(e_1, e_3)$ and $(e_2)$. Here, configuration $(e_1)$ is an example of configuration which is not stopped. ⋄

**Example.** Figure 4 depicts stopping prefixes of an event structure. ⋄

The following example analyzes the case of trees of events. Confusion-free event structures are treated in §2.6.

**Example.** If $E$ is a tree of events, a prefix $B$ is a stopping prefix if and only if $B$ satisfies: for every event $e \in B$, if $v_e$ denotes the configuration $v_e = \downarrow e \setminus \{e\}$, $B$ contains all the events minimal in $E^{v_e}$. Figure 5, left, depicts a stopping
prefix in a tree of events, while the prefix depicted on the right is not a stopping prefix. We see that stopping prefixes are given by unions of groups of events that can be simultaneously enabled.

Stopping prefixes satisfy the following crucial property:

**Lemma 2.4.** Recall that $\Omega_B$ denotes the set of maximal configurations of $B$.

1. For every stopping prefix $B$ and every maximal configuration $\omega$, the intersection $\omega \cap B$ is a maximal configuration of $B$. Hence, every stopping prefix $B$ induces a mapping:

   \[ \pi_B : \Omega \rightarrow \Omega_B, \quad \omega \mapsto \pi_B(\omega) = \omega \cap B. \]

2. For every pair $B, B'$ of stopping prefixes with $B \subseteq B'$, we have a mapping:

   \[ \pi_{B,B'} : \Omega_{B'} \rightarrow \Omega_B, \quad v \mapsto \pi_{B,B'}(v) = v \cap B, \]

making the following diagram commutative:

\[
\begin{array}{ccc}
\Omega & \xrightarrow{\pi_{B,B'}} & \Omega_{B'} \\
\downarrow{\pi_B} & & \downarrow{\pi_{B,B'}} \\
\Omega_B & & \\
\end{array}
\]
Proof. 1. We only have to show that, for every \( \omega \in \Omega \), \( \omega \cap B \) is maximal in \( B \). Put \( \omega_B = \omega \cap B \), and assume that \( \omega_B \notin \Omega_B \). Then there is an event \( e \in B \) such that \( e \notin \omega_B \) and \( \omega_B \cup \{e\} \) is a configuration of \( B \). Since \( e \in B \setminus \omega_B \), \( e \) is not an event of \( \omega \). Since \( \omega \) is maximal, this implies that \( e \) is incompatible with \( \omega \). Two incompatible configurations contain events in immediate conflict (this is shown in Lemma 2.5 below, \( \S 2.4 \)). Therefore, there are events \( x \in \downarrow e \) and \( y \in \omega \) such that \( x \#_\mu y \). \( B \) is \( \#_\mu \)-closed, and since \( x \in B \), this implies that \( y \in \omega_B \). Then, \( \omega_B \cup \{e\} \) contains the events \( x \) and \( y \) which are in conflict, contradicting that \( \omega_B \cup \{e\} \) is a configuration. This shows that \( \omega_B \in \Omega_B \).

2. Let \( B, B' \) be two stopping prefixes with \( B \subseteq B' \). Then \( B \) is a stopping prefix of \( B' \), seen as an event structure. Applying the previous point in event structure \( B' \), \( \pi_{B,B'} \) is indeed defined as a map \( \Omega_{B'} \to \Omega_B \). The diagram (2) is obviously commutative (by associativity of \( \cap \)).

Remark. The key point in Lemma 2.4 is that, for every maximal configuration \( \omega \), \( \omega \cap B \) is maximal in \( B \). This is not the case in general if \( B \) is any prefix. Take for instance the event structure \( E = \{a, b\} \) with \( a \# b \), the prefix \( P = \{a\} \), and \( \omega = \{b\} \). Then \( \omega \cap P = \emptyset \) is not maximal in \( P \).

2.4 Concurrent Stopping Prefixes

Stopping prefixes are defined in such a way that choices performed in a stopping prefix \( B \) remains internal to \( B \). To formalize this, we show first that disjoint stopping prefixes are concurrent. As a consequence, configurations of disjoint stopping prefixes do not interact with each other. That is to say, every configuration of some stopping prefix \( B \), seen as a choice made in \( B \), is compatible with any choice made “beside” \( B \).

We begin by recalling a well-known result.

Lemma 2.5. If \( v, v' \) are two incompatible configurations, then there are events \( e \in v \) and \( e' \in v' \) such that \( e \#_\mu e' \).

Then the following lemma provides the key step for studying disjoint stopping prefixes.

Lemma 2.6. Let \( P \) be a prefix of \( \mathcal{E} \), and let \( B \) be a stopping prefix of \( \mathcal{E} \). Assume that \( P \cap B = \emptyset \). Then \( e \co f \) holds for every pair of events \( (e, f) \in P \times B \).

Proof. Let \( (e, f) \in P \times B \). Since \( P \cap B = \emptyset \), and since both \( P \) and \( B \) are downward closed, \( e \) and \( f \) are not causally related. Assume that \( e \# f \). Then, according to Lemma 2.5, there are events \( x \in \downarrow e \) and \( y \in \downarrow f \) such that \( x \#_\mu y \). Then \( y \) belong to \( B \). Since \( B \) is \( \#_\mu \)-closed, \( x \) also belongs to \( B \), and thus \( x \in P \cap B \), a contradiction. Thus \( e \) and \( f \) are not causally related and neither in conflict, hence \( e \co f \).

We can now state the result showing that choices performed in disjoint stopping prefixes do not interact with each other. Hence, for stopping prefixes, concurrency fits independence.
Proposition 2.7. Let $B$ be a stopping prefix of $E$, given as a union of distinct stopping prefixes $B = \bigcup_{i \in I} B_i$, where $I$ is some set of indices. Then the sets of configurations $V_B$ and of maximal configurations $\Omega_B$ of $B$ respectively decompose as:

$$V_B = \prod_{i \in I} V_{B_i}, \quad \Omega_B = \prod_{i \in I} \Omega_{B_i}. \quad (3)$$

Proof. Let $B = \bigcup_{i \in I} B_i$, with $B_i$ distinct stopping prefixes. Consider the following mapping:

$$\Phi : V_B \to \prod_{i \in I} V_{B_i}, \quad v \mapsto \Phi(v) = (v \cap B_i)_{i \in I}. \quad (4)$$

$\Phi$ is indeed well defined, since it is clear that $v \cap B_i \in V_{B_i}$ for each $v \in V_B$. Then $\Phi$ is injective, since we have the reconstruction formula $v = \bigcup_{i \in I} v \cap B_i$ for all $v \in V_B$. $\Phi$ is also surjective. Indeed, for every element $(v_i)_{i \in I} \in \prod_{i \in I} V_{B_i}$, the subset:

$$v = \bigcup_{i \in I} v_i,$$

is a prefix of $B$, and Lemma 2.6 implies that $v$ is conflict-free. Hence $v$ is a configuration of $B$. Since the $B_i$ are pairwise disjoint, we get that $\Phi(v) = (v_i)_{1 \leq i \leq n}$, which shows that $\Phi$ is surjective, and thus bijective. We equip the product $\prod_{i \in I} V_{B_i}$ with the product order (i.e., $(u_i)_{i \in I} \leq (v_i)_{i \in I}$ if $u_i \subseteq v_i$ for all $i \in I$). This makes $\Phi$ an isomorphism of partial orders, and thus:

$$V_B = \prod_{i \in I} V_{B_i}.$$

In particular, $\Phi$ respects maximal elements. We obtain thus by restriction of $\Phi$ to $\Omega_B$ the identification:

$$\Omega_B = \prod_{i \in I} \Omega_{B_i}.$$ 

This completes the proof of the proposition. \qed

2.5 Locally Finite Event Structures

The set of stopping prefixes is obviously a complete lattice, and the event structure $E$ is itself a stopping prefix. Therefore, for every event $e \in E$, there exists a unique minimal stopping prefix that contains $e$, namely the intersection of all stopping prefixes containing $e$. We denote this stopping prefix by $B(e)$. A typical difficulty with concurrency models is that, in general, stopping prefixes $B(e)$ can be infinite. The following restriction is considered:

Definition 2.8. An event structure $E$ is called \textit{locally finite} if for every event $e$, there exists a finite stopping prefix of $E$ containing $e$. The lattice of finite stopping prefixes of $E$ is denoted by $B$. 
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Equivalently, $B(e)$ is finite for every event $e \in \mathcal{E}$. Equivalently also, for every finite set $A \subseteq \mathcal{E}$, there is a finite stopping prefix $B$ containing $A$. The lattice of finite stopping prefixes plays a fundamental role for locally finite event structures.

**Remark** (finite and finitely stopped configurations are the same). For a general event structure, if $v$ is a finite stopped configuration, it is generally not true that $v$ is $B$-stopped for $B$ a finite stopping prefix. We should thus distinguish between **finite stopped configurations** and **finitely stopped configurations** (those $v \in \Omega_B$ for some finite stopping prefix $B$). However the two notions coincide if $\mathcal{E}$ is locally finite. Indeed, let $v$ be finite and stopped, with $v \in \Omega_C$ (here, stopping prefix $C$ may not be finite). Since $v$ is finite, and since we assume that $\mathcal{E}$ is locally finite, the smallest finite stopping prefix $B$ that contains $v$ is finite and satisfies $B \subseteq C$. According to Lemma 2.4, Point 2, it implies that $v \cap B$ is maximal in $B$, and since $v \subseteq B$ by construction, we finally get: $v \in \Omega_B$, what was to be shown. This justifies that we refer, for locally finite event structures, to **finite stopped configurations**, without any further precaution.

To show that local finiteness is stable when taking the future, first observe the following:

**Lemma 2.9.** If $B$ is a stopping prefix of $\mathcal{E}$, then $B \cap \mathcal{E}^v$ is a stopping prefix of $\mathcal{E}^v$ for every configuration $v$ of $\mathcal{E}$.

**Proof.** Denote by $\#^v_\mu$ the immediate conflict relation in $\mathcal{E}^v$. Then the lemma follows from the following identity:

$$\#^v_\mu = \#_\mu \cap (\mathcal{E}^v \times \mathcal{E}^v).$$

(5)

From the above result, we immediately deduce:

**Proposition 2.10.** If $\mathcal{E}$ is locally finite, then $\mathcal{E}^v$ is locally finite for every configuration $v$.

**Remark.** Although the unfolding of a safe finite Petri net is always pre-regular, and even uniformly pre-regular, it is not true in general that the unfolding of a safe finite Petri net is locally finite. Figure 6 depicts a uniformly pre-regular event structure that is not locally finite.

### 2.6 The Particular Case of Confusion-free Event Structures

We open a parenthesis to illustrate the notions introduced above in the case of confusion-free event structures. Confusion-free event structures are defined as those event structures whose domain of configurations satisfies the so-called
Q-axiom [13, 11]. Equivalently, we shall follow [16, Prop. 2.4] and define an event structure \( \mathcal{E} \) to be confusion-free as follows: Let \( F \) be the binary relation \( F = \#_\mu \cup D \), where \( D \) is the diagonal \( D = \{ (e, e) : e \in \mathcal{E} \} \). \( \mathcal{E} \) is said to be confusion-free if \( F \) is transitive, and if the following holds:

\[
\forall e, e' \in \mathcal{E}, \quad e \#_\mu e' \Rightarrow \downarrow e \setminus \{ e \} = \downarrow e' \setminus \{ e' \}.
\] (6)

It is known from [13] that so-called confusion-free Petri nets unfold to confusion-free event structures. Let \( \mathcal{E} \) be a confusion-free event structure. For \( e \in \mathcal{E} \), define:

\[ G(e) = \{ e' \in \mathcal{E} : e F e' \}. \]

Then it is easy to verify that \( B(e) \), the smallest stopping prefix of \( \mathcal{E} \) that contains an event \( e \in \mathcal{E} \), is given by:

\[ B(e) = \bigcup_{e' \in \downarrow e} G(e'). \] (7)

Assume moreover that \( \mathcal{E} \) is pre-regular. Then it follows from (6) that \( G(e) \) is finite for every \( e \in \mathcal{E} \). In turn, \( B(e) \) is also finite for every \( e \in \mathcal{E} \), and thus \( \mathcal{E} \) is locally finite. We have obtain the following: Let \( \mathcal{E} \) be a confusion-free event structure. If \( \mathcal{E} \) is pre-regular, then \( \mathcal{E} \) is locally finite. As a corollary: The unfolding of a confusion-free Petri net is locally finite.

We leave as an exercise to the reader to prove the following, by making use of the form (7) for stopping prefixes \( B(e) \): In a confusion-free event structure, every configuration is stopped.

### 2.7 Recursive Stopping

Next, we analyze the effect of concatenation on stopped configurations. The following example shows that the class of stopped configurations is not closed under concatenation in general. This motivates extending this class.
Example. Let $E$ be the event structure depicted in Figure 7, left. $E$ has two nonempty stopping prefixes, $B_1 = \{e_1, e_2\}$ and $B_2 = E$. Let $v_1 = (e_1)$; $v_1$ is $B_1$-stopped. The future $E^{v_1}$ is depicted in Figure 7, right. Configuration $z = (e_3)$ is stopped in $E^{v_1}$ since $\{e_3\}$ is a stopping prefix of $E^{v_1}$. However the concatenation $v = v_1 \oplus z = (e_1 e_3)$ is not stopped in $E$. Indeed, if $v$ was stopped, then $v$ would be maximal in $B_2 = E$, which is not the case. Hence, the concatenation of two stopped configurations is not a stopped configuration in general.

\begin{figure}[h]
\centering
\begin{minipage}{0.45\textwidth}
\includegraphics[width=\textwidth]{event_structure}
\end{minipage}\hspace{0.05\textwidth}\begin{minipage}{0.45\textwidth}
\includegraphics[width=\textwidth]{future_configuration}
\end{minipage}
\caption{Left, an event structure $E$. Right, the future of configuration $(e_1)$. All nonempty stopping prefixes are depicted by dashed frames. The concatenation of two stopped configurations is not stopped: $(e_1 e_3)$ is the concatenation of two stopped configurations, but $(e_1 e_3)$ is not stopped in $E$.}
\end{figure}

Definition 2.11. A configuration $v$ of $E$ is said to be $R$-stopped in $E$ (R for Recursively stopped) if for some integer $N > 0$ or for $N = \infty$, there is a non-decreasing sequence $(v_n)_{0 \leq n < N}$ of configurations with $v_0 = \emptyset$ and $v = \bigcup_{0 \leq n < N} v_n$, and such that:

$$\forall n \geq 0, \quad n < N \implies v_{n+1} \ominus v_n \text{ is finite stopped in } E^{v_n}.$$ 

The sequence $(v_n)_{0 \leq n < N}$ is called a valid decomposition of $v$. If $v$ has a valid decomposition with $N < \infty$, we say that $v$ is finite $R$-stopped.

We denote by $W_E$, or by $W$ for short if no confusion can occur, the set of $R$-stopped configurations of $E$. $W_E$ and shortly $W$ denote the set of finite $R$-stopped configurations.

We use the same conventions as before in denoting by $W^v$ and $\overline{W}^v$, respectively, the sets of finite $R$-stopped configurations and $R$-stopped configurations of the future $E^v$.

Proposition 2.13 below relates $R$-stopped configurations of $E$ with $R$-stopped configurations in stopping prefixes of $E$, and in futures of $R$-stopped configurations. For this we need the following lemma.

Lemma 2.12. Let $B$ be a stopping prefix of $E$, and let $v$ be a configuration of $B$. Then we have:

1. $D$ is a stopping prefix of $B^v \Rightarrow D$ is a stopping prefix of $E^v$.

2. $D$ is a stopping prefix of $E^v \Rightarrow D \cap B$ is a stopping prefix of $B^v$. 
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Proof. 1. Since $B$ is in particular a prefix of $E$, it is immediate from Definition 2.1 that we have: $B^v = B \cap E^v$. Therefore, by Lemma 2.9, $B^v$ is a stopping prefix of $E^v$. Point 1 follows then from the fact that a stopping prefix of a stopping prefix is a stopping prefix.

2. Let $D$ be a stopping prefix of $E^v$. Then $D \cap B$ is obviously a prefix of $B^v$. The immediate conflict relation in $B^v$ is the restriction of #$_B^v$ (immediate conflict in $E^v$) to $B^v \times B^v$. Therefore $D \cap B$ is a stopping prefix of $B^v$. \hfill $\Box$

Proposition 2.13.

1. If $B$ is a stopping prefix of $E$, $R$-stopped configurations of $B$ are those $R$-stopped configurations of $E$ contained in $B$. Moreover, we have:

$$v \in W_E \Rightarrow v \cap B \in W_B.$$  

2. For every pair $u, v$ of configurations, we have:

$$u \in W_E, v \in W^u \Rightarrow u \oplus v \in W_E.$$ 

Proof. Let $B$ be a stopping prefix of $E$. Then a configuration $v$ of $B$ is $R$-stopped in $B$ if and only if $v$ is $R$-stopped in $E$. Indeed, it follows from Lemma 2.12 above that valid decompositions are obtained from one another by:

$$(v_n)_n \rightarrow (v_n \cap B)_n, \quad (v_n)_n \rightarrow (v_n)_n.$$ 

This shows point 1. For point 2: the concatenation of valid decompositions is obviously a valid decomposition. \hfill $\Box$

A more precise result than point 2 will be stated below, showing that any $R$-stopped configuration $w \in W_E$ containing $u \in W_E$ has the form $w = u \oplus v$ with $v \in W^u$.

Finally, since finite stopped configurations are clearly $R$-stopped, $R$-stopped configurations form the smallest class of configurations containing all finite stopped configurations, and closed under concatenation. It is not clear at this point whether stopped configurations in general are $R$-stopped, and in particular if maximal configurations of $E$ are $R$-stopped. This will be examined in §3.5.

3 Branching Cells

So far, we have considered stopped configurations, and $R$-stopped configurations that are obtained by concatenations of stopped configurations. However, a given $R$-stopped configuration shall certainly have several valid decompositions. Branching cells we introduce in this section will allow decomposing $R$-stopped configurations in a canonical way.
3.1 Initial Stopping Prefixes

Definition 3.1. We say that a stopping prefix $B$ is an **initial stopping prefix** of $E$ if $B$ is nonempty, and if $\emptyset$ is the only stopping prefix strictly included in $B$.

Hence $B$ is initial if $B$ is minimal among nonempty prefixes of $E$.

Although we will latter on focus on event structures that are both locally finite and pre-regular, we state the following result in a more general case. This shows that the foundations of our approach do not collapse when we relax the local finiteness assumption.

**Theorem 3.2.** If they exist, initial stopping prefixes of $E$ are disjoint. If $E$ satisfies one of the following two conditions:

1. $E$ is locally finite, or
2. $E$ is pre-regular,

then every nonempty stopping prefix of $E$ contains an initial stopping prefix.

**Proof.** Since stopping prefixes are stable under intersection, distinct minimal nonempty stopping prefixes, if they exist, are disjoint.

If $E$ is locally finite, any nonempty stopping prefix $B$ contains a finite nonempty stopping prefix $C$. Then $C$ contains an initial stopping prefix, and thus the same holds for $B$.

We now show that the same holds if $E$ is pre-regular. Let $B$ be a nonempty stopping prefix of a pre-regular event structure $E$. Let $B^*$ be the set of nonempty stopping prefixes included in $B$. $B^*$ is nonempty. We use Zorn’s Lemma to show that $B^*$ has a minimal element. Such a minimal element will be an initial stopping prefix included in $B$.

Hence, let $(I, \prec)$ be some totally ordered set, and let $(B_i)_{i \in I}$ be a decreasing family in $B^*$, indexed by $I$. That is, $i > j \Rightarrow B_i \subseteq B_j$. We show that $C = \bigcap_{i \in I} B_i$ is a lower bound in $B^*$ for the family $(B_i)_{i \in I}$. Since $C$ is a stopping prefix, we only have to show that $C$ is nonempty. Assume that $C = \emptyset$. Fix $\omega$ a maximal configuration of $E$. Then $\omega \cap B$ is maximal in $B$, thanks to Lemma 2.4, and in particular, $\omega \cap B \neq \emptyset$. Pick $e_0$ an event minimal in $\omega \cap B$. By induction, we construct a sequence of events $(e_n)_{n \geq 0}$, and an increasing sequence of indices $(i_n)_{n \geq 0}$, such that $e_0$ is a minimal event of $\omega \cap B_{i_0}$, and $e_0, \ldots, e_{n-1} \notin B_{i_n}$. In particular the events $e_n$ are pairwise distinct. Since they are all minimal in $E$, this contradicts that $E$ is pre-regular. This contradiction shows that $C \neq \emptyset$, what was to be shown.

We leave as an exercise to the reader to construct an event structure that does not have any initial stopping prefix.

The above result specializes as follows.

**Proposition 3.3.** If $E$ is locally finite, every initial stopping prefix of $E$ is finite. If $E$ is pre-regular, initial stopping prefixes of $E$ are finitely many. If $E$ is $K$-uniformly pre-regular, the number of initial stopping prefixes of $E$ is lesser than or equal to $K$. 

---
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Proof. It is obvious that initial stopping prefixes of $E$ are finite if $E$ is locally finite. Observe that each initial stopping prefix of $E$ contains events minimal in $E$. Pick one of those minimal events $e_c$ for each initial stopping prefix $c$. Then the $e_c$ are pairwise distinct since the initial stopping prefixes are pairwise disjoint. The remaining of the proposition follows.

Example. In Figure 4, the initial stopping prefixes are depicted as follows: the left dashed frame, and the smallest of the right dashed frames. Remark that:

1. some minimal event may not belong to any initial stopping prefix;
2. some events of an initial stopping prefix may not be minimal.

Since initial stopping prefixes are disjoint, we get, as a particular case of Proposition 2.7:

Proposition 3.4. Let $B$ be a stopping prefix of $E$ given by the union of finite family of initial stopping prefixes $(c_i)_{i \in I}$. Then $\Omega_B$ decomposes as the following product:

$$\Omega_B = \prod_{i \in I} \Omega_{c_i}.$$

3.2 Branching Cells

We will now exclusively focus on the case of locally finite event structures. Throughout the remaining of the paper, the following assumption is in force:

Assumption. Event structure $E$ is locally finite.

According to Proposition 2.10, all futures $E^v$ are then locally finite. In turn, Theorem 3.2 shows that this is a sufficient condition to guarantee that any $E^v$ has initial stopping prefixes whenever $E^v \neq \emptyset$.

Definition 3.5. A branching cell of $E$ is any initial stopping prefix of $E^v$, where $v$ ranges over $\mathcal{W}_E$ (i.e., over finite $R$-stopped configurations of $E$). We denote by $\mathcal{C}_E$, or by $\mathcal{C}$ for short, the set of all branching cells of $E$.

The set of branching cells that are initial stopping prefixes of $E^v$, with $v \in \mathcal{W}_E$, is denoted by $\delta_E(v)$, or shortly $\delta(v)$. Branching cells in $\delta(v)$ are called the branching cells enabled by $v$.

Hence, $\delta(\emptyset)$ for example represents the set of initial stopping prefixes of the event structure.

As usual, $\mathcal{C}^v$ shall denote the set of branching cells of the future $E^v$, for any configuration $v$. Propositions 2.10 and 3.3 together have the following consequence (recall that we assume $E$ to be locally finite).

Proposition 3.6. Every branching cell of $E$ is finite.
It is not easy at this point to describe all branching cells of an event structure. This requires to examine all \( R \)-stopped configurations, but the definition that we have given suffers from a large combinatorial complexity. We will thus present examples only after having provided some more efficient ways to describe \( R \)-stopped configurations.

As a first property of branching cells, we examine how branching cells of \( E \) are related to branching cells in stopping prefixes of \( E \), and in futures of \( R \)-stopped configurations.

**Proposition 3.7.** If \( B \) is a stopping prefix of \( E \), then \( C_B \subseteq C_E \). If \( v \) is a finite \( R \)-stopped configuration of \( E \), then \( C_v \subseteq C_E \).

**Proof.** This is an immediate consequence of Proposition 2.13.

### 3.3 Covering through Branching Cells

Lemma 3.8 below is the key of our study of branching cells. It shows that branching cells decompose \( R \)-stopped configurations in an intrinsic manner. The proof is postponed in Appendix A.

**Lemma 3.8.** Let \( v \) be some \( R \)-stopped configuration of \( E \). Then there exists a valid decomposition \((v_n)_{0 \leq n < N}\) of \( v \), \( N \leq \infty \), and a sequence of branching cells \((c_n)_{0 \leq n < N} \) such that, for every integer \( n \) with \( 0 \leq n < N - 1 \):

1. \( c_{n+1} \) is a branching cell enabled by \( v_n \);
2. \( v_{n+1} \ominus v_n \) is maximal in \( c_{n+1} \).

For any such pair of sequences \((v_n)_{0 \leq n < N}\) and \((c_n)_{0 \leq n < N} \), the \( c_n \) are pairwise disjoint. If \((v'_n)_{0 \leq n < N'}\) and \((c'_n)_{0 \leq n < N'}\) is another pair of such sequences then we have the equality of sets:

\[
\{c_n, 0 < n < N\} = \{c'_n, 0 < n < N'\}.
\]

In particular, \( N = N' \).

We may thus define the covering of \( R \)-stopped configurations as follows:

**Definition 3.9.** The covering \( \Delta_E(v) \) of a \( R \)-stopped configuration \( v \) is defined as the set of branching cells:

\[
\Delta_E(v) = \{c_n, 0 < n < N\},
\]

where \((v_n)_{0 \leq n < N}\) and \((c_n)_{0 \leq n < N} \) are two sequences associated with \( v \) as in Lemma 3.8.

**Example.** Let \( E \) be the event structure depicted in Figure 8, top-left, and let \( \omega \) be the maximal configuration given by \( \omega = \{e_1, \ldots, e_5\} \). Since \( \omega \) is finite stopped, \( \omega \) is \( R \)-stopped in \( E \). To find \( \Delta(\omega) \), it is enough to follow any decomposition of \( \omega \) as described in Lemma 3.8.
The initial stopping prefixes of $E$ are depicted by frames in Figure 8, top-left. We start the decomposition for example with $c_1$, $v_1 = \omega \cap c_1 = (e_1)$. Then $E^{v_1}$ is depicted top-right. There is a unique initial stopping prefix $c_2 \in \delta(v_1)$, so that the next step is necessarily $v_2 = (e_1 e_2 e_3)$. The two following steps are depicted in bottom-left and bottom-right respectively. Each step has a unique initial stopping prefix ($c_3$ and $c_4$ respectively).

![Figure 8: Decomposition of $\omega = (e_1 e_2 e_3 e_4 e_5)$ through branching cells to determine $\Delta(\omega)$. The possible choices of branching cells at each step are depicted by rectangles.](image)

We obtain thus $\Delta(\omega) = \{c_1, \ldots, c_4\}$. The collection of branching cells $\Delta(\omega)$ can be represented as in Figure 9. Any enumeration of $c_1, \ldots, c_4$ that stacks all of them in a “tetris-compliant” way corresponds to a valid decomposition of $\omega$, namely: $(c_1, c_2, c_3, c_4)$, $(c_2, c_1, c_3, c_4)$ and $(c_2, c_3, c_1, c_4)$. As an exercise, the reader can verify that each of these enumerations corresponds indeed to a valid decomposition of $\omega$. Observe the invariance of the branching cells encountered.

![Figure 9: Showing the collection of branching cells $\Delta(\omega)$, for $\omega$ as in Figure 8.](image)

**Example** (branching cells in confusion-free event structures). Let $E$ be a pre-regular and confusion-free event structure. Then every configuration is stopped, and therefore every finite configuration is $R$-stopped. Recall that we have defined in §2.6 the relation $F$ on $E$ as the reflexive closure of $\#_\mu$. Then $F$ is an equivalence relation. The following is readily checked: *Branching cells of $E$ are the equivalence classes of $F$. We recognize thus in the branching cells of $E$ the cells defined in [16] for confusion-free event structures. In particular,
branching cells of a confusion-free event structures globally do not overlap. The following example shows that this is not the case in general.

**Example** (branching cells may overlap). Lemma 3.8 states that branching cells involved in the decomposition of a given configuration are disjoint. However, in general, the whole collection of branching cells of an event structure may contain branching cells \( c \neq c' \) such that \( c \cap c' \neq \emptyset \). This is shown by the following example:

Consider the event structure \( E \) depicted in Figure 7, left. Figure 7-right depicts two branching cells \( c = \{ e_3 \} \) and \( c' = \{ e_5 \} \) of \( E \), obtained by \( \delta(\epsilon_1) = \{ c, c' \} \). Consider the stopped configuration \( (e_2) \). The future of \( (e_2) \) is given by \( E'(e_2) = \{ e_3, e_4, e_5 \} \), with an empty causality relation and with \( e_3 \# e_4 \# e_5 \). \( E'(e_2) \) has thus a unique branching cell \( c'' = \{ e_3, e_4, e_5 \} \), which intercepts \( c \) and \( c' \) without being equal to \( c \) nor to \( c' \).

This example shows that branching cells of an event structure may globally overlap. We interpret this fact by saying that the decomposition through branching cells is dynamic. Indeed, a same event may belong to different branching cells. Which branching cell is actually selected in an execution including this event depends on the execution (until a certain extent), not only on the event itself.

### 3.4 Properties of the Covering

We shall now study the properties of the covering map. Following our usual method, we study the relationship between the covering map \( \Delta_E \) and the analogous \( \Delta_B \) and \( \Delta_u \) defined respectively in a stopping prefix \( B \) and in the future \( E_u \) of some \( u \in \mathcal{W}_E \). The proof of the following theorem is found in Appendix A.

**Theorem 3.10.** Let \( B \) be a stopping prefix of \( E \), and let \( u \in \mathcal{W}_E \).

1. The covering \( \Delta_B \) defined on \( \mathcal{W}_B \) coincides with the restriction of \( \Delta_E \) to \( \mathcal{W}_B \). In symbols:
   \[
   \forall v \in \mathcal{W}_B, \quad \Delta_B(v) = \Delta_E(v).
   \]

2. Let \( \Delta_u \) be the covering associated with \( E_u \), and defined on \( \mathcal{W}_u \). Then we have, for any \( v \in \mathcal{W}_u \):
   \[
   \Delta(u \oplus v) = \Delta(u) \cup \Delta^u(v), \quad \Delta(u) \cap \Delta^u(v) = \emptyset. \tag{8}
   \]

3. The covering map covers \( R \)-stopped configurations, i.e.:
   \[
   \forall u \in \mathcal{W}, \quad u = \bigcup_{c \in \Delta(v)} u \cap c. \tag{9}
   \]

Moreover \( u \cap c \in \Omega \) for each \( c \in \Delta(u) \), and:

\[
\forall c, c' \in \Delta(v), \quad c \neq c' \Rightarrow c \cap c' = \emptyset. \tag{10}
\]
4. The covering has the following expression, for \( u \) a finite \( R \)-stopped configuration:

\[
\forall u \in \mathcal{W}_E, \quad \Delta(u) = \{ c \in \delta(w) : w \in \mathcal{W}, w \subseteq u \} \setminus \delta(u),
\]

and for \( u \) any \( R \)-stopped configuration:

\[
\forall u \in \overline{\mathcal{W}}_E, \quad \Delta(u) = \bigcup_{w \in \mathcal{W}, w \subseteq u} \Delta(w).
\]

5. Let \( w \) be a configuration of \( \mathcal{E} \). The following set of sub-configurations of \( \mathcal{E} \):

\[
F_w = \{ v \in \mathcal{W} : v \subseteq w \}
\]

is a lattice. Moreover, if \( u, v \) are two \( R \)-stopped configurations of \( \mathcal{E} \) such that \( u \subseteq v \), then \( v \ominus u \) is \( R \)-stopped in \( \mathcal{E}^u \).

As an application, we derive the following result which is quite intuitive, but not obvious when inspecting directly Definition 3.9.

**Corollary.** Let \( B = \bigcup_{i \in I} c_i \) be a stopping prefix given by a finite union of pairwise distinct initial stopping prefixes \( (c_i)_{i \in I} \). For each \( i \in I \), let \( z_i \in \Omega_{c_i} \), and let \( v = \bigcup_{i \in I} z_i \). Then \( v \) is \( R \)-stopped, and the covering of \( v \) is given by \( \Delta(v) = \{ c_i, i \in I \} \).

**Proof.** Since \( B \) is a finite union of finite prefixes (each \( c_i \) is finite according to Proposition 3.6), \( B \) is finite. It is easy to check that \( v \) is maximal in \( B \). Therefore \( v \) is a finite stopped configuration, and in particular \( v \) is \( R \)-stopped.

We determine \( \Delta(v) \) as follows. For each \( i \in I \), \( z_i \) is \( R \)-stopped, and \( z_i \subseteq v \). Therefore, it follows from point 5 of Theorem 3.10 that \( v \ominus z_i \) is \( R \)-stopped in \( \mathcal{E}^{z_i} \). Applying (8), we obtain:

\[
\Delta(v) = \Delta(z_i) \cup \Delta^{z_i}(v \ominus z_i).
\]

Since \( \Delta(z_i) = \{ c_i \} \), we have in particular \( c_i \in \Delta(v) \). Observe that \( v \cap c_i = z_i \) for each \( i \in I \), since \( z_i \) is maximal in \( c_i \). Therefore \( v = \bigcup_{i \in I} (v \cap c_i) \). It follows from point 3 in Theorem 3.10 that any branching cell \( c \in \Delta(v) \) must be one of the \( c_i, i \in I \). We conclude that \( \Delta(v) = \{ c_i, i \in I \} \), what was to be shown.

### 3.5 Max-initial Decomposition

So far we have studied \( R \)-stopped configurations without knowing “how far” they may go. In other words, we still do not know whether maximal configurations, for instance, are \( R \)-stopped. It turns out that the answer is “yes”. In getting this answer, we make a critical use of the local finiteness assumption. A key step is to introduce some particular decomposition of maximal configurations that we call the **max-initial decomposition**. This construction has also useful applications for the study of Markov nets—this is beyond the scope of the present paper.

For simplicity, we restrict ourselves to the case of a pre-regular event structures \( \mathcal{E} \). We still assume also that \( \mathcal{E} \) is locally finite.
Definition 3.11. Let $\mathcal{E}$ be a pre-regular event structure. The **max-initial stopping prefix** of $\mathcal{E}$ is the union of all the initial stopping prefixes of $\mathcal{E}$. We denote it by $B_0(\mathcal{E})$. We also take the convention that $B_0(\emptyset) = \emptyset$.

According to Proposition 3.3, since $\mathcal{E}$ is both locally finite and pre-regular, initial stopping prefixes are finite and finitely many. Therefore, $B_0(\mathcal{E})$ itself is finite. More generally, $B_0(\mathcal{E}^v)$ is finite for every configuration $v$ of $\mathcal{E}$.

**Theorem 3.12.** Every maximal configuration $\omega$ is $R$-stopped. A valid decomposition of $\omega \in \Omega$ is given by the sequence $(v_n)_{n \geq 0}$ defined by:

$$v_0 = \emptyset, \quad \forall n \geq 0, \quad v_{n+1} = v_n \ominus z_{n+1}, \quad z_{n+1} = \omega \cap B_0(\mathcal{E}^{v_n}),$$

where $B_0(\mathcal{E}^{v_n})$ denotes the max-initial stopping prefix of $\mathcal{E}^{v_n}$. The sequence $(v_n)_{n \geq 0}$ is called the **max-initial decomposition** of $\omega$.

**Proof.** We have $v_n \subseteq \omega$ for each $n \geq 0$. Moreover, for each $n \geq 0$, we have $z_{n+1} = (\omega \setminus v_n) \cap B_0(\mathcal{E}^{v_n})$. Since $\omega$ is maximal in $\mathcal{E}$, $\omega \setminus v_n$ is maximal in $\mathcal{E}^{v_n}$, and therefore, by Lemma 2.4, $z_{n+1}$ is maximal in $B_0(\mathcal{E}^{v_n})$, which is a finite stopping prefix of $\mathcal{E}^{v_n}$. To get that $(v_n)_{n \geq 0}$ is a valid decomposition of $\omega$, it remains thus only to show the following:

$$\omega \subseteq \bigcup_{n \geq 0} v_n. \quad (13)$$

The proof of (13) decomposes in three steps. Let $v$ denote the configuration $v = \bigcup_{n \geq 0} v_n$.

**Step 1.** We claim that (13) holds if $\mathcal{E}$ is finite. Indeed, assume that $\mathcal{E}$ is finite. Since $(v_n)_{n \geq 0}$ is nondecreasing, there is an integer $N \geq 0$ such that $v = v_N = v_{N+1}$. Then $z_{N+1} = v_{N+1} \ominus v_N = \emptyset$. Since $z_{N+1}$ is maximal in $B_0(\mathcal{E}^{v_N})$, this implies that $B_0(\mathcal{E}^{v_N}) = \emptyset$, which in turns implies that $\mathcal{E}^{v_N} = \emptyset$, i.e., $v_N$ is maximal in $\mathcal{E}$. Since $\omega \supseteq v_N$, we get that $v = v_N = \omega$.

**Step 2.** Let $B$ be a finite stopping prefix of $\mathcal{E}$, and let $\omega_B = \omega \cap B$. Then we claim that the max-initial decomposition $(v'_n)_{n \geq 0}$ of $\omega_B$ is given by $v'_n = v_n \cap B$. Indeed, this is a consequence of Proposition 2.13.

**Step 3.** Let $B$ be a finite stopping prefix of $\mathcal{E}$, and let $(v'_n)_{n \geq 0}$ be the max-initial decomposition of $\omega_B = \omega \cap B$. Then we have, according to Step 2:

$$v = \bigcup_{n \geq 0} v_n \supseteq \bigcup_{n \geq 0} (v_n \cap B) = \bigcup_{n \geq 0} v'_n = \omega_B,$$

the latter equality by Step 1. Since this holds for any finite stopping prefix $B$ of $\mathcal{E}$, we have:

$$v \supseteq \bigcup_B \omega \cap B, \quad (14)$$

where $B$ ranges over the lattice of finite stopping prefixes of $\mathcal{E}$. Now let $e \in \omega$. Since $\mathcal{E}$ is locally finite, there is a finite stopping prefix $D$ such that $e \in D$. We have $\omega \cap D \ni e$, and thus, from (14), $e \in v$. Since this holds for any $e \in \omega$, we conclude that $\omega \subseteq v$, which is (13). This completes the proof. \qed
Corollary. Every stopped configuration of a pre-regular (and locally finite) event structure is $R$-stopped.

We illustrate the theorem on two examples.

**Example.** Consider the event structure depicted in Figure 8. We have already examined the decompositions of $\omega = (e_1 \ldots e_5)$ through branching cells. The max-initial decomposition of $\omega$ is given by: $v_0 = \emptyset$, $z_1 = (e_1 e_2 e_3)$, $v_1 = z_1$, involving branching cells $c_1$ and $c_2$, then $z_2 = (e_4)$, $v_2 = z_1 \oplus z_2$, involving branching cell $c_3$, and finally $z_3 = e_5$, $v_3 = z_1 \oplus z_2 \oplus z_3 = \omega$, involving branching cell $c_4$.

**Example** (max-initial decomposition in trees of events). If $E$ is a tree of events, and if $\omega = (e_1, e_2, \ldots)$, the max-initial decomposition $(v_n)_{n \geq 0}$ of $\omega$ is given by $v_n = (e_1, \ldots, e_n)$, for $n \geq 0$.

### 4 Probabilistic Event Structures

In this section we define probabilistic event structures. Then, we develop the key tool that allows us reducing the construction of locally finite probabilistic event structures to that of finite probabilistic event structures. We list in Table 2 the notations used throughout §§4–5.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(E, P)$</td>
<td>probabilistic event structure</td>
</tr>
<tr>
<td>$p$</td>
<td>likelihood of $P$, $p(v) = P(S(v))$</td>
</tr>
<tr>
<td>$S(v)$</td>
<td>shadow of configuration $v$</td>
</tr>
<tr>
<td>$(E^u, P^u)$</td>
<td>probabilistic future of $u$, if $p(u) &gt; 0$</td>
</tr>
<tr>
<td>$p^u$</td>
<td>likelihood of $P^u$, $p^u(v) = \frac{1}{p(u)} p(u \oplus v)$</td>
</tr>
<tr>
<td>$(E, (q_c)_{c \in C})$</td>
<td>locally randomized event structure</td>
</tr>
<tr>
<td>$P$</td>
<td>likelihood associated with $(E, (q_c)_{c \in C})$</td>
</tr>
<tr>
<td>$Z_c : \Omega \to \Omega_c$</td>
<td>distributed product associated with $(E, (q_c)_{c \in C})$</td>
</tr>
<tr>
<td>$Z = (Z_c)_{c \in \delta(\emptyset)}$</td>
<td>random variable defined for $c \in \delta(\emptyset)$</td>
</tr>
<tr>
<td>$Z^y : S(v) \to \Omega_c$</td>
<td>product random variable</td>
</tr>
<tr>
<td>$Z^y = (Z^y_c)_{c \in \delta(v)}$</td>
<td>conditional random variable, for $c \in \delta(v)$</td>
</tr>
</tbody>
</table>

Table 2: Notations for probabilistic event structures and distributed probabilities
4.1 Definition of Probabilistic Event Structures

We first recall some basic definitions from probability theory (see for example [7]). Then, we apply these definitions to the case of event structures.

**Probability Spaces.** A \(\sigma\)-algebra \(\mathcal{F}\) on a set \(\Omega\) is a collection of subsets of \(\Omega\), such that \(\emptyset \in \mathcal{F}\), \(\mathcal{F}\) is stable under complement, and \(\mathcal{F}\) is stable under countable union. A measurable space is a pair \((\Omega, \mathcal{F})\), where \(\mathcal{F}\) is a \(\sigma\)-algebra on \(\Omega\). The elements of \(\mathcal{F}\) are called the \(\mathcal{F}\)-measurable subsets of \(\Omega\), or shortly the measurable subsets if no confusion can occur on the \(\sigma\)-algebra. A measure on a measurable space \((\Omega, \mathcal{F})\) is a real valued function \(P: \mathcal{F} \rightarrow \mathbb{R}\) such that \(P(\emptyset) = 0\), \(P(A)\) is nonnegative for every \(A \in \mathcal{F}\), and such that for every sequence of pairwise disjoint sets \(A_n \in \mathcal{F}\):

\[
P\left( \bigcup_{n \geq 0} A_n \right) = \sum_{n \geq 0} P(A_n).
\]

Finally, \(P\) is said to be a probability measure if \(P(\Omega) = 1\), and in this case \((\Omega, \mathcal{F}, P)\) is called a probability space. If the singletons \(\{x\}\) are measurable, we simply note \(P(x)\) for \(P(\{x\})\). If \(\Omega\) is finite, we usually consider the discrete \(\sigma\)-algebra on \(\Omega\), which is just the powerset \(\mathcal{P}(\Omega)\) of \(\Omega\). In this case, the singletons are measurable, and \(P\) is entirely determined by the values \(P(x)\), for \(x\) ranging over \(\Omega\). We shortly say that \(P\) is a finite probability.

Let \((\Omega, \mathcal{F})\) and \((\Omega', \mathcal{F}')\) be two measurable spaces. Following the traditional terminology from Probability theory, we say that a mapping \(f: \Omega \rightarrow \Omega'\) is a random variable if it is \(\mathcal{F}/\mathcal{F}'\)-measurable, i.e., if \(f^{-1}(A) \in \mathcal{F}\) for every \(A \in \mathcal{F}'\). If \((\Omega, \mathcal{F})\) is equipped with a probability \(P\), the set function \(Q: \mathcal{F}' \rightarrow \mathbb{R}\) defined by \(Q(A) = P(f^{-1}(A))\) is a probability on \((\Omega', \mathcal{F}')\), which is called the image probability of \(P\) under \(f\). \(Q\) is also called the law of \(f\) under \(P\), and is denoted by \(Q = f_\ast P\). This is indeed a left action on measures, i.e., \((f \circ g)_\ast P = f(g_\ast P)\).

**Probabilistic Event Structures.** Let \(\mathcal{E}\) be an event structure, and denote as in §2 by \(\Omega\) the set of maximal configurations of \(\mathcal{E}\). Let \(\tau\) be the restriction to \(\Omega\) of the Scott topology on \(\mathcal{V}\), with \((\mathcal{V}, \subseteq)\) seen as a Dcpo [13, 9]. We denote by \(\mathcal{F}\) the Borel \(\sigma\)-algebra on \(\Omega\) associated with \(\tau\). That is, \(\mathcal{F}\) is the smallest \(\sigma\)-algebra on \(\Omega\) that contains the (countable) collection of subsets of the form:

\[
\mathcal{S}(v) = \{\omega \in \Omega : \omega \supseteq v\}, \quad (15)
\]

where \(v\) ranges over the set of finite configurations of \(\mathcal{E}\). Hence an event structure \(\mathcal{E}\) naturally defines a measurable space \((\Omega, \mathcal{F})\). For every configuration \(v\)—not necessarily finite—, the subset \(\mathcal{S}(v)\) defined by (15) is then measurable (write \(\mathcal{S}(v)\) as the countable intersection of \(\mathcal{S}(u)\), with \(u\) finite and contained in \(v\)). \(\mathcal{S}(v)\) is called the shadow of \(v\).

**Definition 4.1.** A probabilistic event structure is a pair \((\mathcal{E}, P)\), where \(P\) is a probability measure on the measurable space \((\Omega, \mathcal{F})\).
With this definition, the space \((\Omega, \mathcal{F})\) is interpreted as the sample space associated with event structure \(\mathcal{E}\). \(\Omega\) represents indeed the set of histories of the system modeled by \(\mathcal{E}\).

The intuitive interpretation of a probabilistic event structure \((\mathcal{E}, \mathbb{P})\) is as follows: if \(v\) is any configuration of \(\mathcal{E}\), the probability that \(v\) occurs in an execution of \(\mathcal{E}\) is given by the number \(\mathbb{P}(S(v))\). Whence the following definition:

**Definition 4.2.** If \((\mathcal{E}, \mathbb{P})\) is a probabilistic event structure, we define the likelihood associated with \(\mathbb{P}\) as the nonnegative function \(p : \mathbb{V} \to \mathbb{R}\) given by:

\[
\forall v \in \mathbb{V}, \quad p(v) = \mathbb{P}(S(v)).
\]

Let \(B\) be a stopping prefix of an event structure, and recall the mapping \(\pi_B : \Omega \to \Omega_B, \omega \mapsto \omega \cap B\), given by Lemma 2.4, Point 1. Then \(\pi_B\) is measurable w.r.t. the Borel \(\sigma\)-algebras \(\mathcal{F}\) and \(\mathcal{F}_B\) on \(\Omega\) and \(\Omega_B\) respectively. Assume that \((\mathcal{E}, \mathbb{P})\) is a probabilistic event structure. Then the image probability \(\pi_B^\mathbb{P}\) defines a probabilistic event structure \((B, \pi_B^\mathbb{P})\). It follows from the very definition of the image probability \(\pi_B^\mathbb{P}\) that, if \(p_B\) denotes the likelihood on \(\mathbb{V}_B\) associated with \(\pi_B^\mathbb{P}\), we have:

\[
\forall v \in \mathbb{V}_B, \quad p_B(v) = p(v). \tag{16}
\]

Finally, note that if \(\mathcal{E}\) is a finite event structure, the Borel \(\sigma\)-algebra on \(\Omega\) is simply the powerset \(\wp(\Omega)\).

### 4.2 Prerequisites on Projective Systems of Probabilities

We introduce some background material on projective systems of probabilities. Next subsection will show how to apply this material to the case of probabilistic event structures.

Our goal is to state a simplified version of Prokhorov’s extension theorem, adapted to our needs. We first recall some definitions. Let \((I, \leq)\) be a directed poset, at most countable. For each \(i \in I\), let \(A_i\) be a finite set, and for each \(i, j \in I\) with \(i \leq j\), let \(\alpha_{i,j} : A_j \to A_i\) be a mapping such that \(\alpha_{i,k} = \alpha_{i,j} \circ \alpha_{j,k}\) for all \(i, j, k \in I\) with \(i \leq j \leq k\), and \(\alpha_{i,i} = \text{Id}_{A_i}\) for all \(i \in I\). The data \((A_i)_{i \in I}\) together with the collection of mappings \(\alpha_{i,j}\) is called a projective system. Let \(Y\) denote the product space \(Y = \prod_{i \in I} A_i\). The projective limit \(X\) of the projective system is defined as the following subset of \(Y\):

\[
X = \{(a_i)_{i \in I} : i \leq j \Rightarrow a_i = \alpha_{i,j}(a_j)\}.
\]

\(X\) is denoted by \(X = \lim_{i \in I} A_i\). \(X\) is equipped with the topology \(\tau\), called projective topology, restriction to \(X\) of the product topology on \(Y\). The Borel \(\sigma\)-algebra \(\mathcal{F}\) on \(X\) is defined as the \(\sigma\)-algebra generated by the projective topology. Finally, we denote by \(\alpha_i : X \to A_i\) the natural projection.

Assume moreover that each set \(A_i\) is equipped with a finite probability \(\mathbb{P}_i\). The collection \((\mathbb{P}_i)_{i \in I}\) is said to be a projective system of probabilities if \(\mathbb{P}_i = \alpha_{i,j}^\mathbb{P}_j\) for all \(i, j \in I\) with \(i \leq j\).
Theorem 4.3 (Prokhorov, [6, Th. 2 p. 53]). Within the above framework, there is a unique probability measure \( P \) on \((X, \mathfrak{F})\) such that \( P_i = \alpha_i P \) for all \( i \in I \).

4.3 Extension of Probabilistic Event Structures

In this section we show how to reduce the construction of locally finite probabilistic event structures to that of finite probabilistic event structures. This is achieved by using Prokhorov’s extension theorem recalled above.

Any event structure \( E \) gives rise to a projective system in the above sense, as follows: take \( I = B \), the lattice of finite stopping prefixes of \( E \). \( B \) is indeed directed and at most countable. Consider then the sets \((\Omega_B)_{B \in B}\) together with the collection of mappings \( \pi_{B, B'} : \Omega_B \to \Omega_{B'} \) defined for \( B, B' \in B \) with \( B \subseteq B' \) as in Lemma 2.4, point 2. It is obvious that \( \pi_{B, B''} = \pi_{B, B'} \circ \pi_{B', B''} \) for any \( B \subseteq B' \subseteq B'' \), and that \( \Omega_B = \id_{\Omega_B} \) for all \( B \in B \). Hence, \((\Omega_B)_{B \in B}\) is a projective system. According to the following result, its projective limit is closely related to the space \( \Omega \). A (sketch of) proof is found in Appendix B.1.

Lemma 4.4. Let \( E \) be a locally finite event structure, and let \( X \) be the projective limit \( X = \varprojlim_{B \in B} \Omega_B \). The mapping \( \Phi : \Omega \to X \), defined by \( \Phi(\omega) = (\pi_B(\omega))_{B \in B} \), is a homeomorphism. Moreover, for each \( B \in B \), the projection \( \alpha_B : X \to \Omega_B \) and the mapping \( \pi_B : \Omega \to \Omega_B \) are conjugated by \( \Phi \), i.e., \( \pi_B = \alpha_B \circ \Phi \).

In particular, the Borel \( \sigma \)-algebra on \( \Omega \) corresponds through \( \Phi \) to the Borel \( \sigma \)-algebra of \( X \) (i.e., \( \Phi \) and \( \Phi^{-1} \) send measurable sets to measurable sets).

Since \((\Omega_B)_{B \in B}\) is a projective system, we say that a collection \((P_B)_{B \in B}\) of probabilities, with \( P_B \) a finite probability on \( \Omega_B \) for each \( B \in B \), is a projective system of probabilities if we have:

\[ \forall B, B' \in B, \ B \subseteq B' \Rightarrow P_B = \pi_{B, B'} P_{B'} \]

Combining Lemma 4.4 and Prokhorov’s theorem (Theorem 4.3), we obtain the following:

Theorem 4.5. Let \( E \) be a locally finite event structure. If \((P_B)_{B \in B}\) is a projective system of probabilities, there is a unique probabilistic event structure \((E, P)\) such that \( P_B = \pi_B P \) for every \( B \in B \). \( P \) is called the extension of \((P_B)_{B \in B}\).

The theorem can be seen as a probabilistic interpretation of the commutative diagram (2). We have indeed for \( B \subseteq B' \) the following new commutative diagram of probability spaces, where the \( \sigma \)-algebras are understood:

\[ \begin{array}{ccc}
(\Omega, P) & \xrightarrow{\pi_{B'}} (\Omega_{B'}, P_{B'}) \\
\xrightarrow{\pi_B} & \xrightarrow{\pi_{B, B'}} & \xrightarrow{\pi_{B, B'}} (\Omega_B, P_B)
\end{array} \]
5 Distributed Probabilities

It follows from Theorem 4.5 of previous section, that, if $\mathcal{E}$ is locally finite, the construction of a probabilistic event structure $(\mathcal{E}, \mathcal{P})$ reduces to the construction of a projective system of finite probabilistic event structures $(B, \mathcal{P}_B)_{B \in B}$. This is our next objective. We shall in fact construct special classes of probabilistic event structure that are adequate models of probabilistic distributed concurrent systems: corresponding probabilities are called distributed, their construction is tightly bound to branching cells.

In Section 3 we have introduced branching cells as supports for exercising choice in event structures: choice is internal to branching cells and branching cells are minimal subsets of events having this property. It is therefore natural to use branching cells in constructing probabilities on event structures, based on the following policy:

1. attach to each branching cell $c$ an agent $\alpha_c$, responsible for the choices made within branching cell $c$. Agent $\alpha_c$ has a dice to take random decisions according to probability distribution $q_c$ on $\Omega_c$;

2. different agents throw their dice independently.

Recall that branching cells are dynamic, hence so are the agents. The following procedure is therefore recursively applied:

1. assume that finite configuration $v$ has been given some likelihood $p(v)$;

2. for each branching cell $c$ enabled by $v$ (i.e., $c \in \delta(v)$), the likelihood of $v \oplus \omega_c$ is equal to $p(v \oplus \omega_c) = p(v)q_c(\omega_c)$.

The properties of branching cells play a fundamental role in the construction of the probabilities. Indeed, consider two different branching cells $c$ and $c'$ continuing the same $v$. As a property of branching cells, we have that $c' \in \delta(v \oplus \omega_c)$. Therefore:

$$p(v \oplus \omega_c \oplus \omega_{c'}) = p(v \oplus \omega_c)q_{c'}(\omega_{c'}) = p(v)q_c(\omega_c)q_{c'}(\omega_{c'}).$$

(17)

Formula (17) has been established by selecting $c'$ to act first; but selecting $c$ to act first would have brought the same result. Hence, the consistency of decompositions using branching cells makes the above construction meaningful.

Since $c$ and $c'$ are concurrent, formula (17) expresses that “concurrency matches probabilistic independence”, at the granularity of branching cells, reflecting point 2 of the above policy. We shall see in §5.3 that it is not possible in general to have the same property at a finer granularity than branching cells. Probability distributions over $\Omega$ that are constructed in this way are called distributed, since they result from chaining distributed agents throwing their dice independently.
5.1 Local Transition Probabilities and Distributed Products

Let \( E \) be a locally finite event structure. Recall that \( C \) denotes the set of branching cells of \( E \). We shall define a probabilistic event structure from the new notion of \textit{locally randomized} event structure.

**Definition 5.1.** Let \( E \) be a locally finite event structure. For every branching cell \( c \) of \( E \), we say that a finite probability \( q_c \) on \( \Omega_c \) is a \textit{local transition probability} on \( c \). We say that \( E \) is \textit{locally randomized} if each \( c \in C \) is equipped with a local transition probability \( q_c \).

We fix a locally randomized event structure \((E, (q_c)_{c \in C})\), and we proceed with the construction of a projective system of probabilities \((P_B)_{B \in \mathcal{B}}\). We define a real-valued function \( p : \mathcal{W} \to \mathbb{R} \) as follows:

\[
\forall v \in \mathcal{W}, \quad p(v) = \prod_{c \in \Delta(v)} q_c(v \cap c), \quad (18)
\]

where \( \Delta(v) \) denotes the covering of \( v \) in \( E \). The function \( p \) is well defined since, on the one hand, the product in (18) is finite, and on the other hand \( v \cap c \in \Omega_c \) for every \( c \in \Delta(v) \). For each \( B \in \mathcal{B} \), we define the function \( P_B : \Omega_B \to \mathbb{R} \) by:

\[
\forall v \in \Omega_B, \quad P_B(v) = p(v).
\]

The construction of the so-called \textit{distributed product} breaks down into two steps, summarized in the following results. The proofs are found in Appendix B.2.

**Lemma 5.2** (and definition). The collection \((P_B)_{B \in \mathcal{B}}\) is a projective system of probabilities. The extension \( P \) of the projective system \((P_B)_{B \in \mathcal{B}}\) (see Theorem 4.5) is called the \textit{distributed product} of the collection \((q_c)_{c \in C}\).

For \( P \) the distributed product thus constructed, the likelihood of some finite stopped configuration is given by formula (18). According to the following result, this formula also holds for finite \( R \)-stopped configurations.

**Theorem 5.3.** Let \((E, (q_c)_{c \in C})\) be a locally randomized event structure, and let \( P \) be the associated distributed product. Then \((E, P)\) is the unique probabilistic event structure such that the likelihood function \( p : \mathcal{V} \to \mathbb{R} \) associated with \( P \) is given by (18) on finite \( R \)-stopped configurations.

5.2 Compositional Properties of Distributed Products

In this subsection, we study how distributed products behave when we restrict them to stopping prefixes and to futures of configurations. We reuse the techniques we developed to manipulate branching cells and extend them to dealing with probabilities.
Universal Property of Distributed Product w.r.t. the Past. Let \((\mathcal{E}, (q_c)_{c \in \mathcal{C}})\) be a locally randomized event structure. According to Proposition 3.7, \(C_B \subseteq C\) holds for every stopping prefix \(B\) of \(\mathcal{E}\). Hence the pair \((B, (q_c)_{c \in C_B})\) defines a locally randomized event structure. By construction, we have the following relationship between the distributed product on \(B\) and on \(\mathcal{E}\):

**Proposition 5.4.** Let \(P\) denote the distributed product of \((\mathcal{E}, (q_c)_{c \in \mathcal{C}})\), and let \(P_B\) denote the distributed product of \((B, (q_c)_{c \in C_B})\). \(P\) and \(P_B\) are related by:

\[
P_B = \pi_B P,
\]

where \(\pi_B : \Omega \rightarrow \Omega_B\) is the mapping defined in Lemma 2.4.

This result is obvious. Yet, it has the following interesting consequence:

**Corollary.** For each initial branching cell \(c \in \delta(\emptyset)\), let \(Z_c : \Omega \rightarrow \Omega_c\) be the random variable defined by \(Z_c(\omega) = \omega \cap c, \omega \in \Omega\). Then the family \((Z_c)_{c \in \delta(\emptyset)}\) is a family of independent random variables, and \(Z_c\) has law \(q_c\) in \(\Omega_c\), for each \(c \in \delta(\emptyset)\). Equivalently:

\[
\forall (z_c)_{c \in \delta(\emptyset)} \in \prod_{c \in \delta(\emptyset)} \Omega_c, \quad P\{\omega \in \Omega : \forall c \in \delta(\emptyset), \omega \cap c = z_c\} = \prod_{c \in \delta(\emptyset)} q_c(z_c) \quad (19)
\]

**Proof.** Let \(B_0\) be the max-initial stopping prefix of \(\mathcal{E}\), defined by \(B_0 = \bigcup_{c \in \delta(\emptyset)} c\). Let \(Z : \Omega \rightarrow \prod_{c \in \delta(\emptyset)} \Omega_c\) be the product random variable \(Z = (Z_c)_{c \in \delta(\emptyset)}\). According to Proposition 3.4, \(Z\) identifies with the random variable \(\omega_{B_0} = \omega \cap B_0\). Applying Proposition 5.4 to \(B_0\), the law of \(Z\) is given by the distributed product constructed in \(B_0\). It follows from the corollary of Theorem 3.10 that \(\Delta(\omega_{B_0}) = \delta(\emptyset)\) holds for every \(\omega \in \Omega\). Therefore, formula (18) yields (19) and proves the corollary. \(\square\)

**Conditional Probability and Probabilistic Future.** Recall the notion of conditional probability: Let \((\Omega, \mathfrak{F}, P)\) be a probability space, and let \(A\) be a measurable subset of \(\Omega\) such that \(P(A) > 0\). The \(\sigma\)-algebra induced by \(\mathfrak{F}\) on \(A\) is the \(\sigma\)-algebra \(\mathfrak{F}^A\) on \(A\) which elements are those \(B \subseteq A\) such that \(B \in \mathfrak{F}\). We define a probability \(P^A\) on \((A, \mathfrak{F}^A)\) by putting:

\[
\forall B \in \mathfrak{F}^A, \quad P^A(B) = \frac{P(B)}{P(A)}.
\]

\(P^A\) is called the probability \(P\) conditionally on \(A\).

Assume that \((\mathcal{E}, P)\) is a probabilistic event structure. Let \(p\) be the likelihood associated with \(P\), and assume that \(u\) is a configuration of \(\mathcal{E}\) satisfying: \(p(u) > 0\). In other words, the shadow \(S(u)\) has positive probability, and we define thus the conditional probability \(P^u S(u)\) on \(S(u)\). Remark that \(S(u)\) is isomorphic, as a measurable space, with the space \(\Omega^u\) of maximal configurations of \(\mathcal{E}^u\), equipped
with its Borel $\sigma$-algebra. Therefore $\mathbb{P}^{S(u)}$ is equivalently defined on $\Omega^u$. Denote for short $\mathbb{P}^{S(u)}$ by $\mathbb{P}^u$. Denote also by $S^u(v)$ the shadow in $E^u$ of a configuration $v \in \overline{V}^u$. Then we have:

$$u \oplus S^u(v) = S(u \oplus v).$$

(20)

Denote by $p^u$ the likelihood of probability $\mathbb{P}^u$. It follows from (20) that $p^u$, defined on $\overline{V}^u$, is given by:

$$\forall v \in \overline{V}^u, \quad p^u(v) = \frac{p(u \oplus v)}{p(u)}.$$

(21)

We have obtained:

**Lemma 5.5** (and definition). If $(E, P)$ is a probabilistic event structure, then for every configuration $u$ such that $p(u) > 0$, the future $E^u$ inherits the structure of a probabilistic event structure $(E^u, \mathbb{P}^u)$, that we call the **probabilistic future** of $u$, and which likelihood $p^u$ is given by formula (21).

**Universal Property of Distributed Products w.r.t. the Future.** Let $(E, (q_c)_{c \in C})$ be a locally randomized event structure. Fix $u$ a finite $R$-stopped configuration of $E$. According to Proposition 3.7, $C^u \subseteq C$, so that $(E^u, (q_c)_{c \in C^u})$ is a well-defined locally randomized event structure. Consider the probabilistic event structure $(E, \mathbb{P})$ constructed from the distributed product of $(q_c)_{c \in C^u}$, and assume that $p(u) > 0$. We have two ways to construct a probability on $E^u$: first, we have the probabilistic future defined in Lemma 5.5, and second, the distributed product of the family of $(q_c)_{c \in C^u}$. They actually coincide:

**Proposition 5.6.** Let $(E, \mathbb{P})$ be a probabilistic event structure, such that $\mathbb{P}$ is the distributed product arising from a locally randomized event structure $(E, (q_c)_{c \in C})$. Let $u \in W$, and assume that $u$ has positive likelihood. Then the probabilistic future $(E^u, \mathbb{P}^u)$ coincides with the distributed product of $(E^u, (q_c)_{c \in C^u})$.

The proof of the proposition is found in Appendix B.2. We can then sharpen the corollary of Proposition 5.4 as follows:

**Corollary.** Let $u$ be a finite $R$-stopped configuration of a locally randomized event structure $(E, (q_c)_{c \in C})$, with distributed product $\mathbb{P}$. For each $c \in \delta(u)$, let $Z^u_c : S(u) \rightarrow \Omega_c$ be the random variable defined by $Z^u_c(\omega) = \omega \cap c$ for $\omega \in S(u)$. Then, conditionally on $S(u)$, the collection $(Z^u_c)_{c \in \delta(u)}$ is a family of independent random variables and the law of $Z^u_c$ is $q_c$. Equivalently:

$$\forall (z_c)_{c \in \delta(u)} \in \prod_{c \in \delta(u)} \Omega_c, \quad \mathbb{P}^u\{\omega \in S(u) : \forall c \in \delta(u), \omega \cap c = z_c\} = \prod_{c \in \delta(u)} q_c(z_c).$$

(22)

**Proof.** According to Proposition 5.6, $(E^u, \mathbb{P}^u)$ is the distributed product associated with $(E^u, (q_c)_{c \in C^u})$. Applying the corollary of Proposition 5.4 brings the result.

$\Box$
5.3 Concurrency and Probabilistic Independence

This subsection analyzes two questions: First, in which extend the construction of distributed products achieves the goal that “concurrent processes are independent in probability”? The answer is that the matching concurrency/independence holds for processes bound to $R$-stopped configurations, and thus, implicitly, bound to branching cells. Second, would it be possible to have the same property at a finer grain than branching cells? The answer is no in general.

The probabilistic independence of concurrent processes can be expressed in the following form: If $p$ denotes the likelihood of distributed product, and if $u$ and $v$ are two disjoint and compatible $R$-stopped configurations, then we have:

$$p(u \cup v) = p(u)p(v).$$

(23)

Indeed, this follows from the likelihood formula (18), combined with the facts that $\Delta(u \cup v) = \Delta(u) \cup \Delta(v)$ and $\Delta(u) \cap \Delta(v) = \emptyset$. Note that (23) also holds if we only assume that $u$ and $v$ are not necessarily $R$-stopped, but are sub-configurations respectively of $u'$ and $v'$, where $u'$ and $v'$ are finite, $R$-stopped and compatible.

Can we further relax the assumption about $R$-stopped configurations? What about disjoint and compatible configurations inside a same branching cell? In other words, can we have a matching between concurrency and probabilistic independence at a finer grain than branching cells? In general, the answer is “no”, except for trivial probabilities.

Here is a simple example to illustrate this claim. Let $\mathcal{E}$ be the event structure $\mathcal{E} = \{e_1, e_2, e_3\}$, with an empty causality relation, and with conflict defined by $e_1 \# e_2$, $e_2 \# e_3$. Consider the two compatible configurations $u = (e_1)$ and $v = (e_3)$. Assume that the formula $p(u \cup v) = p(u)p(v)$ holds. Remark that we have, for every $\omega \in \Omega$: $\omega \supseteq u \iff \omega \supseteq v$. In other words: $S(u) = S(v) = S(u \cup v)$, and therefore:

$$p(u) = p(u \cup v) = p(u)p(v) = p(u)^2.$$  

Hence $p(u) = p(u)^2$, and thus $p(u) = 0$ or $p(u) = 1$. That is, for this example, any probability $P$ on $\Omega$ such that $p(u \cup v) = p(u)p(v)$ is trivial.

The conclusion is thus the following:

1. distributed products allow concurrent processes to be independent in the probabilistic sense, at the grain of branching cells;

2. it is not possible, in general and for any probability, to have the same property at a finer grain than branching cells.

Conditional matching of concurrency and probabilistic independence.

We give below the conditional formulation of Equation (23). Using that, on the one hand, compatible $R$-stopped configurations form a lattice (point 5 of Theorem 3.10), and on the other hand, that the probabilistic future of a distributed
product is itself a distributed product (Proposition 5.6), we obtain: If \( v, w \) are any two \( R \)-stopped and compatible configurations, the following holds for the likelihood \( p \) of a distributed product:

\[
p(v \cap w)p(v \cup w) = p(v)p(w).
\]

(24)

If \( v \cap w = \emptyset \), (24) reduces to (23) since \( p(\emptyset) = 1 \).

The case of confusion-free event structures. In a confusion-free event structures every configuration is stopped, and thus \( R \)-stopped. Hence, for a distributed product defined on a confusion-free event structure, formula (24) above holds for any finite configurations \( u \) and \( v \). This particular result for confusion-free event structures is stated in [16], in the framework of so-called “non-leaking valuations with independence”. These valuations for confusion-free event structures correspond 1-1 with distributed products.

5.4 Distributed Probabilities and Distributed Products

In this subsection, we give a characterization of those probabilities that can be obtained as a distributed product. For this, we sharpen the condition (23) discussed above and define by this way distributed probabilities. We obtain then an equivalence between distributed probabilities and distributed products. As a corollary, we get that the local transition probabilities that give rise to a given distributed product are unique.

Induced Local transition probabilities. Let \((E, P)\) be a probabilistic event structure. To check whether \( P \) is a distributed product, we first need candidates for the branching probabilities \((q_c)_{c \in C}\). For this, we proceed as follows (proofs are found in Appendix B.3).

Let \( c \in C \), and consider the following subset of \( \Omega \):

\[
\mathcal{H}^c = \{ \omega \in \Omega : c \in \Delta(\omega) \}. 
\]

In other words, \( \omega \in \mathcal{H}^c \) if there exists a finite \( R \)-stopped configuration \( u \subseteq \omega \) such that \( c \in \Delta(u) \). We call \( \mathcal{H}^c \) the thick shadow of \( c \).

Exercise: Show that, if \( E \) is confusion-free, \( \mathcal{H}^c \) coincides with the shadow \( S(v) \) of some finite configuration. Why is \( \mathcal{H}^c \) called a thick shadow in general?

Lemma 5.7. For each \( c \in C \), \( \mathcal{H}^c \) is a measurable subset of \( \Omega \). We equip \( \mathcal{H}^c \) with the \( \sigma \)-algebra \( \mathfrak{F}^{\mathcal{H}^c} \) induced from the Borel \( \sigma \)-algebra on \( \Omega \). The function \( Y^c \) defined by \( Y^c(\omega) = \omega \cap c \) is a random variable \( Y^c : \mathcal{H}^c \to \Omega_c \).

Assume that \( c \) is a branching cell of \( E \) such that \( P(\mathcal{H}^c) > 0 \). Then, since \( \mathcal{H}^c \) is measurable, we equip \( \mathcal{H}^c \) with the conditional probability \( P^{\mathcal{H}^c} \). This makes \( (\mathcal{H}^c, \mathfrak{F}^{\mathcal{H}^c}, P^{\mathcal{H}^c}) \) a probability space. Since \( Y^c \) is a random variable with values in \( \Omega_c \), the law of \( Y^c \) is a probability on \( \Omega_c \), i.e., a local transition probability on \( c \). We define thus:
Definition 5.8. Let \((\mathcal{E}, \mathbb{P})\) be a probabilistic event structure, and let \(c\) be a branching cell such that \(\mathbb{P}(\mathcal{H}^c) > 0\). We define the local transition probability on \(c\) induced by \(\mathbb{P}\) as the probability \(r_c\) on \(\Omega_c\), image of \(\mathbb{P}^{\mathcal{H}^c}\) under \(Y^c\):

\[ r_c = Y^c \mathbb{P}^{\mathcal{H}^c}, \quad \text{i.e.,} \quad \forall \omega_c \in \Omega_c, \quad r_c(\omega_c) = \mathbb{P}^{\mathcal{H}^c} \{ \omega \in \mathcal{H}^c : \omega \cap c = \omega_c \}. \]

The induced local transition probability \(r_c\) is indeed a good candidate, as shown by the following result:

Lemma 5.9. Let \(\mathbb{P}\) be the distributed product of a locally randomized event structure \((\mathcal{E}, (q_c)_{c \in c})\), and let \(c\) be a branching cell of \(\mathcal{E}\) such that \(\mathbb{P}(\mathcal{H}^c) > 0\). Then the induced local transition probability \(r_c\) is given by \(r_c = q_c\).

Distributed Probabilities. For each branching cell \(c\), the random variable \(Y^c\) and the induced local transition probability \(r_c\) are defined in a way intrinsic to \(c\). There is also an alternative way of defining a random variable with values in \(\Omega_c\). Recall that we have defined in the corollary of Proposition 5.6 for \(v \in \mathcal{W}\) and \(c \in \delta(v)\), the random variable:

\[ Z^c_v : \mathcal{S}(v) \rightarrow \Omega_c, \quad Z^c_v(\omega) = \omega \cap c. \]

Fixing \(v \in \mathcal{W}\), and letting \(c\) range over \(\delta(v)\), we define the joint random variable \(Z^v\) as follows:

\[ Z^v = (Z^c_v)_{c \in \delta(v)}; \quad Z^v : \mathcal{S}(v) \rightarrow \prod_{c \in \delta(v)} \Omega_c. \]

(25)

Since, according to Lemma 5.9, \(q_c = r_c\) for distributed products, we equivalently reformulate the corollary of Proposition 5.6 by saying that the law of \(Z^v\) is given by the product probability \(\bigotimes_{c \in \delta(v)} r_c\). This suggests the following definition. (The requirement below that “\(p(v) > 0\) for every finite configuration \(v\)” is stated for the sake of simplicity—it can be removed with some more technical effort, see [1] for details.)

Definition 5.10. Let \((\mathcal{E}, \mathbb{P})\) be a probabilistic event structure, with likelihood \(p\), such that \(p(v) > 0\) for every finite configuration \(v\). We say that \((\mathcal{E}, \mathbb{P})\), or shortly that the probability \(\mathbb{P}\), is distributed, if for any finite and \(R\)-stopped configuration \(v\) of \(\mathcal{E}\), the law of \(Z^v\) in \(\prod_{c \in \delta(v)} \Omega_c\) is given by the product \(\bigotimes_{c \in \delta(v)} r_c\) of local transition probabilities \(r_c\) induced by \(\mathbb{P}\). Equivalently:

\[ \forall (z_c)_{c \in \delta(v)} \in \prod_{c \in \delta(v)} \Omega_c, \quad \mathbb{P}^v \{ \omega \in \mathcal{S}(v) : \forall c \in \delta(v), \omega \cap c = z_c \} = \prod_{c \in \delta(v)} r_c(z_c). \]

(26)

In this definition, not only we require the variables \(Z^c_v\) to be independent, when \(c\) ranges over \(\delta(v)\), we also require that the law of \(Z^c_v\), for \(c\) fixed, is independent of \(v\). Hence, we require a little bit more than the independence form (23) that we obtained in §5.3 when discussing the matching of concurrency and independence.
Remark that, if $P$ originates from a distributed product $(\mathcal{E}, (q_c)_{c \in C})$, and according to formula (18), the requirement that “$p(v) > 0$ for every finite configuration $v$” in Definition 5.10 is fulfilled if and only if the branching probabilities $q_c$ satisfy:

$$\forall c \in C, \quad \forall z \in \Omega_c, \quad q_c(z) > 0.$$  

A distributed product gives rise to a distributed probability (compare (26) with (22)). The following theorem addresses the converse problem:

**Theorem 5.11.** Let $(\mathcal{E}, P)$ be a probabilistic event structure, with likelihood $p$, such that $p(v) > 0$ for every finite configuration $v$. Then $P$ is a distributed product if and only if $P$ is distributed. In this case $P$ is the distributed product of the family $(r_c)_{c \in C}$ of local transition probabilities induced by $P$. The decomposition of $P$ as a distributed product is unique.

Without the positivity assumption, the result of Theorem 5.11 remains valid, except that uniqueness is not guaranteed anymore.

Remark that, in general, not every probabilistic event structure is distributed. Consider for example two discrete random variables $X \in \{a, b\}$, $Y \in \{c, d\}$, non independent, and the event structure $\{a, b, c, d\}$ without causality relations, and with $a \# b$ and $c \# d$. The probability law of the pair $(X, Y)$ is not given by a distributed product, since the independence condition between $X$ and $Y$ is not fulfilled.

**Conclusion**

In this paper we have proposed locally finite event structures, a new class of event structures that support an explicit construction of probabilistic event structures, i.e., of models where Mazurkiewicz traces are randomized, not interleavings.

Our construction relies on a dynamic decomposition of such traces by means of branching cells. Branching cells decompose maximal configurations in a recursive and dynamic way, such that a maximal configuration can be seen as a stack of choices performed inside branching cells. The distributed probabilities we construct are such that, at the granularity of branching cells, parallel local processes are made independent in the probabilistic sense, conditionally on their common past: informally, “concurrency matches probabilistic independence”. In general, no finer grain is possible for concurrency matching probabilistic independence.

Branching cells and distributed probabilities are the two main contributions of this work. Their use is illustrated in [3, 2], where the tools developed here are applied to the particular case of event structures arising from unfoldings of safe Petri nets. This yields the model of Markov nets, and a first sample of probabilistic and statistical results are stated in these references. Besides their application to probabilistic event structures, we believe that branching cells are of interest per se, as they adequately capture some notion of choice.

A challenging direction for future work deals with further relaxing local finiteness in the construction of probabilistic event structures. This can be
tackled by handling infinite branching cells directly—the difficulty is that the max-initial decomposition of a maximal configuration $\omega$ is not anymore guaranteed to converge to $\omega$. Alternatively, considering products in the category of event structures is a second approach, allowing to reach event structures that are not locally finite.
A Proof of Lemma 3.8 and of Theorem 3.10

We state first some intermediate results.

**Lemma A.1.** Let \( v \) be a \( R \)-stopped configuration, and let \( c \) be an initial stopping prefix of \( \mathcal{E} \). Then either \( v \cap c = \emptyset \) or \( v \cap c \in \Omega_c \).

**Proof.** It follows from Proposition 2.13 that \( u = v \cap B \) is \( R \)-stopped in \( B \) for every stopping prefix \( B \), and in particular for \( B = c \). Now, since \( c \) is an initial stopping prefix, it is clear that \( v \cap c \) is either empty or maximal in \( c \), as claimed.

**Lemma A.2.** Let \( u \) be a configuration of \( \mathcal{E} \), and let \( c \) be an initial stopping prefix of \( \mathcal{E} \). If \( u \cap c = \emptyset \), then \( c \) is an initial stopping prefix of \( \mathcal{E}^u \).

**Proof.** We first prove that \( c \subseteq \mathcal{E}^u \). Let \( e \in c \), and assume that \( e \notin \mathcal{E}^u \). Since \( e \) does not belong to \( u \) since \( u \cap c = \emptyset \), hence \( e \) is incompatible with \( u \). It follows from Lemma 2.5 that there are events \( e' \leq c \) and \( e'' \in u \) such that \( e' \#_{\mu} e'' \). Then \( e' \in c \), and since \( c \) is \( \#_\mu \)-closed, this implies that \( e'' \in c \). This contradicts that \( u \cap c = \emptyset \). Hence we have shown that \( c \subseteq \mathcal{E}^u \).

According to Lemma 2.9, this implies that \( c \cap \mathcal{E}^u = c \) is a stopping prefix of \( \mathcal{E}^u \). Since \( c \neq \emptyset \), to show that \( c \) is an initial stopping prefix of \( \mathcal{E}^u \), it remains only to show that \( c \) is minimal among nonempty stopping prefixes of \( \mathcal{E}^u \). For this, let \( \gamma \) be a nonempty stopping prefix of \( \mathcal{E}^u \), and assume that \( \gamma \subseteq c \). Then we claim that \( \gamma \) is a stopping prefix of \( \mathcal{E} \). Denote by \( \#_\mu^u \) the minimal conflict relation in \( \mathcal{E}^u \). First, it is clear that \( \gamma \) is a prefix of \( \mathcal{E} \), since \( \gamma \subseteq c \) and since \( c \) is a prefix of \( \mathcal{E} \). Second, we show that \( \gamma \) is \( \#_\mu^u \)-closed in \( \mathcal{E} \). Let \( e \in \gamma \), and let \( e' \notin \mathcal{E}^u \) with \( e \#_{\mu} e' \). Then \( e' \in c \), since \( c \) is \( \#_\mu \)-closed in \( \mathcal{E} \), and therefore \( e' \) is a germ in \( \mathcal{E}^u \). According to Eq. (5), this implies that \( e \) and \( e' \) are in minimal conflict in \( \mathcal{E}^u \). Since \( \gamma \) is chosen to be \( \#_\mu^u \)-closed, this implies that \( e' \in \gamma \). This shows that \( \gamma \) is \( \#_\mu^u \)-closed in \( \mathcal{E} \). Finally, \( \gamma \) is a stopping prefix of \( \mathcal{E} \) as claimed. Since \( c \) is initial in \( \mathcal{E} \), we get that \( c = \gamma \). We have thus shown that \( c \) is minimal in \( \mathcal{E}^u \), which completes the proof.

It will be convenient to use the following terminology:

**Definition A.3.** We say that a configuration \( z \) of \( \mathcal{E} \) is a germ of \( \mathcal{E} \) if there is an initial stopping prefix \( c \) such that \( z \in \Omega_c \). A valid decomposition of some \( R \)-stopped configuration \( v \) satisfying conditions 1 and 2 of Lemma 3.8 is said to be a germ-decomposition of \( v \).

**Lemma A.4.** Every \( R \)-stopped configuration \( v \) has a germ decomposition.

**Proof.** We first show the result when \( v \) is a finite stopped configuration, i.e., \( v \in \Omega_B \) with \( B \) a finite stopping prefix of \( \mathcal{E} \). According to point 1 in Proposition 2.13, there is no loss of generality if we assume that \( B = \mathcal{E} \), and \( \mathcal{E} \) is a finite event structure.

Consider the following inductive construction: set \( v_0 = \emptyset \). Assume that the sequence \( (v_j)_{0 \leq j \leq n} \) has been constructed, such that \( (v_j)_{0 \leq j \leq n} \) is a germ decomposition of \( v_n \), for \( n \geq 0 \), with \( v_n \subseteq v \). Then:

\[ \]
Case (a): If \( v_n = v \), stop the construction.

Case (b): Otherwise, consider \( w = v \oplus v_n \). Then \( w \) is maximal in \( E^{v_n} \) since \( v \) is maximal in \( E \). Pick \( c \) any initial stopping prefix of \( E^{v_n} \), and put: \( z = c \cap v = c \cap w \). Then, since \( w \) is maximal in \( E^{v_n} \), Lemma 2.4 implies that \( z \in \Omega_c \). Define \( v_{n+1} = v_n \oplus z \). Then \((v_j)_{0 \leq j \leq n+1}\) is a germ decomposition of \( v_{n+1} \). Repeat the procedure.

We claim that this construction eventually enters in case (a). Indeed, each time we are in case (b), the branching cell \( c \) is nonempty; therefore \( z \in \Omega_c \) is nonempty, and therefore the cardinal \( |v_{n+1}| \) satisfies \( |v_{n+1}| \geq |v_n| + 1 \). Since \( v \) is finite, and since \( v_n \subseteq v \) for all \( n \geq 0 \), case (b) can only be reached finitely many times. When case (a) is reached, say at step \( n \), \((v_j)_{0 \leq j \leq n}\) is a germ decomposition of \( v \).

For the general case, let \( v \) be some \( R \)-stopped configuration with \((v_n)_{0 \leq n < N}\) a valid decomposition of \( v \), \( N \leq \infty \). We apply the above construction to each finite configuration \( v_{n+1} \oplus v_n \), stopped in \( E^{v_n} \). We get a finite germ decomposition \((v_{n,j})_{0 \leq j \leq N_n}\) for each \( n < N \). The concatenation of these germ decomposition yields a germ decomposition of \( v \).

The following lemma is illustrated in Figure 10.

**Lemma A.5** (First exchange lemma). Let \( v_0 \) be a finite \( R \)-stopped configuration of \( E \), let \( \zeta \) be a germ of \( E^{v_0} \), and let \( \xi \) be a germ of \( E \). Assume that \( \xi \) and \( v_0 \otimes \zeta \) are compatible and set:

\[
v = \text{def} \ v_0 \cup \xi, \quad v' = \text{def} \ (v_0 \oplus \zeta) \cup \xi, \quad \zeta' = \text{def} \ v' \setminus v.
\]

Then \( \zeta' \) is stopped in \( E^v \).

**Proof.** Let \( c \) be the (unique) initial stopping prefix of \( E \) such that \( \xi \in \Omega_c \). We distinguish two cases.

**First case:** \( v_0 \cap \xi \neq \emptyset \). Then \( v_0 \cap c \neq \emptyset \). According to Lemma A.1, this implies that \( v_0 \cap c \in \Omega_c \). Since \( v_0 \cap c \) and \( \xi \) are two maximal compatible
configurations of c, they coincide. Hence, by (27), $\xi \subseteq v_0$, $v = v_0$ and $\zeta' = \zeta$. So $\zeta'$ is a germ of $E^v = E^{v_0}$, and thus $\zeta'$ is stopped in $E^v$, as requested.

Second case: $v_0 \cap \xi = \emptyset$. We claim that we have: $v_0 \cap c = \emptyset$. Indeed, $v_0 \cap c$ is either empty or maximal in c according to Lemma A.1. In the latter case, since $\xi$ is also maximal in c, and compatible with $v_0$, both coincide, which contradicts $v_0 \cap c = \emptyset$. Hence, $v_0 \cap c = \emptyset$, as claimed.

Applying Lemma A.2 with $u = v_0$, we get that $c$ is an initial stopping prefix of $E^{v_0}$. Hence $\zeta$ and $\xi$ are two compatible germs of $E^{v_0}$. Let $c'$ be the initial stopping prefix of $E^{v_0}$ such that $\xi \cap \zeta \subseteq \zeta_{c'}$. Since distinct initial stopping prefixes are disjoint by Theorem 3.2, we either have $c = c'$ or $c \cap c' = \emptyset$.

(a) $c = c'$. Then $\xi$ and $\zeta$ are compatible and maximal in $c$, so $\xi = \zeta$. Then, from (27), $\zeta' = \emptyset$ is trivially stopped in $E^v$.

(b) $c \cap c' = \emptyset$. This implies that $\xi \cap c' = \emptyset$. Hence, by Lemma A.2, $c'$ is an initial stopping prefix of $(E^{v_0})_{\xi} = E^{v_0} \ominus \xi = E^v$. We also have $\xi \cap \xi = \emptyset$, whence $\zeta' = \zeta$ by (27). Therefore, $\zeta' \in \Omega_{c'}$, and thus $\zeta'$ is a germ of $E^v$.

In particular, $\zeta'$ is stopped in $E^v$, what was to be shown.

\[\square\]

Lemma A.6 (Second exchange lemma). Let $u, u'$ be two finite $R$-stopped configurations of $E$. Assume that $u$ and $u'$ are compatible. Then $(u \cup u') \ominus u$ is $R$-stopped in $E^{u'}$.

Proof. Assume first that $u'$ is a germ of $E$. According to Lemma A.4, we can choose a germ decomposition $(u_n)_{0 \leq n \leq N}$ of $u$. Set $u'_0 = \emptyset$, and for each integer $1 \leq n \leq N$:

$$u'_n = u' \cup u_n, \quad z_n = u_n \ominus u_{n-1}, \quad z'_n = u'_n \ominus u'_{n-1}.$$ 

Then we have, for all integers $1 \leq n \leq N$:

$$z'_n = (u_{n-1} \cup u' \cup z_n) \setminus (u_{n-1} \cup u').$$

We apply Lemma A.5 with $v_0 = u_{n-1}$, $\zeta = z_n$ and $\xi = u'$ to get that $z'_n$ is stopped in $E^{v_0 \cup u'_{n-1}} = E^{u'_{n-1}}$. This defines $(u'_n)_{0 \leq n \leq N}$ as a valid decomposition of $u'_N = u \cup u'$ in $E$, such that $u'_n \supseteq u'$ for all $n \geq 1$. Therefore, $(u'_{n+1} \ominus u')_{0 \leq n \leq N-1}$ is a valid decomposition of $(u \cup u') \ominus u'$ in $E^{u'}$. This completes the proof for the case where $u'$ is a germ of $E$.

For the general case, let $(v_n)_{0 \leq n \leq K}$ be a germ decomposition of $u$, such a decomposition exists according to Lemma A.4. Then, applying the first part of the proof shows that $(u \cup v'_1) \setminus v'_1$ is $R$-stopped in $E^{v'_1}$. Since $v'_1$ is a germ of $E^{v'_1}$, we apply again the first part of the proof to get that $(u \cup v'_2) \setminus v'_2$ is $R$-stopped in $E^{v'_2}$, and so on. After $K$ steps, we obtain that $(u \cup u') \setminus u'$ is $R$-stopped in $E^{u'}$. 

\[\square\]

Corollary. If $(u_n)_{n \geq 0}$ is a nondecreasing sequence of finite $R$-stopped configurations, then $u = \bigcup_{n \geq 0} u_n$ is $R$-stopped.
Let \(\Delta(v) = \{c \in \delta(w), w \in \mathcal{W}, w \subseteq v\}\). Then we have, for any germ-decomposition \((v_n)_{0 \leq n \leq N}\) of \(v\):

\[
\Delta(v) = \bigcup_{n=0}^{N} \delta(v_n).
\]

Proof. It follows from the definition (28) of \(\Delta\) that \(\bigcup_{n=0}^{N} \delta(v_n) \subseteq \Delta(v)\). Conversely, let \(c \in \Delta(v)\), and let \(u \subseteq v\) be a finite \(R\)-stopped configuration such that \(c \in \delta(u)\). On the other hand, \(c\) is an initial stopping prefix of \(\mathcal{E}^u\). On the other hand, it follows from Lemma A.6 that \(v \cup u\) is \(R\)-stopped in \(\mathcal{E}^u\). Hence, applying Lemma A.1 in the event structure \(\mathcal{E}^u\) implies that \((v \cup u) \cap c\) is either empty or maximal in \(\Omega_c\). We analyze the two cases:

a) \((v \cup u) \cap c = \emptyset\).

Applying Lemma A.2 in event structure \(\mathcal{E}^u\) shows that \(c\) is an initial stopping prefix of \((\mathcal{E}^u)^{v \cup u} = \mathcal{E}^v\). Therefore \(c \in \delta(v) = \delta(v_N)\), so that \(c \in \bigcup_{n=0}^{N} \delta(v_n)\).

b) \((v \cup u) \cap c \in \Omega_c\).

Let \(k\) be the greatest integer such that \(v_k \cap c = \emptyset\); \(k\) is well defined since \(v_0 \cap c = \emptyset\). And \(k \leq N\) since \(v \cap c \neq \emptyset\). Thus, \(v_k+1\) is defined. Let \(c'\) be the initial stopping prefix of \(\mathcal{E}^{v_k}\) such that \(v_k+1 \oplus v_k \in \Omega_c\). Then \(c' \cap c \neq \emptyset\) by construction. Since \(u\) and \(v_k\) are compatible, it follows from Lemma A.7 that \(c = c'\). Hence \(c \in \bigcup_{n=0}^{N} \delta(v_n)\).
Proof of Lemma 3.8.  Let $v$ be a $R$-stopped configuration of $E$. The existence of a germ decomposition of $v$ is stated by Lemma A.4. Let $(v_n)_n$ be such a germ decomposition, and let $(c_n)_n$ be the associated sequence of branching cells, so that $c_n \in \delta(v_n)$ for all $n$. It follows from Lemma A.7 that the branching cells $(c_n)_n$ are pairwise disjoint.

We now show the invariance of the set of branching cells $C = \{c_1, c_2, \ldots \}$. We first assume that $v$ is finite, so that in the decomposition $(v_n)_n$, $n$ ranges over the finite set $n = 0, \ldots, N$ for some integer $N$. Consider the set of branching cells $\bar{\Delta}(v)$ defined by (28) in Lemma A.8. Then $C \subseteq \bar{\Delta}(v)$. Conversely, it follows from Equation (29) that a branching cell $c \in \bar{\Delta}(v)$ satisfies $c \in C$ if and only if $c \cap v \neq \emptyset$. Therefore:

$$C = \bar{\Delta}(v) \setminus \delta(v).$$

The right member of the latter expression does not depend on the germ decomposition $(v_n)_n$. This completes the proof of the invariance of $C$ if $v$ is finite, and we also get in that case:

$$\Delta(v) = \bar{\Delta}(v) \setminus \delta(v).$$

(30)

It remains only to show that $C$ is invariant for any $R$-stopped configuration $v$. For this, we show the following expression for $C$:

$$C = \bigcup_{w \subseteq v} \Delta(w).$$

(31)

Let $(c_n)_{n \in I}$ be the sequence of branching cells associated with the germ decomposition $(v_n)_n$ of $v$. We have:

$$C = \{c_n, n \in I \}$$

$$= \bigcup_{n \in I} \{c_j, 1 \leq j \leq n \}$$

$$= \bigcup_{n \in I} \Delta(v_n),$$

by the above result.

This implies the “$\subseteq$” inclusion in Equation (31). Conversely, let $c \in \Delta(w)$ for some $w \in W$ such that $w \subseteq v$. Then there is an integer $n$ such that $w \subseteq v_n$. According to the above result for finite configurations, applied to $v_n$, there is an integer $k \leq n$ such that $c = c_k$. Thus $c \in C$, which shows the “$\supseteq$” inclusion in Equation (31), and completes the equality. Hence $C$ is independent of the germ decomposition chosen. We have also shown:

$$\forall v \in \mathcal{W}_E, \quad \Delta(v) = \bigcup_{w \subseteq v} \Delta(w).$$

(32)

Proof of Theorem 3.10.  1. Given the definition of the covering, this is a simple consequence of Proposition 2.13.
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2. Choose \((u_n)_{0 \leq n \leq N}\) a germ decomposition of \(u\), \(N < \infty\), and \((v_k)_{0 \leq k \leq K}\) a germ decomposition of \(v\) in \(E^u\), \(K \leq \infty\). Then the concatenation:

\[ u_0, u_1, \ldots, u_N = u, u \oplus v_1, u \oplus v_2, \ldots, \]

is a germ decomposition of \(u \oplus v\). This shows that \(\Delta(u \oplus v) = \Delta(u) \cup \Delta^u(v)\).

Since any \(c \in \Delta^u(v)\) satisfies \(c \subseteq E^u\), we also have \(\Delta(u) \cap \Delta^u(v) = \emptyset\).

3. This is a re-writing of Lemma 3.8 using the notion of covering.

4. Equations (11) and (12) have been shown above in the proof of Lemma 3.8, in Equations (30) and (32) respectively.

5. The fact that \(v \oplus u\) is \(R\)-stopped in \(E^u\), whenever \(u\) and \(v\) are two \(R\)-stopped configurations with \(u \subseteq v\), is a direct consequence of Lemma A.6 and its corollary.

We now show that \(F_w\) is a lattice. Let \(u, v \in F_w\), we prove that \(u \cap v \in F_w\). We only have to show that \(u \cap v\) is \(R\)-stopped. Thanks to the corollary of Lemma A.6, we assume without loss of generality that \(u\) and \(v\) are finite. Let \((u_n)_{0 \leq n \leq N}, N \leq \infty\), be a germ decomposition of \(u\), with \((c_n)_{0 \leq n \leq N}\) the associated branching cells. Put \(\xi_n = v \cap u_n\) for \(n = 0, \ldots, N\). According to Lemma A.1, \(v \cap c_1\) is either empty or maximal in \(c_1\). Therefore \(v \cap c_1 = v \cap u_1 = \xi_1\), and thus \(\xi_1\) is stopped, and in particular \(R\)-stopped. Moreover \(v \cap \xi_1\) is \(R\)-stopped in \(E^u\). For the same reasons, \(\xi_2\) is \(R\)-stopped in \(E\), and \(v \cap \xi_2\) is \(R\)-stopped in \(E\). Continuing \(N\) times, we find that \(\xi_N = u \cap v\) is \(R\)-stopped in \(E\), what was to be shown.

Finally, we show that \(u \cup v\) is \(R\)-stopped in \(E\). Again, thanks to the corollary of Lemma A.6, we assume without loss of generality that \(u\) and \(v\) are finite. We have just seen that \(u \cap v\) is \(R\)-stopped. We know from Lemma A.6 that \((u \cup v) \cap (u \cap v)\) is \(R\)-stopped in \(E^v\). By concatenation, we find that \( (u \cup v) \oplus ((u \cup v) \cap (u \cap v)) = u \cup v\) is \(R\)-stopped in \(E\), which completes the proof. \(\Box\)

B Proofs of Main Theorems for Probabilistic Event Structures

B.1 Extension of Probabilities

Proof of Lemma 4.4. First, the mapping \(\Phi\) is well-defined. Indeed, let \(\omega \in \Omega\), and let \(\omega_B =_{\text{def}} \pi_B(\omega)\) for each \(B \in \mathcal{B}\). Then, for \(B \subseteq B'\), we have \(\pi_B = \pi_{B,B'} \circ \pi_{B'}\), and therefore \(\omega_B = \pi_{B,B'}(\omega_{B'})\). Hence \((\omega_B)_{B \in \mathcal{B}} \in X\), and \(\Phi : \Omega \to X\) is well defined.

\(\Phi\) is 1-1: Indeed, since \(E\) is locally finite, we have the reconstruction formula:

\[ \forall \omega \in \Omega, \quad \omega = \bigcup_{B \in \mathcal{B}} \omega_B. \]

Let us show that \(\Phi\) is onto. For this, let \(\xi = (\xi_B)_{B \in \mathcal{B}}\) be an element of \(X\). Let \(v = \bigcup_{B \in \mathcal{B}} \xi_B\). Then \(v\) is a prefix of \(E\). Assume, if possible, that \(v\) contains two...
events \( e \) and \( e' \) in conflict. Then there are two finite stopping prefixes \( B \) and \( B' \) such that \( e \in \xi_B \) and \( e' \in \xi_{B'} \). Let \( B'' = B \cup B' \). Then \( \xi_{B''} \) contains \( \xi_B \) and \( \xi_{B'} \), and therefore \( \xi_{B''} \) is a configuration containing both events in conflict \( e \) and \( e' \), a contradiction. This shows that \( v \) is conflict-free, and thus a configuration of \( E \).

Now pick any maximal configuration \( \omega \) that contains \( v \). Then \( \omega \cap B \supseteq \xi_B \) for each \( B \in \mathcal{B} \), and since \( \xi_B \) is maximal in \( B \), this implies that \( \omega \cap B = \xi_B \). Hence \( \Phi(\omega) = \xi \), and this shows that \( \Phi \) is a bijection. By construction, the formula \( \pi_B = \alpha_B \circ \Phi \) holds.

Furthermore, routine verifications show that \( \Phi \) is both continuous and open when \( X \) is equipped with the projective topology and \( \Omega \) is equipped with the restricted Scott topology. Hence \( \Phi \) is a homeomorphism.

### B.2 Construction and Compositional Properties of the Distributed Product

We consider a locally randomized event structure \((\mathcal{E}, (q_c)_{c \in \mathcal{C}})\). Before we proceed with the proofs of Lemma 5.2 and Theorem 5.3, we need to extend the range of definition of the function \( p \), originally defined by (18) on \( \mathcal{W}_E \). Say that a sub-event structure \( F \subseteq \mathcal{E} \) is well-formed if the collection \( \mathcal{C}_F \) of branching cells of \( F \) satisfies: \( \mathcal{C}_F \subseteq \mathcal{C}_E \). For any well-formed event structure \( F \), denoting by \( \Delta_F \) the covering map in \( F \), we define the real-valued function \( p_F : \mathcal{W}_F \to \mathbb{R} \) by:

\[
\forall v \in \mathcal{W}_F, \quad p_F(v) = \prod_{c \in \Delta_F(v)} q_c(v \cap c).
\]

(33)

The function \( p_F \) is well defined for the same reasons making \( p \) well defined. If \( F \) is finite and well-formed, we define \( \mathbb{P}_F \) on \( \Omega_F \) by \( \mathbb{P}_F(\omega_F) = p_F(\omega_F) \) for \( \omega_F \in \Omega_F \). From Proposition 3.7, we have that every \( B \in \mathcal{B} \) is well-formed. Moreover, since \( \Delta_B = \Delta \) on \( \mathcal{W}_B \), we have \( p_B = p \) on \( \mathcal{W}_B \). In particular, if \( B \) is finite, the new definition of \( \mathbb{P}_B \) coincides with the original definition.

**Lemma B.1.** Let \( B \) be any stopping prefix of \( \mathcal{E} \) given as a union of disjoint initial stopping prefixes: \( B = c_1 \cup \cdots \cup c_n \), \( c_i \in \delta(\emptyset) \). Then \( \mathbb{P}_B \) is a probability on \( \Omega_B \).

**Proof.** We have the identification given in Proposition 3.4: \( \Omega_B = \prod_{i=1}^n \Omega_{c_i} \). Hence we recognize in formula (33) for \( \mathbb{P}_B \) the product probability: \( \mathbb{P}_B = q_{c_1} \otimes \cdots \otimes q_{c_n} \). In particular, \( \mathbb{P}_B \) is a probability.

**Lemma B.2.** For every finite and well-formed sub-event structure \( F \subseteq \mathcal{E} \), \( \mathbb{P}_F \) is a probability on \( \Omega_F \).

**Proof.** Since \( \mathbb{P}_F : \Omega_F \to \mathbb{R} \) is a nonnegative function, we only have to show:

\[
\sum_{u \in \Omega_F} \mathbb{P}_F(u) = 1.
\]

(34)
For each finite and well-formed event structure \( F \), we set
\[
N_F = \max_{v \in \Omega_F} \text{Card}(\Delta_F(v)) < \infty,
\]
and we proceed by induction on \( N_F \). Equation (34) is trivial for \( N_F = 0 \) (i.e., if \( F = \emptyset \)), assume that it holds for all \( F \) finite and well-formed with \( N_F \leq n \), and let \( F \) be a finite and well-formed sub-event structure of \( E \) with \( N_F \leq n + 1 \). Set \( B \) the max-initial stopping prefix of \( F \) (Definition 3.11), and let \( \pi_B : \Omega_F \to \Omega_B \) be the mapping defined in Lemma 2.4. Since \( \pi_B \) is onto \( \Omega_B \), \( \Omega_F \) decomposes as the following (disjoint) union of sets:
\[
\Omega_F = \bigcup_{v \in \Omega_B} \{ v \oplus w, \ w \in \Omega_{F^v} \}, \tag{35}
\]
where \( \Omega_{F^v} \) denotes the set of maximal configurations of the future \( F^v \). For \( v \in \Omega_B \) and \( w \in \Omega_{F^v} \), we have the decomposition from point 2 in Theorem 3.10:
\[
\Delta_F(v \oplus w) = \Delta_F(v) \cup \Delta_{F^v}(w), \quad \Delta_F(v) \cap \Delta_{F^v}(w) = \emptyset. \tag{36}
\]
We have \( \Delta_F(v) = \Delta_B(v) \) from point 1 of Theorem 3.10. Moreover, the future \( F^v \) is well-formed thanks to Proposition 3.7. Hence the decomposition (36) brings, with formula (33):
\[
p_F(v \oplus w) = p_B(v)p_{F^v}(w) = P_B(v)P_{F^v}(w). \tag{37}
\]
The decomposition of \( \Omega_F \) in (35) is a union of disjoint sets. This, together with (37), brings:
\[
\sum_{u \in \Omega_F} P_F(u) = \sum_{v \in \Omega_B} \sum_{w \in \Omega_{F^v}} p_F(v \oplus w) = \sum_{v \in \Omega_B} P_B(v) \left( \sum_{w \in \Omega_{F^v}} P_{F^v}(w) \right). \tag{38}
\]
We claim that \( N_{F^v} \leq n \) for each \( v \in \Omega_B \). Indeed, without loss of generality we can assume that \( N_F \geq 1 \), and therefore \( \text{Card}(\Delta_B(v)) \geq 1 \) since \( B \neq \emptyset \). We get thus from (36), for each \( w \in \Omega_{F^v} \):
\[
\text{Card}(\Delta_{F^v}(w)) \leq \text{Card}(\Delta_F(v \oplus w)) - 1 \leq N_F - 1 \leq n,
\]
as we claimed. Therefore, the induction hypothesis implies:
\[
\sum_{w \in \Omega_{F^v}} P_F(w) = 1. \tag{39}
\]
From Lemma B.1, we also have:
\[
\sum_{v \in \Omega_B} P_B(v) = 1. \tag{40}
\]
From (38), (39) and (40) together, we get (34), what was to be shown. \( \square \)
Proof of Lemma 5.2. Let $B, B' \in B$ with $B \subseteq B'$. We have to show that $\mathbb{P}_B = \pi_{B, B'} \mathbb{P}_{B'}$, or equivalently:

$$\forall v \in \Omega_B, \quad \mathbb{P}_B(v) = \sum_{u \in \Omega_{B'}, u \supseteq v} \mathbb{P}_{B'}(u). \tag{41}$$

Fix $v \in \Omega_B$. For each $u \in \Omega_{B'}$ with $u \supseteq v$, we set $w = u \ominus v$, and $w$ ranges over $\Omega_{B'}$. And we still have the multiplicative formula (37):

$$\mathbb{P}_{B'}(u) = \mathbb{P}_B(v) \mathbb{P}_{B'}(w). \tag{42}$$

Summing (42) over $u$ brings:

$$\sum_{u \in \Omega_{B'}, u \supseteq v} \mathbb{P}_{B'}(u) = \mathbb{P}_B(v) \sum_{w \in \Omega_{B'}} \mathbb{P}_{B'}(w). \tag{43}$$

It follows from Lemma B.2 that the sum in the right member of (43) equals 1. This gives (41).

Proof of Theorem 5.3. If $\mathbb{P}$ exists, then the likelihood of $\mathbb{P}$ is determined on finite $R$-stopped configurations, and thus on finite stopped configurations. In other words, $\pi_B \mathbb{P}$ is determined for each $B \in \mathcal{B}$. According to Theorem 4.5, this implies the uniqueness of $\mathbb{P}$.

Now we show that $\mathbb{P}$ has the required property. Let $q$ be the likelihood of $\mathbb{P}$. By construction, $p$ and $q$ coincide on finite stopped configurations. It remains to show that $q$ and $p$ also coincide on finite $R$-stopped configurations. For this, let $v$ be finite and $R$-stopped in $E$. Since $E$ is locally finite, there is a finite stopping prefix $B$ such that $v \subseteq B$. We have then, as in (16):

$$q(v) = \pi_B \mathbb{P}(S_B(v)), \tag{47}$$

where $S_B(v)$ denotes the shadow of $v$ in $\Omega_B$. Hence:

$$q(v) = \sum_{u \in \Omega_B, u \supseteq v} \pi_B \mathbb{P}(u) = \sum_{u \in \Omega_B, u \supseteq v} p(u) = \sum_{u \in \Omega_B, u \supseteq v} p_B(u).$$

Reasoning as in the proof of Lemma 5.2, we get by factorization:

$$\sum_{u \in \Omega_B, u \supseteq v} p_B(u) = p_B(v) = p(v).$$

Therefore $q(v) = p(v)$, and this completes the proof.

Proof of Proposition 5.6. Let $\mathbb{P}$ be the distributed product of $(\mathcal{E}, (q_c)_{c \in \mathcal{C}})$, with likelihood $p$. We fix $u \in W$, and we assume that $p(u) > 0$. Let $\mathbb{P}^u$ be the probabilistic future defined according to Lemma 5.5, with $p^n$ the associated likelihood. For any $v \in W^u$, the following multiplicative formula holds true, and is shown in the same way than (37):

$$p(u \oplus v) = \prod_{c \in \Delta(u)} q_c(u \cap c) \cdot \prod_{c \in \Delta^+(u)} q_c(v \cap c) = p(u) \prod_{c \in \Delta^+(u)} q_c(v \cap c).$$
Therefore, from the formula (21) for the likelihood $p^u$, we get:

$$\forall v \in \mathcal{W}^u, \quad p^u(v) = \prod_{c \in \Delta^u(v)} q_c(v \cap c).$$  \hspace{1cm} (44)$$

We recognize in the right member of (44) the formula analogous to (18), that defines the likelihood of the distributed product of $\mathcal{E}^u$, $q_c \in C^u$. It follows from the uniqueness stated in Theorem 5.3 that $P^u$ is the distributed product of $\mathcal{E}^u$, $q_c \in C^u$, which completes the proof.

\[ \square \]

### B.3 Characterization of Distributed Probabilities

Before we proceed with the proof of Lemma 5.9, we need to introduce some material. Fix $c$ a branching cell of $\mathcal{E}$. For each $\omega \in H_c$, consider the following set of compatible $R$-stopped configurations:

$$F_c^c(\omega) = \{ v \in W : v \subseteq \omega, c \in \Delta(v) \}.$$  

We claim that $F_c^c(\omega)$ is stable under finite intersections. Indeed, let $v, v' \in F_c^c(\omega)$. It follows from point 5 of Theorem 3.10 that $v \cap v' \in W$. Clearly, $v \cap v' \subseteq \omega$, and finally $c \in \Delta(v \cap v')$ is a consequence of point 3 in Theorem 3.10. Hence $v \cap v' \in F_c^c(\omega)$, and this shows that $F_c^c(\omega)$ is stable under finite intersections, as we claimed. Since $F_c^c(\omega)$ consists of finite configurations, it follows that $F_c^c(\omega)$ has a unique minimal element. We denote it by:

$$R_c^c(\omega) = \min\{F_c^c(\omega)\}.$$  

It is a consequence of Theorem 3.10 that $R_c^c$ satisfies the two following properties:

1. For all pairs $\omega, \omega' \in \Omega$, we have:

$$\omega \in H_c^c, \omega' \supseteq R_c^c(\omega) \implies \omega' \in H_c^c, R_c^c(\omega') = R_c^c(\omega).$$

2. For any stopping prefix $B$ of $\mathcal{E}$ such that $c \subseteq B$, denote by $H_c^B$, $F_c^B$ and $R_c^B$ the objects $H_c^c$, $F_c^c$ and $R_c^c$ defined in event structure $B$. Then $R_c^c = R_c^B \circ \pi_B$.

Fix $B$ a finite stopping prefix such that $c \subseteq B$—such a $B$ exists since $c$ is finite by Proposition 3.6, and since $\mathcal{E}$ is locally finite. Then $R_c^B$ has obviously finitely many values, say $\{v_1, \ldots, v_n\}$. It follows from Point 2 above that $R_c^c$ takes the same values than $R_c^B$. We have thus the following decomposition of $H_c^c$ into a disjoint union $H_c^c = \bigcup_{i=1}^{n} H_c \cap \{ \omega \in \Omega : R_c^c(\omega) = v_i \}$. From Point 1 above, we get that each of these subsets is actually a shadow, as follows:

$$\forall i = 1, \ldots, n, \quad H_c \cap \{ \omega \in \Omega : R_c^c(\omega) = v_i \} = S(v_i).$$

Therefore, $H_c^c$ decomposes through a disjoint union of shadows:

$$H_c^c = \bigcup_{i=1}^{n} S(v_i).$$  \hspace{1cm} (45)
We are now ready for the proofs of Lemma 5.7 and 5.9.

**Proof of Lemma 5.7.** Since $H^c$ has the form (45) of a finite union of shadows, it is clear that $H^c$ is measurable. It follows from point 3 of Theorem 3.10 that $Y^c(\omega) = \omega \cap c$ is maximal in $c$ for every $\omega \in H^c$. Therefore $Y^c$ is defined as a mapping $Y^c : H^c \to \Omega_c$. To show that $Y^c$ is a random variable, fix $z \in \Omega_c$. Clearly, the set $\{\omega \in \Omega : \omega \supseteq z\}$ is measurable. Therefore, the set:

\[
\{\omega \in H^c : Y^c(\omega) = z\} = \{\omega \in \Omega : \omega \supseteq z\}
\]

is measurable. This shows that $Y^c$ is a random variable.

**Proof of Lemma 5.9.** Let $c$ be a branching cell of $E$, and let $r_c$ be the branching probability induced by the distributed product $\mathbb{P}$ of $(E, (q_c)_{c \in C})$. We have seen that $R^c$ has finitely many values $\{v_1, \ldots, v_n\}$, leading to the decomposition (45) of $H^c$. As a consequence, we get this decomposition through a disjoint union:

\[
\{\omega \in H^c : Y^c(\omega) = z\} = \bigcup_{i=1}^{n} S(v_i \oplus z).
\]

Therefore, with $p$ the likelihood of $\mathbb{P}$:

\[
\mathbb{P}(\omega \in H^c, Y^c(\omega) = z) = \sum_{i=1}^{n} \mathbb{P}(S(v_i \oplus z)) = \sum_{i=1}^{n} p(v_i \oplus z)
\]

\[
= q_c(z) \sum_{i=1}^{n} p(v_i) = q_c(z) \mathbb{P}(H^c).
\]

Since $\mathbb{P}(H^c) > 0$, we get:

\[
r_c(z) = \frac{1}{\mathbb{P}(H^c)} \mathbb{P}(\omega \in H^c, Y^c = z) = q_c(z).
\]

This completes the proof.

**Proof of Theorem 5.11.** We have seen that every distributed product is distributed in the sense of Definition 5.10. Conversely, let $\mathbb{P}$ be a distributed probability. For each finite stopping prefix $B$ of $E$, let $\mathbb{P}_B$ denote the image probability $\mathbb{P}_B = \pi_B \mathbb{P}$ on $\Omega_B$, where $\pi_B : \Omega \to \Omega_B$ is the mapping defined in Lemma 2.4. We have already seen that $\mathbb{P}$ and $\mathbb{P}_B$ have the same likelihood on $\mathcal{V}_B$, we denote it by $p$. A simple computation shows that for each $c \in C_B$, $\mathbb{P}$ and $\mathbb{P}_B$ induce the same local transition probability $r_c$, from which follows that $\mathbb{P}_B$ is distributed. Consider $\omega_B \in \Omega_B$, and let $(v_n)_{n \geq 0}$ be the max-initial decomposition of $\omega_B$ given by Theorem 3.12. Let $n \geq 0$. Using the random variable $Z_B, v_n$ defined by (25) in $B$, we apply the chain rule to get:

\[
p(v_{n+1}) = p(v_n) \mathbb{P}_B \left(Z_B, v_n \omega_B = v_{n+1} \ominus v_n | S(v_n)\right).
\]
Since $P_B$ is distributed, the law of $Z_{B,v_n}$ is the product $\bigotimes_{c \in \delta(v_n)} r_c$. Hence:

$$p(v_{n+1}) = p(v_n) \prod_{c \in \delta(v_n)} r_c(\omega_B \cap c) \quad \text{by induction} \quad = \prod_{c \in \Delta(v_{n+1})} r_c(\omega_B \cap c). \quad (46)$$

Since $(v_n)_n$ is eventually constant equals to $\omega_B$ according to Theorem 3.12, letting $n$ grow to $\infty$ in (46) brings:

$$p(\omega_B) = \prod_{c \in \Delta(\omega_B)} r_c(\omega_B \cap c). \quad (47)$$

Now let $Q$ be the distributed product of the locally randomized event structure $(E, (r_c)_{c \in C})$. Equation (47) shows that $P$ and $Q$ have the same likelihoods on finite stopped configurations. The uniqueness in Theorem 4.5 implies that $P = Q$. This shows that $P$ is indeed a distributed product.

We finally show the uniqueness of the decomposition of $P$ as a distributed product. Indeed, if $P$ is the distributed product of a family of local transition probabilities $(s_c)_{c \in C}$, then it follows from Lemma 5.9 that $s_c$ is the local transition probability induced by $P$ in $c$ (note the use of the positivity assumption). This completes the proof. \qed
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