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Abstract

1-D ice flow models are used to construct the age scales at the Dome C and Dome Fuji drilling sites (East Antarctica). The poorly constrained glaciological parameters at each site are recovered by fitting independent age markers identified on each core. We reconstruct past accumulation rates, that are larger than those modelled using the classical vapour saturation pressure relationship during glacial periods by up to a factor 1.5. During the Early Holocene, changes in reconstructed accumulation are not linearly related to changes in ice isotopic composition. A simple model of past elevation changes is developed and shows an amplitude variation of 110–120 m at both sites. We suggest that there is basal melting at Dome C (0.56±0.19 mm/yr). The reconstructed velocity profile is highly non linear at both sites, which suggests complex ice flow effects. This induces a non linear thinning function in both drilling sites, which is also characterized by bumps corresponding to variations in surface elevation with time.

1 Introduction

Ice cores drilled in central Greenland and Antarctica provide highly valuable records to reconstruct and understand Quaternary climates. Ice cores drilled at EPICA Dome C (hereafter EDC) and Dome Fuji (hereafter DF) provide two of the three longest ice core records available so far (EPICA community members, 2004; Jouzel et al., 2007; Watanabe et al., 2003a), and reach respectively ~800 kyr and ~330 kyr b1950 (kilo years before 1950 AD). For the interpretation of these drillings, past ice flow modelling is needed. It allows one to estimate consistently 1) the age of the ice as a function of depth, 2) the conditions prevailing when the snow was deposited, e.g. accumulation

\footnote{Jouzel, J., Masson-Delmotte, V., Cattani, O., et al.: Orbital and millennial Antarctic climate variability over the last 800 000 years, in preparation, 2007.}
rate and surface elevation, and 3) the total mechanical thinning of each ice layer. Conversely, data from deep drillings, like age markers, allow one to better constrain some ice flow parameters like basal conditions (melting and sliding), the velocity profiles, and the accumulation variations.

Several modelling experiments were performed to derive age scales for deep ice cores. They consist essentially of 4 parts: 1) a mechanical model, 2) an accumulation model, 3) some age markers to constrain the poorly known parameters of the modelling, and 4) an inverse method to perform point 3). The mechanical models used for these studies are simple kinematic models with prescribed geometry (surface and bedrock elevations, lateral divergence) and velocity profiles. Two analytical expressions have been used for the velocity profiles, either with a basal shear layer (Johnsen and Dansgaard, 1992), or based on a polynomial approximation derived from the Shallow Ice Approximation (SIA, Lliboutry, 1979). The variations in ice thickness and surface elevation are either neglected, or come from an ice sheet model, either a full 3-D thermo-mechanical model (Ritz et al., 2001), or a simplified version tuned onto a more complex model (Salamatin and Ritz, 1996). The accumulation is usually derived from the isotopic composition of the ice in the drilling, sometimes corrected from the source variations in isotopic composition and temperature (Vimeux et al., 2002). The inverse method used has often been an empirical trial and error method, except for recent studies where automatic and more objective Monte-Carlo methods were used (Parrenin et al., 2001; EPICA community members, 2004; Parrenin et al., 2004; Salamatin et al., 2004; Hondoh et al., 2004).

Current age scales at EDC and DF are limited in several ways. The EDC2 time scale for EDC (EPICA community members, 2004) is only valid for the last 740 kyr because the deuterium measurements needed for the accumulation were not available at the time of the construction of the time scale. The DF-FGT1.1 age scale for Dome Fuji (Watanabe et al., 2003a) did not consider the changes of isotopic composition and temperature of the source ocean water. Moreover, as explained below, the basal sliding and the changes in ice thickness were not properly taken into account for both
This text describes the process of an improved modelling of ice flow at Dome C and Dome Fuji. We used a complete Lliboutry type ice flow model, taking into account basal conditions (melting and sliding). We also developed a simplified model of variations in ice thickness, based on a more complex 3-D thermo-mechanical model of Antarctica (Ritz et al., 2001). Our accumulation reconstruction takes into account the variations in source isotopic composition and temperature at DF. Our age markers are based on recent new developments, in particular those based on the air content (Lemieux-Dudon et al., 2007) and the O$_2$/N$_2$ (Kawamura et al., 2007) measurements. Our inverse method is based on a Monte-Carlo algorithm.

After examining the glaciological context at Dome Fuji and Dome C, we describe the 1-D mechanical model with prescribed velocity profile, and the elevation model, that are applied to both sites. The accumulation model is further described. The poorly constrained parameters of this glaciological model, such as the present-day accumulation rate, the glacial accumulation rate, basal melting and sliding, or the exponent of the vertical velocity profile, are tuned to fit independent age markers situated along the ice cores. The results of these inverse modelling experiments are then discussed, including the accumulation rates, the basal conditions, the velocity profiles, the variations in ice thickness and surface elevation, and the total thinning function. We then discuss how this modelling could be further improved in the coming years.

---


2 A dating model for Dome C and Dome Fuji

2.1 Glaciological context at Dome C and Dome Fuji

Rémy and Tabacco (2000) made a complete review of all the geographic data collected around Dome C. The surface elevation data were determined thanks to the ERS1 satellite, and completed in the Dome C area with GPS measurements (Rémy et al., 1999). The bedrock elevation and internal layering data were acquired from airborne radar surveys (Tabacco et al., 1998). This data set was used to estimate the best location for the drilling site at the dome position (75°06′06.35″ S, 123°23′42.76″ E), based on a minimal surface and bedrock slope and the regularity of the internal layers. The actual EPICA drilling site is located about 1400 m West of this topographic dome (Vittuari et al., 2004). The bedrock elevation data in the Dome C area were then refined with further measurements (Forieri et al., 2004). Surface velocity measurements confirmed that the horizontal velocity at the surface is less than a few mm/yr at the topographic dome, while it is 15±10 mm/yr at the EPICA drilling site (Vittuari et al., 2004.). Surface elevation at Dome C is 3233 m a.s.l. (Tabacco et al., 1998) and the most accurate estimate of ice thickness is 3272.7 m

4 At kilometric resolution, bedrock is relatively flat just around Dome C with variations always less than 100 m in a 5 km circle around the drilling site, and always less than 200 m in a 10 km circle. However, a large valley (the Concordia Trench) can be found ~20 km East of Dome C, followed by a large elongated bedrock relief (the East Ridge, Forieri et al., 2004). Seismic experiments were conducted in the borehole, and suggest the presence of water at the ice-bedrock interface or near this interface (the water might be readily penetrating in the ground). Indeed, the reflection signal shows a small inverse phase reflection from near the ex-

4 This estimate is based on the total vertical depth of the ice core based on cable length corrected from hole inclination (3256.7 m), which agrees within a few meters with an estimate based on the total log depth of the core corrected for elastic and thermal expansion of ice and for hole inclination (3254.92 m). It is added to a 16 m layer of remaining ice as indicated by seismic experiments.
pected bedrock level. Phase inversion occurs at transitions with decreasing acoustic impedance, which in this case is most likely an ice-water interface.

The location of the Dome Fuji drilling site is (77°19′ S; 39°40′ E), with a surface elevation of 3810 m a.s.l. and an ice thickness of 3028±15 m, as estimated by radar measurements (Fujita et al., 2006). Note that an outdated value of 3090 m has been used in several recent studies (Watanabe et al., 1999, 2003; Hondoh et al., 2004). Based on the ERS-1 high resolution map of Antarctica compiled by Rémy et al. (1999), the highest point on the dome plateau has been estimated 12 km West North West of the station (Fujita et al., 2006). The elevation of the station is, however, within 1 m of the highest point. The surface ice movement rate is less than several centimetres per year at Dome Fuji (Fujita et al., 2006). A bedrock elevation map has been constructed in the Dome Fuji area thanks to radar measurements (Watanabe et al., 2003c). This map shows larger bedrock relief than at Dome C in the surroundings of the drilling site, reaching 400 m at about 5 km from the drilling site.

2.2 Ice flow model

As discussed in the previous section, Dome C and Dome Fuji are situated very close to geographic domes of the ice sheet. Assuming these domes existed in the past, and neglecting the spatial variations in bedrock elevations, surface accumulation, and ice mechanical properties, we used a 1-D ice flow model to obtain age scales for EDC and DF. This is a simplified model with prescribed surface elevation and analytical vertical velocity profile, as has been usually used for other deep drilling sites like GRIP (Johnsen et al., 1995; Johnsen et al., 2001), Vostok (Parrenin et al., 2001; Parrenin et al., 2004), Dome Fuji (Watanabe et al., 2003; Hondoh et al., 2004) and Dome C (Schwander et al., 2001; EPICA community members, 2004). In this model, the vertical velocity $u_{\bar{z}}$ of the ice relative to the bedrock is expressed as:

$$u_{\bar{z}}(\bar{z}) = - \left[ m + \left( a - \frac{\partial H}{\partial t} - m \right) \phi(z) \right]$$

(1)
where $B$ is bedrock elevation, $z$ is the vertical coordinate of the ice particle (oriented toward the top), $\bar{z}=z-B$ is the distance to the bedrock, $\zeta=\bar{z}/H$ is the reduced vertical coordinate, $m$ is the melting rate at the base of the ice sheet, $a$ is the surface accumulation rate, $H$ is the ice thickness and $\frac{\partial H}{\partial t}$ is its temporal variation. The velocity field can equally be expressed in the reduced coordinate (see Appendix A). Note that $H$ and $z$ are expressed in ice equivalent, i.e. the firn is compressed into pure ice. At Dome C and Dome Fuji, this is done using the measured density profile in the firn. For practical reasons, we used the raw log depth as a real depth at both EDC and DF (i.e. no corrections were applied for the thermal and elastic expansion of the ice and for the hole inclination).

$\omega(\zeta)$, called the flux shape function (Parrenin et al., 2006), depends on the reduced vertical coordinate $\zeta=\bar{z}/H$ and is the contribution of one sliding term and one deformation term:

$$\omega(\zeta) = s\zeta + (1-s) \omega_D(\zeta)$$

(2)

where $s$ is the sliding ratio and $\omega_D(\zeta)$ is given by (Lliboutry, 1979):

$$\omega_D(\zeta) = \frac{p+2}{p+1} (1-\zeta) + \frac{1}{p+1} (1-\zeta)^{p+2}$$

(3)

where $p$ is a parameter for the vertical profile of deformation $\omega_D(\zeta)$.

Contrary to the formulation of the Dansgaard-Johnsen model (Johnsen, 1992) with a basal shear layer (see Appendix A), also used by Watanabe et al. (2003b), this formulation is continuous. This profile of deformation has been previously used to interpret the Vostok (Ritz, 1989; Parrenin et al., 2001; Parrenin et al., 2004; Salamatin et al., 2004) and Dome Fuji ice cores (Hondoh et al., 2004), though it was expressed differently in those studies (see Appendix A). Note also that Salamatin et al. (2004)

5 Ratio of the basal horizontal velocity to the vertically averaged horizontal velocity. It is 0 for no sliding and 1 for full sliding.
and Hondoh et al. (2004) did not consider any basal melting in their models, and used only an approximation of the complete formulation (see Appendix A).

Such a shape function was first introduced by Lliboutry (1979), who derived it by assuming a steady state, the Shallow Ice Approximation (SIA), an isotropic ice following the Glen flow law, and by approximating the vertical temperature profile at the base of the ice sheet by a linear trend. He found:

\[ p = n - 1 + k G_0 H, \]  

(4)

where \( n \) is the exponent of Glen’s law, \( G_0 \) is the vertical temperature gradient, and \( k \) is given by:

\[ k = \frac{Q}{RT_b^2}, \]  

(5)

where \( Q = 60 \text{ kJ/mole} \) is an activation energy, \( R = 8.3145 \text{ J/mole/K} \) is the perfect gas constant, and \( T_b \) is the bottom temperature (in Kelvin). Note that other authors have used a value up to 2 times larger value for the activation energy \( Q \) (Lliboutry and Duval, 1985). The uncertainty on \( Q \) is larger for high temperatures, that is to say for basal ice, where the deformation is concentrated.

At Dome C, using \( n = 3, T_b = 270.2 \text{ K}, G_0 = 2.162 \times 10^{-2} \text{ C/m}, \) and \( H = 3266 \text{ m}, \) we find \( p \approx 9. \) Tests with a full Stokes model confirm this approximated value very well. Adding an anisotropic behaviour of the ice fitted onto the GRIP ice core fabrics (Thorsteinsson et al., 1997) in this SIA case increases shearing stresses and, in turn, ice fluidity, leading to more deformation in the bottom part and thus a greater exponent. Modelling experiments show an increase of the exponent by 1.4, and we can thus say that the impact of anisotropy with SIA hypotheses is small.

There are however reasons why this theoretical value may not be valid. First, the SIA is not applicable at a dome, where the isochrone layers may arch up forming the so-called Raymond bumps (Raymond, 1983). However, radar profiles from the Dome C (Tabacco et al., 1998) and Dome Fuji (Fujita et al., 1999) areas, which show internal
reflection layers, do not reveal clear signs of anomalous vertical strain. Second, the SIA implies flat bedrock topography around the drilling site. This is not the case at Dome C and Dome Fuji. For example, if the drilling site is situated above a bedrock depression, we may reach, close to the bedrock, dead ice or at least slowly moving ice, as obtained by a smaller exponent with the analytical profile. Third, tests with a full Stokes model showed that the impact of the anisotropic behaviour of the ice in the cases when the SIA hypotheses are not respected can become very important.

For these reasons, the \( p \) parameter of the velocity profile will not be prescribed, but optimally adjusted by an inverse method, so that the ice chronology fits some age markers (see Sect. 3). The smaller \( p \), the more non linear the vertical velocity profile. Still, we assume that the \( p \) parameter is constant with time, that is to say we assume that the ice flow conditions at Dome C and Dome Fuji did not change significantly during the past.

Given the small variations in basal temperature induced by changes in surface temperature and changes in ice thickness, basal melting is in general very close to a constant value. For this reason we assume \( m \) to be constant in the following. For the same reason, we assumed that the sliding ratio \( s \) is constant with time. The values of \( p \), \( m \) and \( s \) will be optimally adjusted by the inverse method.

### 2.3 Accumulation model

Accumulation \( A \) and temperature \( T \) are deduced from the deuterium content of the ice extracted from the drilling, through the following relationships:

\[
A = A^0 \exp(\beta \Delta \delta D_{\text{smo}}) \quad (6)
\]
\[
T = T^0 + \alpha \Delta \delta D_{\text{cor}} \quad (7)
\]

where \( A^0 \) and \( T^0 \) are surface accumulation and temperature for the present. \( \Delta \delta D_{\text{smo}} \) is a 50-yr smoothed version of \( \Delta \delta D_{\text{cor}} \) because the accumulation rate \( A \) is supposed to be related to the isotope content of the deposited snow only over a certain time interval.
Several other authors also used this simple exponential relationship (Watanabe et al., 2003b; Hondoh et al., 2004; Salamatin et al., 2004), while some others used a relationship based on the saturation vapor pressure (Schwander et al., 2001; Watanabe et al., 2003; EPICA community members, 2004; Parrenin et al., 2004), and using a linear relationship between the surface temperature and the temperature when and where snow formed (named condensation temperature). Note however that all formulations give the same result within 1%.

$\Delta \delta D_{cor}$ is the deviation from the present-day value of the deuterium content of the ice isotope corrected for the variations in isotope and temperature at the source of the air masses, given by (following Vimeux et al., EPSL, 2002, notations):

$$\Delta \delta D_{cor} = \Delta \delta D + Y_{source} \beta_{source} \Delta d + \frac{Y_{source} \beta_{m} - \beta_{source} \gamma_{m}}{\beta_{source}} \Delta \delta^{18}O_{m}, \quad (8)$$

where $\Delta \delta D$, $\Delta d$ and $\Delta \delta^{18}O_{m}$ are deviations from the present-day values, respectively the deuterium content of the ice, the deuterium excess content of the ice, and the oxygen 18 content of oceanic water, as reconstructed by Bintanja et al. (2005), based on the exhaustive LR04 oceanic stack (Lisiecki and Raymo, 2005). Because these two curves are not on the same time scales, we synchronised them by correlating the Northern hemisphere surface temperature reconstruction of Bintanja et al. (2005) with the Dome Fuji and Dome C ice isotopic records. The coefficients of Eq. (8) have been inferred at both sites using a simple Rayleigh-based model, constrained with present-day surface data on the trajectories of air masses (Stenni et al., 2003; Kawamura et al., 2007). For Dome C, the excess record is not yet available all along the core, and thus only variations in isotope at the source have been corrected (i.e., we used $\beta_{source}=0$).

For Dome Fuji, Watanabe et al. (2003a, b) did not use any source correction for the isotope-accumulation relationship, while Hondoh et al. (2004) only used a simple correction of the source variations in oceanic composition, based on the sea level reconstruction by Bassinot et al. (1994). For Dome C, no source correction was used in EDC1 (Schwander et al., 2001), while an oceanic correction based on a scaled
version of Bassinot’s isotopic curve was used in EDC2 (EPICA community members, 2004).

We chose $\alpha=1/6.04$ J/K from present-day surface measurements between Dumont d’Urville and Dome C (Lorius and Merlivat, 1977). For Dome C, we chose $T_0=217.5$ K, from a best fit of modelled firn temperatures on data (Loulergue, this issue). $T_0=215.85$ K for Dome Fuji, based on the average temperature in snow at 10 m depth (Fujita et al., 1998).

$A_0$ will be automatically reconstructed by the inverse method (see below), thanks in particular to shallow age markers. $\beta$ will influence the glacial-interglacial amplitude of accumulation changes. A theoretical value for $\beta$ is 0.0102, using the above value of $\alpha=1/6.04$ K/‰, using a factor of 0.63 for the surface temperature / inversion temperature relationship (Connolley, 1996) and assuming the precipitations follow the saturation vapor pressure. In practice, these values are not well constrained, and we are not certain they are valid for the past. For this reason we do not prescribe the value of $\beta$, and we estimate it with the inverse method.

This reconstruction of the snow accumulation rate from the isotopic content of the ice holds for the part of the vertical profile where ice has been drilled. For the bottom $\sim500$ m at Dome Fuji, however, there is no isotopic data on which to base our estimation. So we created a synthetic Antarctic isotopic record, based on the Dome C isotopic record on the EDC2 time scale (EPICA community members, 2004) for the last 740 000 yrs, and then based on the Bintanja et al. (2005) temperature reconstruction. This synthetic record has then been transformed into a Dome Fuji isotopic record with a linear relationship.

2.4 Algorithmic and numerical aspects

Given a history of the various parameters of the model $(m, s, a, H, p)$, the velocity field $u_z(t)$ at each time $t$ is defined. The ice particles along the deep drilling (in practice at Dome C every bag and at Dome Fuji every meter) are then back-tracked from their present-day position to the surface with a Lagrangian scheme. The position $z-dz$ of
an ice particle at time $t-dt$ is deduced from its position $z$ and velocity $u_z(t)$ at time $t$ through:

$$dz = u_z dt$$

(9)

The age $X$, the initial accumulation rate $a$ and ice thickness $H$ of every ice particle are obtained when this particle crosses the surface. We call the age obtained by this method the “pure-Lagrangian age”.

The age can be obtained by an alternative method, using the thinning function $T(z)$ along the vertical profile, which is the ratio of an ice layer thickness to its initial thickness at the surface. This thinning function can be computed by integrating along the particle trajectories the vertical compression $\frac{\partial u_z}{\partial z}$, which, from Eq. (1), is equal to:

$$\frac{\partial u_z}{\partial z} = -\frac{1}{H} \left( a - \frac{\partial H}{\partial t} - m \right) \omega'(\zeta),$$

(10)

with:

$$\omega'(\zeta) = s + (1-s) \omega'_D(\zeta),$$

(11)

and:

$$\omega'_D(\zeta) = \frac{p + 2}{p + 1} \left[ 1 - (1 - \zeta)^{p+1} \right].$$

(12)

The thickness $\Delta z (t-dt)$ of a layer at time $t-dt$ is deduced from the thickness $\Delta z (t)$ at time $t$ through:

$$\Delta z (t-dt) = \Delta z (t) * \left( 1 + \frac{\partial u_z}{\partial z} dt \right).$$

(13)

The age is then calculated by an integration from the surface of the inverse of the annual layer thickness:

$$\text{age} (z) = \int_z^S \frac{1}{T(z') a(z')} dz'.$$

(14)
We call this scheme the “Lagrangian-thinning Eulerian-age scheme”. In principle, these two ages should be equal, so that the remaining differences reflect different numerical approximations. For the “pure Lagrangian” scheme, there is only a discretization in time for the integration of the particle position, while for the “Lagrangian-thinning Eulerian-age scheme”, there is also a discretization in time for the integration of the thinning function and a discretization in space for the integration of the age. In practice for Dome C, we take a $\Delta t$ time step of 100 yr and find a difference between these two ages always less than 0.5% of the age, which gives an estimate of the numerical errors of this model.

We note also a circularity in our dating model concerning the accumulation rate. Indeed, what we need is a scenario of accumulation as a function of time, while what we have is an estimation of the accumulation as a function of the depth in the deep drilling. We thus need a depth/age relationship for the deep drilling, which is what we are trying to estimate. We solve this problem by applying iterations on the age scale. We start with a preliminary age scale, assuming a linear thinning function varying between 0 at the bottom and 1 at the surface. We then apply our ice flow model and obtain a new age (either with the pure-Lagrangian scheme or with the Lagrangian-thinning Eulerian-age scheme). This new age make it possible to estimate a revised accumulation scenario, etc. We stop when the age has converged. In practice at Dome C and Dome Fuji, 5 iterations are sufficient.

2.5 Estimation of ice thickness variations at Dome C and Dome Fuji

The variations in the ice thickness actually depend on large scale processes, like the variations in surface temperature and accumulation on the Antarctic plateau, and the position of the grounding line far from the drilling site (Ritz et al., 2001). For EDC2, they were obtained from a 3-D model of Antarctica (Ritz et al., 2001). But there is the same kind of circularity problem here as described above. Indeed, the 3-D model needs as forcing a temporal history of accumulation and temperature, which are deduced from the EDC ice core and thus depends on its age scale. The term $a - \frac{\partial H}{\partial t}$ should be very
smooth, because it represents the vertical velocity $u_z$ of the particle at the surface. However, for EDC2, this term was not smooth because the terms $a$ (coming from the 1-D model) and $\frac{\partial H}{\partial t}$ (coming from the 3-D model) used different age scales, numerical resolutions, and accumulation reconstructions, which lead to unrealistic compressions, and an irregular thinning function.

It is not possible to apply one run of the 3-D model per run of the 1-D model, because the 3-D model is far too expensive in computation time and we need to test thousands of dating scenarios in the context of the Monte Carlo inverse method (see below). It is why we developed a conceptual model of ice thickness variations (with very fast computation time) whose parameters are tuned to fit the results of the large scale 3-D model on a standard experiment. This model is a simple linear perturbation model, where the vertical velocity of ice at surface $a - \frac{\partial H}{\partial t}$ is written:

$$a - \frac{\partial H}{\partial t} = k + k_H H + k_S S,$$

and where the bedrock follows a simple relaxation law to an equilibrium:

$$\frac{\partial B}{\partial t} = \frac{(B_0 - H/k_B) - B}{\tau_B},$$

where $B$ is the bedrock elevation, $S = B + H$ is the surface elevation of the ice sheet, and $k$, $k_H$, $k_S$, $k_B$, $B_0$, and $\tau_B$ are parameters. $B_0$ corresponds to a bedrock elevation without isostatic effect.

To constrain the values of these parameters, we used a 3-D thermo-mechanically coupled model (Ritz et al., 2001), with a temporal variation of surface accumulation rate given by the EDC2 chronology for Dome C (EPICA community members, 2004). Some other parameters of the model (e.g. spatial distribution of accumulation rate, geothermal heat flux, basal sliding) were tuned so that the stratigraphy is correctly simulated at Dome C and Dome Fuji (Lhomme, 2004). We also check that our simplified model is still consistent with the 3-D one when using a 20% reduced or increased amplitude of glacial-interglacial accumulation changes.
Then we tuned the values of the simple elevation model in two steps. First, the values $B_0$, $k_B$, and $\tau_B$ are tuned by a Monte Carlo method so that the bedrock elevation of the simple 1-D model optimally agrees with the bedrock elevation of the 3-D model. The ice thickness from the 3-D model is used for this first step. Then, to determine the values of $k$, $k_H$, $k_S$, $k_B$, we applied a linear regression of $a - \frac{\partial H}{\partial t}$ simulated by the 3-D model, with the values of $H$ and $S$.

The inferred values for these parameters at Dome C and Dome Fuji are given in Table 2. Figure 1 compares the ice thickness variations from the 3-D and 1-D models. The maximum difference between both models is less than 25 m, both for Dome Fuji and Dome C.

Among previous studies for Dome C and Dome Fuji, only EPICA community members (2004) and Hondoh et al. (2004) took into account changes in ice thickness. EPICA community members (2004), however, used elevations variations obtained from a 3-D thermo-mechanical model of Antarctica (Ritz et al., 2001), and this work thus suffers from the inconsistencies mentioned at the beginning of this section. The work by Hondoh et al. (2004) is also based on a simplified model of surface and bedrock elevations (Salamatin and Ritz, 1996), this simplified model was not tuned onto a full 3-D thermo-mechanical model, but on a simplified 2-D version which does not account for the geometry of East Antarctica.

Note that the formulation of this simple model of elevation does not guaranty that the present-day ice thickness is compatible with the measured ice thickness $H_0$ for every accumulation scenario. It is why we used only the temporal variations $\Delta H(t) = H(t) - H(t=0)$ of ice thickness from this model, and $H_0 + \Delta H(t)$ is the ice thickness of the 1-D ice flow model used in Sect. 2.2. This temporal ice thickness scenario is in practice updated for each iteration of the dating loop defined at the end of previous section.
3 Age markers and inverse method

5 parameters of this glaciological dating model are poorly constrained: 2 accumulation parameters (the present-day accumulation rate, $A_0$, and $\beta$, related to the glacial-interglacial amplitude of accumulation changes) and 3 flow parameters (the sliding ratio, $s$, the parameter of the deformation profile, $p$, and the basal melting rate, $m$). These parameters are tuned thanks to a priori information on the age at certain depths (so called age markers). The inverse procedure has been described elsewhere (Parrenin et al., 2001; Parrenin et al., 2004). It is based on the Metropolis-Hastings algorithm, and produces not only a more likely age scale (the one in optimal agreement with the age markers) but also a probability density for each model parameter, giving access to a confidence interval on the reconstructions.

Similar tuning procedures to age markers have been used in previous studies, either a manual one (Schwander et al., 2001; Watanabe et al., 2003b), or an automatic and objective one (Parrenin et al., 2001, 2004; Watanabe et al., 2003a; EPICA community members, 2004; Hondoh et al., 2004; Salamatin et al., 2004).

One might be tempted to use as many available age markers as possible, to use the conjunction of all available information, and to obtain a really optimal estimate of the age scale and the glaciological parameters. This would be the case with a perfect model, that is to say a model that, given the exact values of these 5 poorly constrained parameters described above, would evaluate without error the age scale. This is, however, not the case: apart from these poorly constrained parameters, the model still contains unidentified sources of uncertainties. For example, the accumulation rate $a$ may not be simply related to the isotopic content of the ice. Or, the Dome C ice may not originate from the Dome C site, because of dome movements in the past, etc. Thus, if we use too many age markers in one part (e.g. the Holocene), the model may be over-tuned in this part and may decrease in precision for other time periods. Using all available age markers would thus over tune our parameters. This is also why we systematically multiply by a factor of 2 the confidence interval of the age markers: a 2
sigmas error bar is taken as 1 sigma error bar in the inverse method. The choice of the age markers contains thus, at this stage, a part of subjectivity. This point of view differs from that of other authors (Hondoh et al., 2004; Salamatin et al., 2004), who chose to use as many age markers as possible, and who did not take into account the possible dependence of the errors associated with those age markers.

The age markers used for Dome C are described in more detail in the companion paper Parrenin et al. (2007)\(^6\), and are summarized in Table 3. They contain the El Chichon horizon (691 yr b1950) at 38.12 m depth (Castellano et al., 2005), two age markers coming from the synchronization with the NGRIP/GICC05 age scale (Rasmussen et al., 2006) or with the INTCAL04 age scale through the Beryllium 10 record (Raisbeck et al., 1998; Beer et al., personal communication), two age markers during the last deglaciation synchronized with the NGRIP/GICC05 age scale through the methane record (L. Loulergue, personal communication), the well-known beryllium 10 peak due to the Laschamp magnetic event (Raisbeck et al., 2007\(^7\)) and dated with NGRIP/GICC05 (Svensson et al., 2007; Andersen et al., 2007); an ash layer from the Mt Berlin volcanoes dated at 92.5 kyr (Narcisi et al., 2006); an age of termination II based on comparison with dated sea level high stands and dated speleothems; 10 age markers coming from the comparison of air content with insolation (Raynaud et al., 2007\(^2\)); 2 age markers from the comparison of oxygen 18 of air bubbles with insolation (Dreyfus et al., 2007\(^8\)) and finally the Brunhes-Matuyama magnetic reversal identified with the Beryllium 10 record (Raisbeck et al., 2007\(^7\)).

The age markers for Dome Fuji have been described in more detail in Kawamura et al. (submitted), and summarized in Table 4. They are comprised of one age marker

---


during the ACR-Holocene transition by comparison to the EDML isotopic record synchronized onto the GICC05 age scale (L. Loulergue, personal communication); the beryllium 10 peak, whose position has been estimated by a DC-DF synchronisation of the ice isotopes; the Mt Berlin volcanoes dated at 92.5 kyr (Narcisi et al., 2006); the timing of termination II, imported from the EDC one by deuterium-$\delta^{18}$O synchronisation; and 12 age markers from the DFO-2006 O2/N2 age scale (Kawamura et al., 2007$^3$).

It is important to understand qualitatively how the resulting optimal age scale is dependent on the age markers used. The thinning function is well constrained for the first hundreds of meters. Thus, the $A_0$ parameter is constrained by the age markers situated during the Holocene, because the $\beta$ parameter has almost no impact (the isotopic content of ice is relatively constant). Then, the $\beta$ parameter is constrained by the age of the $^{10}$Be peak at $\sim$41 kyr b1950. Finally, the $m$, $p$ and $s$ coefficients are constrained by all the orbital age markers. But because there are a lot more age markers that unknown coefficients, the resulting age scale and parameter evaluation is relatively independent of the value of a particular age markers.

4 Results and discussions

The densities of probability of these 5 poorly-known parameters of the glaciological dating models reconstructed by the inverse method at Dome Fuji and Dome C are illustrated in Fig. 2. In what follows, we give numerical values for the most likely scenario, and confidence intervals (±2σ, noted between brackets). Modelling results for the most likely scenarios are given in the supplementary material (http://www.clim-past-discuss.net/3/19/2007/cpd-3-19-2007-supplement.zip).
4.1 Reconstruction of surface accumulation rates

At Dome C $A_0=2.841 \ [2.840\pm0.028] \ \text{cm-of-ice/yr}$. It gives an average value of 2.793 cm-of-ice/yr for the last millennia, and 2.849 cm-of-ice/yr for the last 7 kyr. This last value is 2% below the value of 2.878 cm-of-ice/yr inferred by Schwander et al. (2001) for the EDC1 age scale, by comparison to the Vostok Be10 age scale. Frezzotti et al. (2005) found a value of 2.759 cm-of-ice/yr from the Tambora volcanic horizon (1815 AD).

At Dome Fuji $A_0=2.913 \ [2.979\pm0.184] \ \text{cm-of-ice/yr}$, i.e. the present-day accumulation rate is 5% higher than at Dome C. This value is about 5% less than the value of 3.11 cm-of-ice/yr used by Watanabe et al. (1999), but agrees very well with the value of 2.89 cm-of-ice/yr obtained by Watanabe et al. (2003b) with a similar approach. From our study, the inferred average value is 2.675 cm-of-ice/yr over the last millennia and 2.806 cm-of-ice/yr over the last 7 kyr.

At Dome C, $\beta=0.0157 \ [0.0156\pm0.0012]$, and at Dome Fuji, $\beta=0.0147 \ [0.0153\pm0.0031]$. Both these values are larger than the value of 0.0102 obtained by using the saturation vapour pressure relationship, $\alpha=1/6.04 \text{K/‰}$ and a factor of 0.63 for the surface temperature / inversion temperature relationship (Connolley, 1996). This value is consistent with the value 0.0136±0.0024 obtained for the Vostok ice core in Antarctica (Parrenin et al., 2004). This means that until now, the glacial-interglacial amplitude of accumulation rate has been underestimated. The difference for the Holocene-LGM amplitude reaches a factor of 1.4. Note that a very close value of 0.0152 for $\beta$ is also found in a recent review of present-day Antarctic surface data (Masson-Delmotte et al., 2007\textsuperscript{9}). Such a larger amplitude of accumulation changes can be obtained by using the saturation vapour pressure and increasing the amplitude of condensation temperature change by a factor of 1.5.

For the top part of the Dome C ice core, the optimized model does not pass through all age markers within their confidence intervals (see the companion paper Parrenin et al. (2007) for more details). For this part, the thinning function is well constrained by the modelling, and we interpret this data-model difference as the fact that the accumulation rate cannot be deduced from the isotope content of ice with the simple relationship in Eq. (6). It is why we a posteriori modified the modelled accumulation rate to fit exactly with selected age markers in the top part. The corrected accumulation curve is shown in Fig. 3. As had already been found in Schwander et al. (2001), it seems the accumulation rate is underestimated during the early Holocene when deduced from the isotope. Sensitivity tests show that, even when accounting for the source effects with the deuterium excess content of the ice, this discrepancy is not resolved. This decoupling between accumulation rate and isotopic content of ice during the last 20 kyr had already been suggested for EDML by Landais et al. (2006) and for the Law Dome by Van Ommen et al. (2004).

4.2 Reconstruction of basal conditions

For Dome Fuji, the value of the most likely scenario for basal melting is 0.011 mm/yr, but this value is actually poorly constrained because the drilling is still more than 500 m above the bedrock (see Fig. 2). In any case, the basal melting is always less than 0.4 mm/yr, and there is a probability \(\sim 90\%\) that basal melting is \(< 0.2\) mm/yr. Previous field temperature modelling had concluded that the temperature is at melting point at the bedrock interface (Saito et al., 2004), while other authors find the contrary (Hondoh et al., 2002). We should note however that all modelling studies attempted so far (including the present one) are fundamentally limited because of their 1-D or flat representation of the bedrock around Dome Fuji. New temperature measurements that will be conducted in the second Dome Fuji borehole down to the bedrock will give a definitive answer to this problem.

Basal sliding at DF seems better constrained (see Fig. 2), and far smaller than at Dome C. There is indeed a probability \(\sim 90\%\) that basal sliding is \(< 3\%\). These esti-
mates of basal melting and sliding at Dome Fuji should however be taken with caution, because they are based on a 1-D ice flow model, while complicated 3D ice flow effects may exist at the base of the Dome Fuji drilling site.

For Dome C, the most likely value of the basal melting is 0.66 mm/yr, but this time this value is significantly positive, with a confidence interval (2σ) 0.56±0.19 mm/yr. This value is indeed better constrained than at Dome Fuji because we have age markers close to the bedrock. The fact that there is basal melting at Dome C is consistent with temperature profile measurements that suggest that the basal ice is at the melting point. It concords with the presence of water at the ice-bedrock interface as suggested by the seismic experiments conducted in the borehole (see Sect. 2.1). Consistent with this presence of basal melting, we found a high probability that basal sliding at Dome C is non negligible: there is ~50% chance that this basal sliding is >10%.

4.3 Reconstruction of the velocity profile

The values of the $p$ parameter of the velocity profile reconstructed by the inverse method are 2.30 [1.97±0.93] for Dome C and 3.71 [3.10±0.73] for Dome Fuji. These values are significantly smaller than the theoretical values obtained in Sect. 2.2, meaning a more non linear velocity profile.

As explained in Sect. 2.2, tests conducted with a full-Stokes model under SIA conditions, even assuming anisotropic behaviour of the ice, confirmed very well the theoretical value deduced from Lliboutry’s analytical development. We thus deduce that there are non SIA effects affecting the flow at Dome C and Dome Fuji. In particular, we suggest that bedrock relief may play an important role. This highlights the need for 3-D local full-Stokes models to improve our understanding of ice flow around these drilling sites.
4.4 Reconstruction of surface elevation

The vertical velocity of ice at surface $a - \frac{\partial H}{\partial t}$, the ice thickness and the surface elevation variations are illustrated in Fig. 4 for both Dome C and Dome Fuji.

Vertical velocity at the surface varies from $0.015 \text{ m/yr}$ for maximum glacial periods to $0.035 \text{ m/yr}$ for interglacial periods, that is to say there is more than a factor of two between glacial and interglacial values. Vertical velocity at the surface is on average more important at Dome Fuji, because of a higher accumulation rate.

The variations in surface elevation have an amplitude less than that of ice thickness, because a part of the ice thickness variations is compensated by the variations in bedrock elevation. Surface elevation change with respect to present varies from $+40$ to $+60 \text{ m}$ for MIS5, 9 and 11 to $-120 \text{ m}$ for maximum glacial periods.

Ice thickness change with respect to present varies from $+50$ to $+70 \text{ m}$ for MIS5, 9 and 11 to $-150$ to $-160 \text{ m}$ for maximum glacial periods. These values are in good agreement with those obtained by Ritz et al. (2001), though this work used an accumulation reconstruction with a reduced glacial-interglacial contrast. Hondoh et al. (2004) found a slightly larger LGM-Holocene amplitude of around $200 \text{ m}$.

This amplitude of around $110 \text{ m}$ of Holocene-LGM surface elevation change gives a correction of about $1^\circ \text{C}$ when taking into account the temperature/surface elevation coefficient of $9^\circ \text{C/km}$ given by Krinner and Genthon (1999). This correction increases the temperature change given by the isotope, that is to say that the climatic temperature during the LGM is about $1^\circ \text{C}$ colder than the temperature inferred from the isotope.

4.5 Thinning function and annual layer thickness

The thinning function for the optimal scenario is illustrated in Fig. 5 for both Dome C and Dome Fuji. The general shape is slightly non linear in both cases, due to the non linearity in the velocity profile (see discussion in Sect. 4.3). The value tends to 0 for Dome Fuji because of a very small melting rate, while it tends to $5\%$ for Dome C because of a more important basal melting.
Another characteristic of these thinning functions is the presence of “bumps”, corresponding to climatic periods. These bumps are due to variations in ice thickness over time. For example, the ice deposited during the last glacial maximum has encountered less thinning, because the vertical velocity at surface $a - \frac{\partial H}{\partial t}$ was low during the last deglaciation. Conversely, the ice deposited during the last interglacial is more thinned because the vertical velocity was high during the last glaciation (transition to MIS 5.e to MIS 5.d). These bumps in the thinning function had already been suggested at Vostok (Parrenin et al., 2004), but as a consequence of spatial variations in ice thickness along a flow line. Here we show that the same effect exists due to temporal variations in ice thickness. In particular, our new estimates of total thinning at Dome C and Dome Fuji is larger than previous estimates for the last glacial period (Fig. 5).

It is remarkable that such simple 1-D flow models are able to fit the age markers so well, and implies that the flow conditions at these sites are quite simple to first order. This is particularly true for Dome C where the drilling was stopped within a few meters of the bedrock. There are however two noticeable exceptions to this good agreement between model and age markers for the Dome C core. In the depth interval 2700–3050 m, the glaciological model cannot fit the age markers obtained from the record of $^{18}$O of atmospheric O$_2$, and other evidences show that there are anomalies in the thinning function. It is why this modelled thinning function has been a posteriori corrected (see Dreyfus et al., this issue, for more details). The second interval is the extreme bottom part of the core, below the cold stages corresponding to Marine Isotope Stage 20, where our simple 1-D model does not capture the dominant physical processes.

Annual layer thickness for Dome C and Dome Fuji is illustrated in Fig. 6. It decreases from more than 3 cm-of-ice/yr for certain parts of the Holocene, to less than 0.1 cm-of-ice/yr for the bottom of the cores. This calculated annual layer thickness is in good agreement, for Dome Fuji, with annual layer identifications based on air bubbles and hydrates (Narita et al., 2003), except for one depth interval corresponding to the last interglacial around 120 kyr b1950.
4.6 Age of Dome Fuji bottom ice

Ice flow modelling makes it possible to estimate the age of the ice in the bottom part of the Dome Fuji deep drilling, where no age markers are yet available. In particular, the inverse method reconstructs a density of probability for the age at each depth, from which a confidence interval ($\pm 2\sigma$) can be calculated. Ice more than several millions years old is expected close to the ice-bedrock interface.

The past accumulation rates at DF before 350 kyr b1950 have been estimated from the EDC deuterium data (see Sect. 2.3), and we do not expect uncertainties larger than 10–20% coming from this reconstruction. Note however that the bottom age estimate is based on our simple 1-D ice flow model, and does not take into account complicated 3D ice flow effects. For example, preliminary results suggest that ice layers are significantly inclined at the bottom of the new Dome Fuji drilling (Fujita, personal communication).

5 Conclusions and perspectives

In the present study, we modelled ice flow at Dome C and Dome Fuji with a 1-D mechanical model with an analytical velocity profile, taking into account variations in ice thickness and deducing the accumulation rate from the isotopic content of the ice. The poorly constrained parameters of these accumulation and mechanical models have been tuned so that the resulting chronologies of each deep drilling fit some given independent age markers. We confirmed that glacial accumulation rates in central Antarctica have been until now underestimated by the classical saturation vapour pressure relationship. We also show that at Dome C, there has been an excess of accumulation during the early Holocene that is not simply related to the isotopic content of the ice during this period. We reconstructed changes in surface and bedrock elevation, and we found, for both drilling sites, a LGM surface elevation $\sim 120$ m lower, and a LGM ice thickness $\sim 160$ m smaller than for the present. We inferred a value of $0.56 \pm 0.19$ mm/yr for basal melting at Dome C. Finally, we suggest that the profile of vertical velocity is
highly non-linear at both sites, which suggests complex ice flow effects, a consequence of the anisotropic behaviour of the ice and of the bedrock relief.

The accumulation reconstructions based on the isotopic content of the drilled ice now show their limit. An accurate estimate of past accumulation rates is indeed the basis for an accurate age scale, and new independent proxies are needed to improve ice core chronologies and interpretations at low accumulation sites.

A next step to improve the mechanical modelling is to take into account complex ice flow effects by using a local 3-D full-Stokes model. The use of such a model is, however, challenging in several respects. First, the heavy computation time makes it difficult to perform brute-force non-stationary ice flow simulations for the last hundreds of thousands of years. Only snapshots of the velocity field can be made. Second, the boundary conditions of such a 3-D model are not easy to determine: lateral conditions (velocity or stresses) or basal conditions (melting or sliding). Third, the mechanical behaviour of the ice depends upon its structural parameters (grain size and orientation), and is thus not homogeneous along an ice core (Durand et al., 2007\textsuperscript{10}). And fourth, the use of these models in conjunction with data (age markers and fabric data along the ice cores, surface elevation and velocity measurements, isochrone data, etc.) requires the development of complex identification methods.

Appendix A

On ice flow models

The velocity profile expressed in Eq. (1) with the $z$ coordinate, can also be expressed with the $\zeta$ coordinate as

$$u_\zeta (\zeta) = -\frac{1}{H} \left[ m + \left( a - \frac{\partial H}{\partial t} - m \right) \omega (\zeta) + \zeta \frac{\partial H}{\partial t} \right]. \quad (A1)$$

We should note at this stage that the formulations used in Salamatin et al. (2004) and Hondoh et al. (2004) are incomplete, because they remove the two terms depending on the temporal variations in $H$. These terms cancel when $\omega (\zeta) = \zeta$, i.e. in plug flow, but not when there is an internal deformation. The impact of this simplification on the age scale may however be small.

Writing $\mu = \frac{m}{a-m}$, we can show easily that the thinning function has an analytical expression if is constant with time (which happens in particular when there is no basal melting):

$$T (z) = \frac{\omega + \mu}{1 + \mu}, \quad (A2)$$

which simply reduces, when there is no basal melting, in $T (z) = \omega (\zeta)$.

The Lliboutry model in Eqs. (2) and (3) can be expressed in a different way:

$$\omega (\zeta) = \zeta - \frac{1-s}{p+1} (1-\zeta) \left[ 1 - (1-\zeta)^{p+1} \right]. \quad (A3)$$

Salamatin et al. (2004) and Hondoh et al. (2004) used this kind of formulation.

In the Dansgaard-Johnsen model, the flux-shape function is written as the sum of a sliding term and a deformation term like in Eq. (2), with the deformation term given:

$$\omega_D (\zeta) = k \left[ \frac{\zeta^2}{2\zeta_s} + \sigma \frac{\zeta_s}{(2\pi)^2} \cos \left( 2\pi \frac{\zeta}{\zeta_s} \right) \right] \text{ if } \zeta < \zeta_s.$$
\[ \omega_D(\zeta) = k \left( \zeta - \frac{\zeta_s}{2} \right) \text{ if } \zeta \geq \zeta_s \]  

(A4)

with \( \zeta_s = \frac{h}{H} \), \( k = \frac{1}{1 - \zeta_s/2} \) and \( \leq \sigma \leq \). The \( \sigma \) parameter takes into account the special flow conditions close to ice divides, where shear stresses are negligible, leading to the so-called Raymond bumps (Raymond, 1983). The shape function for the horizontal velocity profile is thus given by:

\[ \omega'_D(\zeta) = k \left[ \frac{\zeta}{\zeta_s} - \frac{\sigma}{2\pi} \sin \left( \frac{2\pi \zeta}{\zeta_s} \right) \right] \text{ if } \zeta < \zeta_s, \]

\[ \omega'_D(\zeta) = k \text{ if } \zeta \geq \zeta_s, \]  

(A5)

Note that although the \( \sigma \) parameter impacts the velocity profiles only in the bottom shear layer in this formulation, the Raymond bumps can be seen on the whole ice column (Conway et al., 1999). Raymond (1983) suggested a parabolic profile for \( \omega \) (that is to say for the horizontal velocity). This parabolic profile corresponds to an exponent \( p=0 \) in the Lliboutry model.

**Appendix B**

**Smooth modification of the accumulation to fit given age markers**

We have a modelled age scale \( A_M^M(d) \) that is a function of the depth \( d \). This modelled age is given by:

\[ A_M^M (d) = \int_0^d \frac{1}{Acc^M(z) T(z)} dz, \]  

(B1)

where \( Acc^M(d) \) is the modelled accumulation rate at depth \( d \) and \( T(d) \) is the modelled thinning function at depth \( d \).
We also have independent age markers $A_i$ for depths $d_1, ..., d_n$. We want to correct smoothly the accumulation record so that the ages at depth $d_1, ..., d_n$ agree with the age markers. For that, we define a correction coefficient $C(d)$ that is defined as a spline interpolant of $A_1/A_M(d_1), ..., A_n/A_M(d_n), 1$ for depths $d_0, d_1, ..., d_n$ (where $d_0$ and $d_n$ are the depths where we start and stop the accumulation correction). The spline is a cubic spline with conditions of null first derivative for depths $d_0$ and $d_n$, or null second derivative for $d_0$ if $d_0 = 0$. $C(d)$ is then equal to 1 for $d > d_n$ and $d < d_0$. This method ensures that $C(d)$ is continuous and derivable and that its derivative is continuous (i.e. $C$ is a $C^1$ function). Our corrected age scale $A_C(d)$ will be:

$$A_C(d) = A_M(d)xC(d)$$  \hspace{1cm} (B2)

Now $A_C(d)$ has to be defined by the following:

$$A_C(d) = \int_{0}^{d} \frac{1}{\text{Acc}^C(z)T(z)} \, dz,$$  \hspace{1cm} (B3)

with $\text{Acc}^C(d)$ being the corrected accumulation. Differentiating $A_M(d)$ and $A_C(d)$ leads to the following formula for the corrected accumulation:

$$\text{Acc}^C(d) = \left( \frac{C(d)}{\text{Acc}^M(d)} + A_M(d)C'(d)T(d) \right)^{-1}.$$  \hspace{1cm} (B4)

Because $C(d)$ is $C^1$, $\text{Acc}^C(d)$ will be continuous, i.e. the correction of the accumulation will be smooth.
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**Table 1.** Main characteristics of the Dome C and Dome Fuji drilling sites.

<table>
<thead>
<tr>
<th></th>
<th>Dome C</th>
<th>Dome Fuji</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location of drilling site</td>
<td>75°06′06.35″ S; 123°23′42.76″ E</td>
<td>77°19′ S; 39°40′ E</td>
</tr>
<tr>
<td>Surface elevation</td>
<td>3233 m a.s.l.</td>
<td>3810 m a.s.l.</td>
</tr>
<tr>
<td>Distance to the topographic dome</td>
<td>1.4 km</td>
<td>12 km</td>
</tr>
<tr>
<td>Ice thickness</td>
<td>3272.7 m</td>
<td>3028±15 m</td>
</tr>
<tr>
<td>Surface accumulation rate</td>
<td>2.84 cm-of-ice/yr</td>
<td>2.99 cm-of-ice/yr</td>
</tr>
<tr>
<td>Mean surface snow temperature</td>
<td>217.5 K</td>
<td>215.85 K</td>
</tr>
</tbody>
</table>
Table 2. Parameters of the simplified model of elevation variations for Dome C and Dome Fuji.

<table>
<thead>
<tr>
<th>site</th>
<th>B₀ (m)</th>
<th>k (m yr⁻¹)</th>
<th>kₕ (yr⁻¹)</th>
<th>kₛ (yr⁻¹)</th>
<th>kₜ</th>
<th>τₜ (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dome C</td>
<td>916.5</td>
<td>0.3917</td>
<td>6.114×10⁻⁴</td>
<td>−7.018×10⁻⁴</td>
<td>3.8</td>
<td>3000</td>
</tr>
<tr>
<td>Dome Fuji</td>
<td>1667</td>
<td>1.3945</td>
<td>8.292×10⁻⁴</td>
<td>−9.916×10⁻⁴</td>
<td>3.8</td>
<td>3000</td>
</tr>
</tbody>
</table>
Table 3. Age markers used to tune poorly-known glaciological parameters at Dome C. Depth refers to the official log depth.

<table>
<thead>
<tr>
<th>age marker</th>
<th>depth (m)</th>
<th>age (kyr b1950)</th>
<th>Used error bar (kyr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>El Chichon?</td>
<td>38.12</td>
<td>0.691</td>
<td>0.005</td>
</tr>
<tr>
<td>Be10/C14 a.m.</td>
<td>107.83</td>
<td>2.716</td>
<td>0.05</td>
</tr>
<tr>
<td>Be10/C14 a.m.</td>
<td>181.12</td>
<td>5.280</td>
<td>0.05</td>
</tr>
<tr>
<td>YD/Holocene (GICC05)</td>
<td>361.5</td>
<td>11.65</td>
<td>0.18</td>
</tr>
<tr>
<td>PB/BO (GICC05)</td>
<td>427.2</td>
<td>14.64</td>
<td>0.24</td>
</tr>
<tr>
<td>Be10 peak</td>
<td>740.08</td>
<td>41.2</td>
<td>1</td>
</tr>
<tr>
<td>Mt Berlin ash layer</td>
<td>1265.10</td>
<td>92.5</td>
<td>2</td>
</tr>
<tr>
<td>term. II</td>
<td>1698.91</td>
<td>130.1</td>
<td>2</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>1082.34</td>
<td>70.6</td>
<td>4</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>1484.59</td>
<td>109.4</td>
<td>4</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>1838.09</td>
<td>147.6</td>
<td>4</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>2019.73</td>
<td>185.3</td>
<td>4</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>2230.71</td>
<td>227.3</td>
<td>4</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>2387.95</td>
<td>270.4</td>
<td>4</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>2503.74</td>
<td>313.4</td>
<td>4</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>2620.23</td>
<td>352.4</td>
<td>4</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>2692.69</td>
<td>390.5</td>
<td>4</td>
</tr>
<tr>
<td>air content a.m.</td>
<td>2789.58</td>
<td>431.4</td>
<td>4</td>
</tr>
<tr>
<td>18Oatm</td>
<td>2995.7</td>
<td>578.7</td>
<td>6</td>
</tr>
<tr>
<td>18Oatm</td>
<td>3031.65</td>
<td>620.9</td>
<td>6</td>
</tr>
<tr>
<td>B-M reversal</td>
<td>3165</td>
<td>785</td>
<td>20</td>
</tr>
</tbody>
</table>
Table 4. Age markers used to tune poorly-known glaciological parameters at Dome Fuji. Depth refers to the official log depth.

<table>
<thead>
<tr>
<th>age marker</th>
<th>depth (m)</th>
<th>age (kyr b1950)</th>
<th>Used error bar (kyr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACR-Holocene transition</td>
<td>371.0</td>
<td>12390</td>
<td>0.4</td>
</tr>
<tr>
<td>Be10 peak</td>
<td>791</td>
<td>41.2</td>
<td>1</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>1261.93</td>
<td>81.85</td>
<td>4</td>
</tr>
<tr>
<td>Mt Berlin ash layer</td>
<td>1361.89</td>
<td>92.5</td>
<td>2</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>1518.65</td>
<td>106.15</td>
<td>2</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>1699.44</td>
<td>126.35</td>
<td>2.4</td>
</tr>
<tr>
<td>term. II</td>
<td>1764.5</td>
<td>130.1</td>
<td>2</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>1900.96</td>
<td>150.25</td>
<td>4</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>2014.86</td>
<td>176.25</td>
<td>5.6</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>2103.27</td>
<td>197.25</td>
<td>4.2</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>2203.28</td>
<td>221.15</td>
<td>2</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>2267.21</td>
<td>240.55</td>
<td>2.2</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>2345.4</td>
<td>268.05</td>
<td>2</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>2389.38</td>
<td>290.85</td>
<td>1.4</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>2438.38</td>
<td>313.15</td>
<td>1.6</td>
</tr>
<tr>
<td>O2/N2 a.m.</td>
<td>2488.03</td>
<td>334.85</td>
<td>4</td>
</tr>
</tbody>
</table>
Fig. 1. Comparison of ice thickness variations from the 3-D thermo-mechanical model and from the simple 1-D model, at Dome C (top) and at Dome Fuji (bottom).
Fig. 2. Densities of probably for the poorly-known parameters of the glaciological dating model as reconstructed from the inverse method. Left column: Dome C. Right column: Dome Fuji.
Fig. 3. Accumulation rates for the top part of the Dome C ice core, inferred from the accumulation model, or corrected in order to fit with the age markers.
Fig. 4. Vertical velocity of ice at surface (top), variations in ice thickness (middle) and variations in surface elevation (bottom) simulated by the simplified elevation models applied for Dome C and Dome Fuji sites.
Fig. 5. Total thinning function in the deep drilling at Dome C (left) and Dome Fuji (right).
Fig. 6. Annual layer thickness at Dome C (left) and Dome Fuji (right).