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Abstract. We have used vector measurements of the electron drift velocity made by the Electron Drift Instrument (EDI) on Cluster between February 2001 and March 2006 to derive statistical maps of the high-latitude plasma convection. The EDI measurements, obtained at geocentric distances between ∼4 and ∼20 R_E over both hemispheres, are mapped into the polar ionosphere, and sorted according to the clock-angle of the interplanetary magnetic field (IMF), measured at ACE and propagated to Earth, using best estimates of the orientation of the IMF variations. Only intervals of stable IMF are used, based on the magnitude of a “bias-vector” constructed from 30-min averages. The resulting data set consists of a total of 5862 h of EDI data. Contour maps of the electric potential in the polar ionosphere are subsequently derived from the mapped and averaged ionospheric drift vectors. Comparison with published statistical results based on Super Dual Auroral Radar Network (SuperDARN) radar and low-altitude satellite measurements shows excellent agreement between the average convection patterns, and in particular the lack of mirror-symmetry between the effects of positive and negative IMF B_y, the appearance of a duskward flow component for strongly southward IMF, and the general weakening of the average flows and potentials for northerly IMF directions. This agreement lends credence to the validity of the assumption underlying the mapping of the EDI data, namely that magnetic field lines are equipotentials. For strongly northward IMF the mapped EDI data show the clear emergence of two counter-rotating lobe cells with a channel of sunward flow between them. The total potential drops across the polar caps obtained from the mapped EDI data are intermediate between the radar and the low-altitude satellite results.
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1 Introduction

Solar wind-magnetosphere interaction leads to a large-scale internal convection of magnetospheric plasma and magnetic flux that extends all the way down to the ionosphere. The reconnection hypothesis of Dungey (1961) explains the dependence of the basic convection pattern on the orientation of the interplanetary magnetic field (IMF) carried by the solar wind. For southward IMF, reconnection occurs on the dayside magnetopause with closed magnetospheric field lines. Once interconnected, open magnetic flux tubes are carried by the solar wind over the poles downstream, penetrating deeper and deeper into the magnetotail, where they eventually reconnect again to form closed field lines that are convected sunward past the Earth. In the high-latitude ionosphere the result is the familiar two-cell pattern, with anti-sunward flow over the polar caps returning to the dayside via the dawn and dusk flanks. A small fraction of the anti-sunward flow may occur on closed magnetic field lines as a result of quasiviscous interaction at the magnetopause (Axford and Hines, 1961). The potential difference – the polar cap potential – may be more than 100 kV during periods of strongly southward IMF. The twin-cell flow exhibits a number of dawn-dusk asymmetries that are oppositely directed in the Northern and Southern Hemispheres and whose sense depends on the IMF B_y component. This effect can be understood (e.g., Cowley and Lockwood, 1992) in terms of the tension exerted on newly reconnected field lines in the presence of an IMF.
By, as observed in situ by Gosling et al. (1990). This leads to asymmetrical additions of open magnetic flux tubes to the tail lobes. For northward IMF, reconnection moves from the dayside to the region tailward of the cusps, where interplanetary field lines now reconnect with polar cap field lines that were already open (Dungey, 1963; Russell, 1972). The result is a three- or four-cell pattern depending on IMF By, with weak sunward convection over part of the polar cap. Discussions of the convection patterns as a function of the IMF are given, for example, in Cowley (1982); Reiff and Burch (1985); Cowley and Lockwood (1992); Lockwood and Moen (1999).

Most of our knowledge of polar cap plasma convection comes from low-altitude satellite measurements and empirical models derived from them (e.g., Heppner, 1972; Heppner and Maynard, 1987; Rich and Hairston, 1994; Weimer, 1995; Papitashvili and Rich, 2002; Weimer, 2005), and from ground-based observations with radars (e.g., Greenwald et al., 1995a; Ruohoniemi and Baker, 1998; Ruohoniemi and Greenwald, 2005) and magnetometers (e.g., Kamide et al., 1981; Richmond and Kamide, 1988). Measuring the state of plasma convection in the polar cap is challenging and the various techniques have different limitations and strengths. Low-altitude satellite measurements of the drift velocity provide the most direct access, but only along the satellite’s orbit. Full coverage of the polar cap therefore requires suitable orbits and the assembly of a data base using a large number of passes. In the case of radar based measurements, such as those from the Super Dual Auroral Radar Network (SuperDARN), the strengths include nearly instantaneous spatial coverage, while on the other hand the measurements can be limited by the absence of a backscattered signal, the restriction to line-of-sight measurements, and limited coverage near the poles and in the Southern Hemisphere. Estimation of the ionospheric electric field from ground based magnetometers requires knowledge of the ionospheric conductivity, which is not easy to obtain.

In this and an accompanying paper (Förster et al., 2007\textsuperscript{1}), we present results from a statistical study of high-latitude convection based on measurements by the Electron Drift Instrument (EDI) on Cluster. EDI directly measures the full two-dimensional drift velocity perpendicular to the magnetic field with high accuracy. The Cluster spacecraft, due to their 90° inclination orbits, completely cover both polar caps twice per year. Cluster measurements are, however, obtained at large distances from the ionosphere. Any comparison with ionospheric convection maps thus requires mapping of the EDI measurements to ionospheric altitudes, which is valid procedure only if the magnetic field lines threading the Cluster location are equipotentials.

Results from EDI obtained during 20 polar cap passes under varying IMF conditions were already reported earlier (Vaith et al., 2004). Some preliminary statistical maps of polar ionospheric convection from a limited EDI dataset were presented in Förster et al. (2006). For a limited time period (July through October 2001), EDI convection measurements in the tail lobe at distances between 5 and 15 RE downtail were published by Noda et al. (2003). Complementary papers on the plasma convection measured by EDI in the inner magnetosphere have been published by Matsui et al. (2004, 2005).

In the present paper we first discuss the data selection and analysis methods, before presenting the results in terms of polar maps of the convection velocities and electric potentials, sorted according to the direction of the IMF as measured on the Advanced Composition Explorer (ACE). In the accompanying paper (Förster et al., 2007\textsuperscript{1}) we explore the effects of other sortings of the EDI data, and discuss the variability of the convection velocities.

2 The data

2.1 Cluster EDI data

Cluster is a European Space Agency (ESA) project comprising four identical satellites flying in close formation around the Earth. Cluster has a nearly 90° inclination elliptical polar orbit, with perigee at around 4 RE and apogee around 20 RE geocentric distance, and an orbital period of approximately 57 h. Details about the Cluster mission can be found in Escoubet et al. (1997).

Measurements of the plasma convection (or drift) velocity were obtained with the Electron Drift Instrument (EDI). The basis of the electron-drift technique is the injection of two weak beams of electrons and their detection after one or more gyulations in the ambient magnetic field. Because of their cycloidal motion, beam electrons can return to the associated detectors only when fired in directions uniquely determined by the magnitude and direction of the plasma drift velocity. Successful operation therefore requires continuous tracking of those directions. The drift velocity is computed either from the direction of the beams (via triangulation) or from the difference in their times-of-flight. The EDI technique, hardware, operation, and data analysis method have been described in detail in earlier publications (Paschmann et al., 1997, 2001; Quinn et al., 2001).

An important advantage of EDI for high-latitude convection measurements is its immunity from wake effects that can interfere with the double-probe measurements under conditions of low plasma density that often occur over the polar cap. Furthermore, EDI measures the entire vector drift velocity, which is equivalent to the transverse electric field when gradient drift effects are small, as is the case here. The E-field thus include any component along the spacecraft spin axis, while the Electric Field and Wave Experiment (EFW), which is based on the double-probe technique, measures the electric
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field only in the spin-plane. The suitability of EDI for polar cap convection measurements has been demonstrated in a recent publication (Eriksson et al., 2006) that compares EDI and EFW measurements for a number of different ambient conditions. The large magnetic fields encountered by Cluster over the polar caps also imply that the drift velocity was mostly obtained with the triangulation technique, which due to its purely geometrical nature is intrinsically very accurate.

EDI data have been processed down to 1-s resolution, but for the purpose of this paper we have used 1-min averages. The expansion of the flux tube diameters with altitude and the slow orbital motion at high altitude means that even 1-min resolution measurements translate into excellent spatial resolution when mapped into the ionosphere. Over the central polar cap the Cluster spacecraft speed is 3–4 km s\(^{-1}\). Measurements with 1-min cadence, taken at a position where the field is 100 nT, are only of order 10 km apart when mapped into the ionosphere.

EDI measurements are available for Cluster spacecraft 1 and 3 throughout the entire period discussed here, and until April 2004 for spacecraft 2. No EDI measurements are available from spacecraft 4. Operational constraints limit the availability of EDI data. The EDI electron beams, which are amplitude-modulated to enable time-of-flight measurements, can interfere with the wave measurements on Cluster. EDI is therefore operated with a duty-cycle that has been negotiated with the other experiments on Cluster. These restrictions primarily affect regions of low magnetic fields.

### 2.2 Solar wind and auxiliary data

Interplanetary magnetic field (IMF) and solar wind plasma data are taken from the ACE magnetic field instrument MAG (Smith et al., 1998) at 16 s resolution and the solar wind instrument SWEPAM (McComas et al., 1998) at 64 s resolution. MAG and SWEPAM data are resampled to one minute time resolution, thereafter time shifted to represent the IMF conditions at the frontside magnetopause, as described below.

The T2001 magnetic field model (Tsuganenko, 2002a,b) that we use for mapping requires the \(D_{st}\) (Disturbed Storm Time) index as an input parameter. \(D_{st}\) is provided as hourly averages by the World Data Center A (WDCA), at Kyoto University, Japan. The \(D_{st}\) index has been resampled and interpolated to one minute timetags of the Cluster EDI data.

#### 2.3 Data coverage

When dealing with statistics over a 5 year period, there inevitably are periods where one or more of the data sources suffer from data gaps. In addition to gaps in the EDI measurements, gaps also occur in the solar wind data. Other data we use, e.g., the \(D_{st}\) index, have nearly 100% coverage, and do not affect the overall coverage. We have dealt with data gaps in the following way:

Data gaps in the ACE measurements with duration shorter than 10 min are linearly interpolated. For gaps longer than 10 min, the solar wind conditions required for mapping cannot be established with reasonable confidence, and no further processing of the EDI data is done. Since the solar wind history is an input parameter of the T2001 magnetic field model used to map the EDI data to ionospheric altitudes, some attention is still needed: The G1 and G2 factors of the T2001 model are based on the preceding 1 h history of the solar wind. If there is a gap within this period, the G1 and G2 factors are simply based on fewer samples. In the extreme case where the full preceding hour of data is missing, the G1 and G2 factors are both set to zero. This is legitimate since the G1 and G2 factors do not have a significant impact on the mapping for the regions covered by our study.

During the 62 months (\(\simeq 45\,000\,h\)) we have included in our study, approximately 37,000 h of ACE data were available after using the described interpolation scheme. Of these, slightly more than 22,000 h satisfy our IMF stability criteria (see below). High-quality EDI data from Cluster SC1, SC2 and SC3 are available within the polar magnetosphere (at magnetic latitudes \(\geq 58^\circ\)) for a total of 5862 h. The details are given in Table 1.

IEE measurements are taken from geocentric distances between \(\sim 4\) and \(\sim 20\,R_E\). The upper panel of Fig. 1 shows the altitude distribution of the EDI data used in this study. The sharp drop in coverage beyond \(8\,R_E\) is due to the limited operation in weak magnetic fields noted earlier. The bottom plot in Fig. 1 shows the distribution of IMF clock angles.

### 3 Method

The processing chain runs as follows: First, the solar wind data from the ACE spacecraft is shifted to represent the conditions near Earth’s dayside magnetopause. Auxiliary parameters such as dynamic pressure as well as the G1 and G2
parameters, needed for the mapping procedure, are also calculated. The output of this process is a data set with time shifted solar wind data. Next, the time shifted solar wind information is filtered to remove periods where the IMF conditions are considered too variable for establishing a well-defined magnetospheric response. This process creates a subset of the original solar wind data in which the IMF directions are reasonably stable within a 30 min period. Only about 50% of the solar wind data remain after this step. Finally, EDI convection measurements are mapped from the Cluster orbit into the ionosphere at 400 km altitude. In the next sections, we describe each of these steps in detail.

### 3.1 Solar wind propagation

Since the solar wind data used in our study is taken from the ACE spacecraft orbiting the L1 libration point, these measurements have to be time shifted to be representative for the condition at the subsolar magnetopause, assumed to be 10 $R_E$ upstream of the Earth. The standard approach used by many researchers has been to compute this time delay simply as $x/V_s$, where $V_s$ and $x$ are the solar wind speed and distance from the Earth, respectively.

![Altitude distribution](image1)

**Fig. 1.** Top panel: distribution of the EDI measurements versus geocentric radial distance. Most of the EDI measurements are taken at distances between 4 and 8 $R_E$. The drop-off beyond 8 $R_E$ is due to constraints on EDI operations to avoid interference with the wave experiment onboard Cluster. Bottom panel: distribution of the IMF clock-angle for the EDI measurements used in this study. The two peaks represent the average IMF directions along the Parker spiral.

![Sector Distribution](image2)

**Fig. 2.** Determination of solar wind propagation delay. The real position of the solar wind monitor, $r_{ACE}$, as well as the orientation of the phase front, $n$, are taken into account.

A problem with this method is that the IMF variations appear to occur along surfaces, referred to as "phase fronts", that can be tilted at arbitrary angles with respect to the solar wind velocity. Figure 2 schematically illustrates the effect this can have on the propagation. According to this figure the tilt has no effect on the propagation delay as long as it is 90° or the IMF monitor and the target are connected by a solar wind stream line. As the ACE orbit has large excursions (up to $\pm 40 R_E$) in GSE-y and up to $\pm 20 R_E$ in z, while the target is at $(y, z)=0$, such alignment never occurs, and the effect from such tilts can therefore be quite large. This has been demonstrated by Weimer et al. (2002), using the ACE spacecraft and a few near-Earth satellites as "targets". In a subsequent paper, Weimer et al. (2003) calculated the orientation of the “phase fronts” from a running minimum variance analysis (MVAB) of the IMF and found that this gave propagation delays in reasonable agreement with observations at the target spacecraft. In our study, we have used a slightly corrected method (Haaland et al., 2006) that is based on a constrained MVAB, referred to as MVAB-0. Following Weimer et al. (2003), we first apply the variance analysis to an approximately 8-min interval. If the variance analysis fails, i.e., the ratio between the two non-zero eigenvalues is small, a longer time interval of approximately 24 min is chosen and the analysis repeated. If neither interval gives a reliable normal, the previous valid orientation is kept.

From the illustration in Fig. 2 it is apparent that phase front orientations that are almost aligned with the solar wind can give very large time delays. Weimer et al. (2003) required that the phase front normal should not deviate more than 70° from the Sun-Earth line. If this limit was exceeded, the previous valid phase front normal was used. We replaced this condition by one where the 70° limit was applied to the angle between the normal and the solar wind velocity, because the solar wind velocity can deviate substantially from the Sun-Earth line. Finally, for delay times exceeding 165 min, the previous valid delay time is kept.
3.2 IMF stability

Even with the above method to shift the IMF information, there will still be some uncertainties in the time delay calculation. It also takes some time before magnetospheric convection responds to changes in the external conditions. To be reasonably certain that the IMF conditions were stable enough, we defined a stability criterion, the principle of which is illustrated in Fig. 3. The top part shows, for the simple case of just three IMF vectors in the GSM-YZ plane, how the bias vector is constructed. Each vector is first normalized to 1, thereafter, the vectors are added together, and finally divided by 3 to yield the average. The average vector is referred to as the “bias vector”. The angle, \( \theta \), between the bias vector and the GSM-Z axis defines the clock angle, and its magnitude is a measure of the stability of that clock angle. If the IMF direction were perfectly stable, i.e., the three \( B_i \) vectors in the example were parallel, the bias vector, \( b \), would have unit length. Any variation in direction between the individual \( B_i \) vectors leads to a bias vector length less than unity; the larger the spread, the smaller the length.

For this study, the bias vector was constructed by averaging over a time interval starting 20 min before and ending 10 min after the time of an EDI measurement. Since the time resolution used is 1 min, the bias vector is thus based on 30 individual \( B_i \) vectors. The asymmetric time interval takes into account any uncertainty in the solar wind propagation and an additional 10 min needed to set up the convection (e.g., Ridley et al., 1998).

With the chosen 30 min interval, a linear variation in the IMF clock angle of approximately \( \pm 27^\circ \) gives a bias vector length 0.96. Time periods when the bias vector length is below this threshold are considered “unstable”, and excluded from this study. The threshold of 0.96 may seem arbitrary, but was selected after some experimentation, and is a compromise that gives reasonable stability filtering, but still leaves enough data records for the statistics. With this threshold, the IMF is classified as “stable” about 50% of the time.

As an illustration, the bottom panel of Fig. 3 shows an example of IMF clock angle variations, and the corresponding bias vector length. Panel (a) shows the time shifted 1 min resolution IMF \( B_y \) and \( B_z \) components. Panel (b) shows the corresponding clock angle, smoothed by the averaging process. Panel (c) shows the bias vector length. The rapid IMF variations around 15:00–16:00 UT, and after 21:00 UT, lead to bias vector lengths below the 0.96 threshold, whereas the slow rotation between 16:00 and 21:00 does not cause the bias vector length to drop below the threshold.

When looking at the IMF dependence, we sort our results into 8 IMF clock-angle sectors, each 45° wide, where the average IMF angle (\( \theta \) in the upper right of Fig. 3) defines the IMF clock angle.
of 50 km was found to be a reasonable compromise between uncertainties and distortion in the mapping.

The mapped vectors are binned and averaged in 784 bins with $2^\circ$ width in latitude and variable longitudinal width such that the bin area is constant, $\approx 5 \times 10^4$ km$^2$, projected to the Earth’s surface. Depending on the intended use, we use either Solar Magnetospheric (SM) or Altitude Adjusted Corrected Geomagnetic (AACGM) coordinates (e.g., Weimer, 2005, Appendix A). Mapped vectors with magnitude larger than 5 km s$^{-1}$ can safely be considered as outliers. To avoid contamination from measurements obtained outside the magnetopause, only measurements at least 2 $R_E$ earthward (along the Earth-Spacecraft line) of the Shue et al. (1997) model magnetopause are retained.

3.4 Convection velocity maps

Figure 5 shows the output of this procedure, separately for the Northern and Southern Hemispheres, based on the full data set, i.e., without IMF direction sorting. The two maps at the top show the convection velocities above 58° latitude in (non-rotating) solar-magnetic (SM) coordinates. The two-cell pattern is evident, and so is the effect of co-rotation at low latitudes, enhancing the convection on the dawn side, but reducing it on the dusk side. The velocity vectors are color coded with the number of samples per bin, demonstrating the excellent coverage of both hemispheres, particularly at high latitudes. A minimum of three samples per bin was required for these maps.

The figure also shows the coverage during Northern Hemisphere summer and winter. Due to the Cluster orbit precession, the coverage at latitudes below about 74° is correlated with season, which might affect the statistics at low latitudes. By the same token our data set is not suited for the study of seasonal effects, except near the central polar cap.

By sorting the Northern Hemisphere velocity data according to the IMF clock-angle, one obtains the maps shown in Fig. 6. The color of the vectors indicates the number of mapped EDI vectors used to calculate the average. While the full dataset shown in the top left of Fig. 5 has now been divided into 8 subsets, the coverage is still quite good: above 74° latitude, almost all grid points are filled and some of the grid points contain several hundred individual mapped EDI vectors. At lower latitudes, the coverage is sparier, and some of the grid points have less than three measurements or none at all. Since on average the IMF is oriented along the Parker spiral in the GSE-XY plane, the coverage is highest for IMF sectors 2 and 6, corresponding to $B_z+$ and $B_z-$, respectively, and lowest for sectors 0 (pure northward IMF, $B_z+=0$) and 4 (pure southward IMF, $B_z--$), as was already evident from the lower panel of Fig. 1.

Figure 6 shows some of the well-known patterns, in particular the anti-sunward convection across the central polar cap, return flows at lower latitudes, and the skewing of the convection caused by IMF $B_y$ (sectors 2 and 6), but other features are difficult to discern from this format.

3.5 Electric potentials

The most useful representation of the global convection results is in terms of the electric potential distribution, $\Phi$. The potential is related to the convection through the relation:

$$E = -\nabla \times B = -\nabla \Phi$$

(1)

In this paper, we have applied a technique similar to that used for mapping the SuperDARN HF radar observations into global convection maps as described in Ruohoniemi and Baker (1998), which was later refined in a paper by Shepherd and Ruohoniemi (2000). In contrast to the SuperDARN scheme with their one dimensional line-of-sight measurements at the majority of the grid points, the mapped EDI drift velocities are available as full vectors. Only grid points containing more than three mapped EDI drift vectors are considered.

The mapped and averaged drift vector pattern is fitted to an electric potential, $\Phi$, by minimizing the quantity $\chi^2$ given by

$$\chi^2 = \sum_{i=1}^{N} | E_i - \nabla \Phi |^2$$

(2)

where the electric field vector $E_i$, obtained as averages of the cross products between the mapped convection vectors.
Fig. 5. Top: EDI convection velocities, measured from February 2001 through March 2006, mapped into the ionosphere at latitudes above 58° in SM coordinates for the Northern (left) and Southern (right) Hemispheres. The vectors emanating from the bin centers show the convection velocities, scaled as shown by the arrow in the upper right part. The color of the vectors indicates the number of mapped EDI vectors used to form the average in each bin. Middle: convection velocities and coverage for Northern Hemisphere summer (June to August). Bottom: same for Northern Hemisphere winter (December–February).

and the local ionospheric magnetic field (see Eq. 1), is taken at each grid point containing at least three individual EDI vectors. Basically, one expands the potential as a function of magnetic co-latitude and magnetic local time MLT (here
Fig. 6. Convection velocities for the Northern Hemisphere for each of the 8 IMF sectors, mapped into a 784 bin equal-area grid in SM coordinates in the ionosphere. The solid circles mark those grid points where at least three mapped EDI vectors were available for averaging. The number of samples per bin is indicated by the color code. The thin lines emanating from the grid points indicate the convection velocities. Latitude circles are shown at 58°, 66°, 74°, and 82°.

represented by the azimuthal angle $\phi$) in terms of spherical harmonic functions:

$$
\Phi(\theta, \phi) = \sum_{l=0}^{L} A_{l0} P_l^0(\cos \theta) + \sum_{l=0}^{L} \sum_{m=0}^{l} (A_{lm} \cos m\phi + B_{lm} \sin m\phi) P_l^m(\cos \theta)
$$

(3)

where $P_l^m$ are the associated Legendre polynomials and $A_{lm}, B_{lm}$ are the real-valued coefficients determined by the eigenvalues (singular values) of the $N \times K$ matrix, with $N$ being the number of grid points, and $K$ the number of coefficients. The spatial resolution is determined by the order $L$ and the degree (running index $m$) of the associated Legendre polynomials. In case of equal order and degree of the expansion, like in our study, the number of coefficients is $K=(L+1)^2$. In accordance with Ruohoniemi and Greenwald (2005), we used $L=8$ throughout this paper. Prior to the expansion, the magnetic latitude $\lambda_i$ of each grid point is transformed into an effective co-latitude $\theta_i$ as:
\[ \theta_i = \frac{\pi/2 - |\lambda_i|}{\pi/2 - \Lambda_0} \cdot \pi \]

where \( \Lambda_0 \) is the magnetic latitude of the equatorward boundary of our circular grid at 58°. The effective colatitude extends over the whole sphere and guarantees an optimal spatial resolution as well as a stable solution.

An absolute potential is obtained by defining a zero-level at the equatorward boundary, \( \Lambda_0 \), of the convection zone. In this study, we have adapted a modified boundary – the Heppner-Maynard Boundary (HMB) – originally proposed by Heppner and Maynard (1987), which takes into account that the convection boundary is typically located at higher latitudes on the dayside. Following Ruohoniemi and Greenwald (2005), we use different boundaries for the different IMF sectors whose latitudes at local midnight are listed in Table 2. Drift vectors at grid points equatorward of the HMB are padded with zero velocities, which has no significant effect as the velocities at these subauroral latitudes are very small anyway.

### 4 Potential distributions

Figures 7 and 8 show the derived potential maps for the Northern and Southern Hemisphere, respectively, as a function of the interplanetary magnetic field orientation. For ease of comparison with groundbased studies, we have used the co-rotating AACGM coordinate system in these figures. The Southern Hemisphere maps are almost identical with the Northern Hemisphere maps, once one switches the sign of \( B_y \). We therefore discuss the two together.

For strongly southward IMF (Sector 4) there is the familiar two-cell convection pattern, with strong anti-sunward convection over the poles. In the Northern Hemisphere, the addition of a positive IMF \( B_y \) component (Sector 3) skews the convection cells so that a duskward component appears. This is the effect, noted in Sect. 1, introduced by the asymmetrical addition of open flux to the tail lobes caused by dayside reconnection in the presence of an IMF \( B_y \). In this framework, one would expect the opposite effect in the case of a negative IMF \( B_y \) (Sector 5), i.e., a dawnward flow component. But this is not what is observed. Instead the flow is more nearly anti-sunward over the central polar cap. However, the line joining the cell-centers in Sector 5 does have a slope that has the opposite sign of that in Sector 3, although not the same magnitude. For the Southern Hemisphere (Fig. 8) the story is the same, once the sign of \( B_y \) is reversed and Sectors 3 and 5 exchanged.

When the IMF is essentially in the positive or negative \( y \)-direction (Sectors 2 and 6, respectively), the appearance of one crescent-shaped and one rounded cell is evident. For the Northern Hemisphere, the skewing of the cells is again stronger for positive IMF \( B_y \), for the Southern Hemisphere the same is true for negative \( B_y \).

### Table 2. Reference latitude of the Heppner-Maynard boundary (HMB) for each of the 8 IMF sectors. The HMB is characterized here by its magnetic latitude \( \Lambda^{HMB}_0 \) at midnight. The different HMB extensions are congruent in shape; they are circular on the nightside but withdraw to higher latitudes on the dayside.

<table>
<thead>
<tr>
<th>Sector</th>
<th>IMF orientation</th>
<th>( \Lambda^{HMB}_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( B_z^+ )</td>
<td>65°</td>
</tr>
<tr>
<td>1</td>
<td>( B_z^+/B_y^+ )</td>
<td>62°</td>
</tr>
<tr>
<td>2</td>
<td>( B_y^+ )</td>
<td>58°</td>
</tr>
<tr>
<td>3</td>
<td>( B_z^-/B_y^+ )</td>
<td>56°</td>
</tr>
<tr>
<td>4</td>
<td>( B_z^- )</td>
<td>54°</td>
</tr>
<tr>
<td>5</td>
<td>( B_z^-/B_y^- )</td>
<td>56°</td>
</tr>
<tr>
<td>6</td>
<td>( B_y^- )</td>
<td>58°</td>
</tr>
<tr>
<td>7</td>
<td>( B_z^+/B_y^- )</td>
<td>62°</td>
</tr>
</tbody>
</table>

This lack of mirror symmetry in the potential patterns for positive and negative IMF \( B_y \) had already been noticed in early electric field observations (Heppner, 1972). Atkinson and Hutchison (1978) showed that the day-night conductivity decrease across the terminator in the E-region ionosphere could result in a deflection of the anti-sunward flow on the nightside of the polar cap towards dusk. This flow deflection should then be visible also in the case of strongly southward IMF, and in fact Figs. 7 and 8 indeed show such a deflection in Sector 4. The idea that it is the non-uniformity of the ionospheric conductivity that causes the breaking of the mirror-symmetry has been confirmed by Tanaka (2001), based on a numerical MHD simulation that includes the ionosphere in a self-consistent way.

The features just discussed are clearly evident also in previous statistical studies (Rich and Hairston, 1994; Weimer, 1995; Ruohoniemi and Greenwald, 1996; Papitashvili and Rich, 2002; Weimer, 2005; Ruohoniemi and Greenwald, 2005), in particular the slight skewing for strongly southward IMF, and the lack of mirror-symmetry for positive and negative \( B_y \), which was also very prominent in the empirical model by Heppner and Maynard (1987). All these studies also show a trend, first noticed by Ruohoniemi and Greenwald (2005), that is quite clear in Figs. 7 and 8, namely a counter-clockwise rotation of the line joining the cell-centers, as the IMF rotates from Sector 1 through Sector 7.

For northward IMF (Sector 0), the large scale average convection is weak, as evidenced by the much larger spacing of the contours. On the nightside, anti-sunward convection still prevails. But on the dayside, two more cells appear at high magnetic latitudes (centered at ~83°), with sunward flow between them. Closer examination reveals that this feature is most prominent for clock angles very close to 0°, i.e., little or no IMF By component. From higher resolution plots (not shown), the potential difference between the two cells is ~14 kV and ~12 kV in the Northern and Southern Hemispheres, respectively. The creation of two counter-rotating...
convection cells (often referred to as “lobe-cells”) through reconnection of already open polar cap field lines with a strongly northward IMF, resulting in a channel of sunward flow in between them, has been predicted by Burke et al. (1979) and Reiff and Burch (1985), and discussed in Cowley and Lockwood (1992); Hill (1994); Reiff and Heelis (1994); Greenwald et al. (1995b). But as far as we know, the resulting four-cell pattern has never been observed this clearly in statistical convection maps. Figure 2 of Weimer (2005) shows a third cell quite clearly for northward IMF, and a fourth cell ever so weakly. Some sunward flow also begins to appear in the maps of Ruohoniemi and Greenwald (2005) for northward IMF, but not in the form of one or two well-defined cells.

For northward IMF combined with a positive or negative $B_y$ component (Sectors 1 and 7, respectively), the prediction is for just one extra cell wholly on open field lines (e.g., Reiff and Burch, 1985), but this is not apparent in our data.
Fig. 8. Same as Fig. 7, but for the Southern Hemisphere.

A quantitative measure of the convection is the total cross polar cap potential drop as a function of the IMF clock-angle. The derivation of these numbers is straightforward for situations with only a single maximum and minimum, but less so if there are more than one each. In those cases (such as Sector 0 in the figures) we have just subtracted the smallest minimum from the largest maximum, which both can be read-off from Figs. 7 and 8. In Table 3 we list our values for both hemispheres, and those from Papitashvili and Rich (2002), Ruohoniemi and Greenwald (2005), and Weimer (2005) for the Northern Hemisphere only. As Papitashvili and Rich (2002) separate their results according to season, we show the average. Similarly, we also show the average for Ruohoniemi and Greenwald (2005), who separate their results according to the magnitude of the IMF. The results from Weimer (2005) are for a fixed solar wind velocity of 450 km s\(^{-1}\) and a solar wind density of 4.0 cm\(^{-3}\), both slightly higher than the corresponding median values of our solar wind data set. Figure 9 shows a plot of the potentials for the Northern Hemisphere listed in Table 3.

Comparison of our numbers for the Northern and Southern Hemispheres shows excellent agreement. Our numbers are somewhat larger than those from Ruohoniemi and Greenwald (2005), but smaller than those of Papitashvili and
Rich (2002) and especially those from Weimer (2005). For strongly southward IMF, the spread is between 48 kV (Ruohoniemi and Greenwald, 2005), 62 kV (this work), 82 kV (Papitashvili and Rich, 2002) and 102 kV (Weimer, 2005). When considering these differences, one has to remember that they are based on data sets that differ in the underlying measurement techniques, data coverage, the method to derive the potentials distributions, and the epoch the data were taken.

The results of Weimer (2005) are based on double probe measurements from 300–1000 km altitude from the Dynamics Explorer (DE-2) satellite, collected during the period August 1981–March 1983, corresponding to a declining phase of the solar cycle. (As our data were also collected during a declining solar cycle phase, the difference between Weimer (2005) and our results thus cannot be attributed to solar cycle effects). Papitashvili and Rich (2002) used ion drift measurements from ≥840 km altitude from the Defence Meteorological Satellite Program (DMSP), collected during the period 1987–2001. This dataset thus spans more than a complete eleven-year solar cycle. The SuperDARN results of Ruohoniemi and Greenwald (2005), are based on measurements from 1998–2002.

The various studies also differ significantly in the time-resolution of the IMF data that is used, in the way the IMF propagation delay is being determined, and what criterion, if any, for IMF stability was applied. As a result one can expect different degrees of smearing of the patterns in space, which will directly affect the absolute magnitudes. It is also important to remember that the high-latitude convection is not completely determined by dayside coupling, as expressed by the concurrent direction of the IMF, but also by processes in the magnetotail which are not related one-to-one with the concurrent IMF (e.g., Cowley and Lockwood, 1992). A good example for such temporal effects not directly related to the IMF, are the brief dropout in the convection velocity reported by Vaithe et al. (2004) that appear to be associated with intervals of large substorm activity. Thus the various statistical surveys might have been affected by different numbers of events in the magnetotail that can appear randomly in any one clock-angle sector.

Another feature one notices when comparing the numbers in Table 3 is the tendency, in all four Northern Hemisphere columns, for the Northern Hemisphere potentials to be larger for positive By, i.e., the potential drops in Sector 1 exceeding that in Sector 7, the same for Sector 2 vs. Sector 6, and Sector 3 vs. Sector 5, which to our knowledge has not been discussed before. This looks like another illustration of the lack of mirror-symmetry for positive and negative IMF By. For the Southern Hemisphere the opposite relationship would be expected, with the negative By sectors having larger potential drops. Our number for the Southern Hemisphere, however, do not confirm this trend. We presently have no explanation for this difference between Northern and Southern Hemisphere.

The observed good agreement between the mapped EDI data and the ground-based or low-altitude measurements, lends credence to the validity of the assumption underlying the mapping, namely that the field lines are equipotentials, at least most of the time. As shown by Baker et al. (2004) for a single event interval, the degree of consistency between EDI and SuperDARN measurements can, however, be quite variable.

---

### Table 3. Polar cap potentials compared with SuperDARN radar observations (Ruohoniemi and Greenwald, 2005) and a semiempirical model based on measurements from the Dynamics Explorer 2 spacecraft (Weimer, 2005).

<table>
<thead>
<tr>
<th>IMF direction</th>
<th>This work¹</th>
<th>RG05²</th>
<th>PR02³</th>
<th>W05⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bz+</td>
<td>16</td>
<td>14</td>
<td>15</td>
<td>22</td>
</tr>
<tr>
<td>Bz+/By+</td>
<td>28</td>
<td>25</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Bz+</td>
<td>40</td>
<td>43</td>
<td>36</td>
<td>44</td>
</tr>
<tr>
<td>Bz−/By+</td>
<td>54</td>
<td>50</td>
<td>47</td>
<td>72</td>
</tr>
<tr>
<td>Bz−</td>
<td>61</td>
<td>58</td>
<td>48</td>
<td>82</td>
</tr>
<tr>
<td>Bz−/By−</td>
<td>51</td>
<td>55</td>
<td>44</td>
<td>67</td>
</tr>
<tr>
<td>By−</td>
<td>33</td>
<td>39</td>
<td>35</td>
<td>32</td>
</tr>
<tr>
<td>Bz+/By−</td>
<td>18</td>
<td>25</td>
<td>20</td>
<td>24</td>
</tr>
</tbody>
</table>

¹ N = Northern Hemisphere (see Fig. 7), S = Southern Hemisphere (see Fig. 8).
² averages of numbers in Figs. 5, 6, and 7 in Ruohoniemi and Greenwald (2005).
³ averages of numbers in Figs. 2, 3, and 4 in Papitashvili and Rich (2002).
⁴ from Fig. 2 in Weimer (2005).
The mapping does, of course, work both ways if field lines are equipotentials. Magnetospheric convection measured at Cluster is therefore not solely the result of the interaction with the solar wind or processes in the magnetotail, but can be modified by the ionosphere. The deflection of flow caused by the non-uniform ionospheric conductivity that was discussed above is a good example of such an effect.

5 Summary

We have analyzed approximately 5900 h of high latitude convection velocity measurements from the Cluster Electron Drift Instrument (EDI), obtained between February 2001 and March 2006, to derive statistical maps of high-latitude convection. The EDI measurements, obtained at geocentric distances between 4 and 20 $R_E$, are mapped into 784 equal-area bins covering the high latitude ($\geq 58^\circ$) ionosphere, and sorted according to the direction of the interplanetary magnetic field, as measured on ACE. Separate maps were obtained for the Northern and Southern Hemispheres. When propagating the ACE measurements to the near-Earth region, special care has been taken to include the orientation of the “phase fronts” of the field in the calculation of the delay times. Periods with variable or uncertain solar wind conditions have been excluded from the statistics. The mapping to the ionosphere is based on the Tsyganenko T2001 model.

For southerly IMF, we observe the classic two cell convection pattern with antisunward convection across the polar cap and return flows at lower latitudes. The addition of a positive (negative) IMF $B_y$ component causes a clockwise (counterclockwise) rotation of the convection pattern for the Northern Hemisphere, and opposite for the Southern Hemisphere. When IMF $B_y$ is dominating, the appearance of one crescent-shaped and one rounded convection cell is evident.

For northward IMF, i.e., little or no IMF $B_y$ component, we observe two high-latitude convection cells on the dayside in addition to the large scale global convection cells, thus forming a four-cell pattern. The creation of these additional cells is believed to be a result of reconnection between the strongly northward IMF and the Earth’s lobe field at high latitudes. The four cell pattern is apparent both in the Northern and Southern Hemispheres.

The resulting polar cap potential patterns show good agreement with recent statistical results based on SuperDARN radar measurement, model results based on DE-2 low-altitude satellite measurements, and with potential patterns derived from DMSP ion drift measurements. However, the total polar cap potential drops differ between the various studies. When comparing the potential magnitudes, the statistical studies just referred to, do show differences that are probably due to the differences in underlying measurement techniques, data coverage, or methodology.

The good agreement between the mapped EDI measurements and those based on ground-based or low-altitude satellite measurements supports the assumption that the magnetic field lines are equipotentials. The fact that the mirror-symmetry breaking associated with the IMF $B_y$ component has been attributed to non-uniformities in ionospheric conductivity (Atkinson and Hutchison, 1978; Tanaka, 2001) is an illustration that magnetospheric convection is not simply the result of processes at the magnetospheric boundaries or the magnetotail, but that it is modified by ionospheric effects.

A final note concerns the fundamental limitation of statistical convection studies. As pointed out by Rich and Hairston (1994), a statistical analysis will necessarily lead to a spreading of any features that are rapidly changing in magnitude or location. Thus the resulting maps cannot be expected to describe in detail the convection pattern that occurs at any one time. In addition there is the effect on the polar cap convection of magnetotail processes that are not always directly related to the concurrent IMF and thus can appear randomly in the maps of any one IMF clock-angle sector.
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