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Abstract. The ionospheric D-layer is a narrow bandwidth radar target often with a very small scattering cross section. The target autocorrelation function can be obtained by transmitting a series of relatively short coded pulses and computing the correlation between data obtained from different pulses. The spatial resolution should be as high as possible and the spatial side lobes of the codes used should be as small as possible. However, due to the short pulse repetition period (in the order of milliseconds) at any instant, the radar receives detectable scattered signals not only from the pulse illuminating the D-region but also from 3–5 ambiguous-range pulses, which makes it difficult to produce a reliable estimate near zero lag of the autocorrelation function. A new experimental solution to this measurement problem, using a selected set of 40-bit random codes with 4 µs elements giving 600 m spatial resolution is presented. The zero lag is approximated by dividing the pulse into two 20-bit codes and computing the correlation between those two pulses. The lowest altitudes of the E-layer are measured by dividing the pulse into 5 pieces of 8 bits, which allows for computation of 4 lags. In addition, coherent integration of data from four pulses is used for obtaining separately the autocorrelation function estimate for the lowest altitudes and in cases when the target contains structures with a long coherence time. Design details and responses of the experiment are given, and analysed test data are shown.
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1 Introduction

Incoherent scatter radars measure the D-layer by using the so-called pulse-to-pulse correlation method. The target autocorrelation function is estimated as a function of range by correlating samples from several separate target illuminations. This arrangement must be used because the target coherence time below roughly 90 km altitude is longer or much longer than the longest possible pulse length, which can be used at such a close range. From the obtained target autocorrelation functions one can estimate the target cross section, which is proportional to the electron density. The Doppler shift gives bulk motion of the scattering media for any volume and finally, the target spectrum can be estimated. The spectral shape in the D-layer is theoretically Lorentzian and the measurements support this at least within the accuracies obtained so far. The spectral width depends on several parameters such as temperature, ion masses and presence of negative ions. The incoherent scatter measurements can be effectively used to study the D-region aeronomy. An extensive review on this has been given by Turunen (1986), where one can also find references to the related theoretical background.

The method described in this paper has been originally developed for EISCAT UHF (925 MHz) and EISCAT VHF (224 MHz) incoherent scatter radars. D-layer measurements by incoherent scatter are very demanding because under normal conditions the target cross section is very low. For obtaining simultaneously both the required high spatial resolution and the efficient use of the radar duty cycle, one has to apply effective modulation methods. Since the nonzero extent of the wanted target autocorrelation function is of the order of milliseconds, one has to transmit pulses using as short as possible interpulse periods as the radar transmitter parameters. Interpulse periods down to 1.3–2 milliseconds can be used in practice in the EISCAT radars. The transmitted pulse length is always a compromise. It should be as long as possible for obtaining the best signal-to-noise ratio and as short as possible, to allow sampling at the lowest altitudes. Transmitted pulses of less than 200 µs in duration allow one, in practice, to start the target sampling from around 70 km, which, under most circumstances, is about the lowest altitude where the D-layer becomes detectable. If the transmitted pulses are shorter than 100 µs, the transmitter duty
cycle becomes used ineffectively in high duty cycle radars like EISCAT UHF and VHF radars, with a 12.5% transmitter duty cycle. If the experiment uses high modulation bandwidth for obtaining very high spatial resolution, then limitations in the real-time computations may become the factor dictating the maximum pulse length.

To obtain an estimate of the scattered signal power, one can measure an estimate for the target autocorrelation function in the vicinity of the zero lag, i.e. at delays which are less than the duration of the transmitted pulse. This is much more practical than measuring the true power, since the expectation value of the white noise contribution becomes nearly zero with a correctly selected impulse response function of the receiving system, and so one does not need to estimate the system noise level. Simultaneously, high cancellation of the returns from the 3–5 nearest earlier transmitted pulses is needed. Those pulses illuminate unwanted scattering targets having non-zero correlations at delays shorter than the pulse length. In a typical D-layer experiment, the antenna beam directions used are close to vertical, and so the nearest and strongest disturbing volumes are at about the 250–300 km altitude, near the F-layer maximum when using the shortest practical pulse repetition periods for D-layer experiments in EISCAT radars. Disturbing volumes much above the 1000 km range are of no importance, due to the low signal level that results from low target cross section and large distance.

There are no practical possibilities to cause the radar’s blind pulses to be transmitted at the same frequency, thereby illuminating disturbing scattering targets at relatively short distances. The best one can do is to try to make the expectation value of the disturbing signal as close to zero as possible in the process used in making an estimate for the wanted target. A simple way to do this is to use modulations with a property that cross-correlates between modulation patterns to form a zero mean process at all delays. Random modulation, where every pulse has different and totally independent samples from so low a bandwidth target demands that the process cannot contain infinitely many pulses, the rejection is not perfect, but can be arranged to be good enough.

At long lags computed by the pulse-to-pulse correlation method, the remote pulse rejection is not necessarily needed in a similar way, because the cluttering targets do not correlate at those delays and the expectation value of the clutter signal approaches zero. However, any possible remote instantaneous pulse rejection improves the statistical accuracy of the measurement, because the dominating disturbing noise is often due to scatting from unwanted illuminated targets in the radar beam.

If the target can be measured using a longer interpulse period, then the remote pulse clutter becomes smaller and if the interpulse period can be lengthened, such that the nearest cluttering volumes are well above the F-layer peak, very substantial benefits can be obtained, especially if the radar has large power-aperture product. At the Arecibo radar, the integration time needed for a given accuracy could be shortened by about two orders of magnitude in velocity measurements, by increasing the interpulse period from 1 ms to 4 ms in an experiment using 13-bit Barker coded pulses with a 600 m spatial resolution (Zhou, 2000). It is clear that one can obtain similar improvements when measuring power approximation using an autocorrelation function estimate measured near the zero lag. One can make the experiment even better by keeping the shortest possible interpulse period and multiplexing the experiment to several different frequencies, for example, four. However, when the task is to measure the autocorrelation function of the target at several lags for accurate spectral width measurements, then increasing the interpulse period rapidly lowers the highest altitude at which the target is correctly sampled.

At high latitudes in the summertime, radars often see almost coherent scatter from very thin and sometimes very strongly scattering layers called Polar Mesospheric Summer Echoes (PMSE). A good low altitude experiment should give reasonably good estimates for those layers as well, and a good experiment should not become distorted due to these strong localized targets.

Auroral zone D-layer ionisation is often caused by the high-energy component of the particle precipitation. The softer component of precipitation ionises the E-layer and lower F-layer altitudes. The ideal D-layer experiment should contain at least some kind of E-layer measurement too. The spatial resolution should be as high as possible. However, one always pays a price for this in the signal-to-noise ratio, and the computational demands increase rapidly when increasing the spatial resolution. Some compromise has to be made and in the solution described here, a spatial resolution of 600 m is used in the starting solution from which other solutions can be developed, if needed.

Extreme time resolutions of the order of one second or less cannot be obtained in radar measurements in D-layer experiments. The widest target bandwidth which can be safely sampled using a 2 ms interpulse period is necessarily less than 250 Hz and obtaining a high enough number of independent samples from so low a bandwidth target demands necessarily some tens of seconds or more, even when the measuring conditions are good. Also, the spatial resolution demand is so high that the possibilities to speed up the experiment by using spatial filtering are very limited.

PMSE usually give very high signal-to-noise ratio, but the target bandwidth is so narrow (only a few Hz or less) that obtaining statistically significant estimates is a very slow process.

The target cross section of the D- and E-layer target varies from levels where the target is undetectable to levels where the signal is totally dominating. The gradients in the target cross section can be extremely high. Order-of-magnitude changes in the cross section over a distance of the order of 1–2 km are possible, e.g. in the surrounding mesopause or in the bottom of the E-layer. The target may also contain very localised enhancements of the cross section, like sporadic E-layers and PMSE. This kind of target is difficult for any radar. Heavily modulated measuring solutions are needed,
and those solutions usually produce unwanted spatial effects, i.e. spatial ambiguities. These spatial ambiguities, which are often called “side lobes”, can be considered from different starting points. The important characteristics are their sizes, the distribution of signs, and the sum of the side lobes. It is always beneficial if all the individual side lobes are small, but in particular, if the number of spatial ambiguities is high, the sum of the spatial ambiguities becomes important.

There are some basic principles which simplify the search for empirical solutions needed in low altitude experiments. At practical incoherent scatter frequencies in all D-layer measurements and in most E-layer measurements, the target bandwidth is narrow or very narrow compared with the modulation bandwidth needed for the required spatial resolution. The simplest approach is to then utilize the long coherence time of the target by using binary phase-modulated transmissions, which are then decoded in the amplitude domain.

D-layer experiments can be arranged without measurement of the zero lag, i.e. “true power”, of the target autocorrelation function. It is better to approximate the true power by measuring a value near the zero lag. One can then arrange the distribution of the spatial ambiguities and the remote pulse clutter contribution to approach a zero mean so closely in the process that the error becomes insignificant. Second, the impulse response function of the receiver can be matched so closely to the needed sampling interval that the expectation value of the white noise contribution vanishes. Thus, no background measurement and related background subtraction are needed. These two features simplify the experiment quite a bit. The task is now to find such modulations for the experiment which fulfill these requirements, so that all unwanted responses approach a level that is not disturbing.

In theory, it is not difficult to arrange all this by using true random binary phase codes. However, because one must perform the measurement in the EISCAT radars with a pre-programmed set of codes, one should try instead to obtain a good enough solution by using a carefully selected set of random codes. This solution is used here. There are also fully deterministic solutions, which are totally or almost totally free from any ambiguities. Those solutions exist separately for pulse-to-pulse correlation experiments, for a zero-lag approximation with perfect remote pulse clutter cancellation and for the E-layer measurements, but more work is needed for finding a practical deterministic solution that contains all the wanted properties simultaneously.

2 Possible modulations for a low altitude experiment

Random or pseudo random binary phase codes and a few different deterministic codes are among the possible modulations which can be considered, where the coding elements can be further phase coded, for example, by using Barker codes. Among the deterministic codes are also solutions based on so-called complementary codes, which are in EISCAT radars used in PMSE measurements (La Hoz et al., 1989). Deterministic codes can also be pulse codes or alternating codes with phase coded modulation elements. Most D-layer experiments in EISCAT radars have been carried out so far by using a Barker coded two-pulse code with staggered pulse separations and phase inversion in the second pulse (Turunen, 1986), but better experiments can now be developed.

Among the most effective modulations created for incoherent scatter measurements are the alternating codes (Lehtinen and Häggström, 1987). Those codes have not been used so far in D-layer pulse-to-pulse correlation experiments. At least three different solutions exist for using them in D-layer experiments, but not all of these give the possibility for remote pulse cancellation, which is needed when trying to estimate the target ACF at delays near zero lag. By Barker coding the elements in alternating codes, one can keep the code lengths, the number of codes and the amount of computations at a manageable level, but then spatial ambiguities arise. Without using Barker codes as the lowest level of modulation, very long alternating codes are needed and the number of different code groups grows correspondingly. The known solutions will not be described here. The possible solutions based on alternating codes will be studied further.

A target can be correctly measured by using pulse-to-pulse correlation if, and only if, the target spectrum can be correctly sampled at the pulse repetition period. The length of the individual pulses used is, in practice, a little less than 10% of the pulse repetition period in EISCAT high duty cycle radars. A target that can be measured by pulse-to-pulse techniques is necessarily highly coherent on the time scale of the basic pulse length. The basic pulses can, therefore, without any limitation be phase modulated with long phase codes to form a single coded pulse. With suitably chosen codes one can then, for any wanted spatial resolution, obtain the lowest possible noise bandwidth, the simplest possible target illumination solution and a simple data structure. Relatively straightforward algorithms can be used in the pulse-to-pulse correlation computations, the zero lag approximation and the E-layer part of the experiment.

3 The use of randomly phase coded pulses in low-altitude experiments

The basic solution for random codes is very simple. One first defines the spatial resolution, which gives the length of the modulation element. For a 600 m resolution, it is 4 µs. The next step is to decide the total pulse length. If one wants to be safely ready to start receiving at about the 60 km range or below, then in the present EISCAT radars 160 µs is a good total pulse length and with a 600 m spatial resolution, this leads to 40-bit code.

The key factor in the signal processing that makes our approach different from methods used previously is that for every range bin, the 40 information-carrying samples are processed in three different ways, i.e. they are matched-filter decoded by filters of three different lengths.
Fig. 1. Transmitted pulse structure and sampling arrangements.

The decoding using 40-bit FIR filtering produces data for pulse-to-pulse correlation computations, where the lag increment is the same as the pulse repetition period. In the next step, the sample vector is divided into two 20-bit parts, whose parts are decoded separately and from the outputs a series of 80 µs lags is computed as an approximation of the “true power”. In this way, providing that the filters are behaving well, one avoids the need for background subtraction. Finally, the 40-bit sample vector is divided into 5 pieces of 8 bits, which are decoded separately. All the possible four lag profiles at 32 µs lag increments are then computed to obtain E-layer data. Those profiles can also be used when estimating the accuracy of the zero lag approximation in the D-layer by checking against the gradient of the autocorrelation function near the zero lag.

The lag profile at the 80 µs delay is used here as an approximation of the power. Of course the result is not true power, i.e. the zero lag of the target autocorrelation function. It is rather a lag whose weighting function in the lag domain peaks at a 80 µs delay and whose weighting function covers the delays from 0 to 160 µs. The magnitude of the lag is, in most cases, a perfectly good approximation for the power of the scattered signal and in practice, it is often enough to use the real part of the lag as an approximation, because the imaginary part is always very small compared with the real part. The estimate has a non-zero imaginary part containing line-of-sight velocity information.

In the described method, all the unwanted responses, including remote pulse cancellation, form nearly zero mean processes if the codes are properly selected. In the EISCAT radars, one must use codes which are selected beforehand, and the code sequence is then transmitted repeatedly. A random code generator can generate those codes. However, most of the randomly generated individual codes are quite poor in terms of our criteria. Computing a large number of codes and selecting those that have good properties from the application point of view leads to a much better solution. In this work, less than one code out of $1 \cdot 10^6$ candidate codes passed all the tests.

It is not necessary to use boxcar weighted FIR filter coefficients in the decoding. By introducing a little tapering (fourth root of cosine is used in this work), one does not lose a lot of statistics, but it is easier to find suitable codes. In particular, it is possible to find codes with exceptionally small side lobes while simultaneously forcing the side lobes to have almost an exactly zero mean distribution. In the designed experiment, a similar window is used in every decoding (the whole 40-bit decoding, 20-bit decoding and 8-bit decoding). The window is only used for convenience, but it also gives certain benefits. Among other things it shapes the lag domain ambiguity functions to be slightly more peaked than a triangle.

The codes used in this experiment were selected in two phases. First, a few thousand codes were selected from a set of about 150 · $10^6$ codes on the basis of their maximum side lobe amplitudes and the sum of the side lobes, simultaneously both for 40-baud and 20-baud compressions. The division to 8 bauds was not tested for side lobe performance. The codes were further studied by running them through all the processes, which have a tendency to create a non-zero bias. This is the zero lag approximation at 80 µs delay, as well as lags 1 and 2 computed from 8-bit division. Finally, 100 codes were selected from the remaining set in such a way that they produced close to zero mean distributions simultaneously in all unwanted responses. In this coding technique, one cannot totally remove all spatial ambiguities, but a totally acceptable level can be reached even with this low number of different codes. All transmitted pulses use totally independent codes, and this gives the remote pulse rejection. One could improve this a little by checking the transmitted order of the codes in a way that the clutter from the nearest disturbing pulse becomes minimized, but this was not done and evidently not needed.

The signal processing machinery limits the number of lags
in the pulse-to-pulse correlation part of the experiment and in the programmed experiment, the computation was finally limited to 29 lags. At the lowest altitudes of the measured ranges, especially in the EISCAT VHF radar, and in the case of the Polar Mesospheric Summer Echos, one needs longer delays. For this purpose, a special “long coherence time mode” has been included in the experiment. Data from four pulses are added together in the amplitude domain to form 25 new data vectors from the original 100 vectors and pulse-to-pulse type correlation function estimates are then computed. The lag increment now becomes about 7 ms, and 24 lags are computed in this mode. One should remember, however, that the lag domain ambiguity function contains altogether seven separate peaks.

Gain calibration, which is the only calibration needed, can be done using raw data, and one does not need to apply any decoding. Calibration data related to every other transmitted pulse contains a noise injection burst. After subtraction, one obtains the noise injection value, which is used to calibrate the gain. Both vectors contain a target signal, but it does not matter because the signal power is the same in both cases, although those two vectors do not have a single similar code in the transmission. In the designed experiment the real-time computations also include normalizations between different data types.

4 Parameters and responses of the designed experiment

It is practical to use a 4 µs baud length with the selected 40-baud code length, resulting in a 600 m spatial resolution. The experiment uses a fixed set of 100 selected codes. The codes are given in Table 1, Appendix A as hexadecimal numbers. It is straightforward to derive the required 800 different FIR filters from the codes.

Sampling starts at the 60.0 km altitude. Altogether, 150 target data samples are taken, giving 66.6 km range coverage. This is followed by 15 samples for gain calibration. In every second radar cycle, these also contain noise injection. The total data vector after every transmitted pulse is thus 165 samples long. A 1.748 millisecond pulse repetition period is used, which gives a little over 9% rf-duty cycle. Experimental arrangements are illustrated schematically in Fig. 1. One can find a more detailed formulation in Appendix A for some parts of the description given below.

The data from the complete set of 100 pulses is decoded using 8, 20 and 40 baud FIR filters compression. A window formed by using the fourth root of cosine function tapers the FIR filter coefficients used in the decoding. This window was used when searching for the codes, and it should be used for optimum performance with the given code set, although it is not absolutely necessary. Calibration power is computed without applying decoding. Finally, the lag profiles are computed and essentially three lag profile matrixes are formed.

In the computations, the data is normalised for obtaining convenient and safe values, e.g. from a dynamic range point of view. From the interpulse data one can compute lag pro-

![Fig. 3. Details of the spatial response of the E-layer part of the experiment.](image-url)
The side lobe structures of the 80 µs lag and the pulse-to-pulse lags are shown superposed in detail in Fig. 4. At all lags the main lobes are normalized to unity. The envelope of the side lobes gives an indication of the worst case features. Only one side lobe, belonging to the 80 µs lag is near the 1% level. A majority of the side lobes are below the 0.5% level. Altogether, the number of side lobes in pulse-to-pulse computations is 79 and 39 in the 80 µs lag.

It is not easy to keep the sums of side lobes at a low enough level. The sums of side lobes relative to the main lobe are seen in Fig. 5. This error marginally exceeds the 4% level only in a single case, and in the majority of the cases, the error is below the 2% level. The side lobe sums are also behaving well in the sense that there are no clear systematic features. Since the side lobe structure is constant for any given set of codes, the side lobe correction can be done in the post processing of the data if the application demands it. Normally, it should not be necessary.

The lag profiles computed from coherently integrated data must be used only with a good understanding of the lag domain ambiguity function in such a method. In particular, users are warned about the first few lags, because there the target autocorrelation function can change a lot within the lag domain ambiguity function, which contains seven separate peaks. The data is useful mainly if the target has a very long coherence time such as at lowest altitudes, perhaps during the presence of negative ions and in connection with PMSE.

The performance of the codes used, shown in Table 1, was tested against 1000 totally random sets of codes using computations of 33 lags. The test parameters were as follows: The value of the worst side lobe, the sum of the absolute values of all side lobes and the number of side lobes exceeding the given thresholds. All computed lags were used in the comparison. The codes in Table 1 are better than any of the randomly selected codes used in all but one respect. It is easy to find a set of codes were the worst case side lobe is better than in the code set in Table 1. In fact, the mean value of the worst case side lobe in the randomly selected codes is about 2% lower than in the codes used, and the reason is that one of the side lobes (in the zero lag approximation) is much higher than the others, as seen in Fig. 4. On the other hand, as a mean, the number of side lobes with an absolute value greater than 0.3% of the main peak is almost twice as high in randomly selected codes, and if the threshold is increased to 0.4%, more than three times as many side lobes exceed the threshold in the randomly selected codes. The sum of the absolute values of all the side lobes is as a mean 17% worse in randomly selected codes, and none of the test code sets was found to be better in this respect than the codes used in this work.

The coding could be improved by searching for a better set of codes, which is always possible but somewhat time consuming. One could also increase the number of codes from 100 up to the point allowed by the radar hardware.

The 600 m resolution code has been designed to be a general-purpose code and uses the radar resources well. There is also a simplified 150 m resolution version available, which can be used in special applications that demand very high spatial resolution.

Data from some of the first tests are shown in Fig. 6 for the D-layer target, from 70 km to about 100 km altitude. The basic parameters that one obtains from the D-layer are the power, spectral width and Doppler shift of the scattered signal. The curves are based on a least-squares fitting to all the available data, assuming a Lorentzian spectrum. Power is
Fig. 6. Example data measured in Tromsø by EISCAT VHF radar at 224 MHz. Antenna pointing is vertical. The received power is expressed as a noise temperature in Kelvin, Doppler velocity in ms$^{-1}$ and spectral width in Hz. Positive velocity means velocity is upwards. All three modes of lag profiles are used everywhere in the fitting and a Lorentzian shape of spectrum is assumed, which means that E-layer altitudes are not included in the analysis. Integration time is two and one-half minutes. Polar Mesospheric Summer Echo at 83.6 km altitude is seen in all measured parameters.

The target power varies by almost two orders of magnitude over the covered altitude range, and the spectral width changes by a factor of about 500. The total Doppler velocity is less than 8 ms$^{-1}$ over the altitude range. Positive velocity is upwards. A weak Polar Mesospheric Summer Echo is seen in the power data at 83.6 km altitude in one 600 m volume. It is also seen as a local deep spectral width minimum. The spectral width of the surrounding D-layer is significantly lower below the PMSE than above it. The altitude gradient of the Doppler velocity changes signs exactly at the PMSE altitude. In general the designed experiment seems to work well.

## 5 Summary

A new way to measure the low altitude ionosphere by incoherent scatter radar is described. Using a selected set of random 40-bit binary phase codes, the experiment produces D-layer pulse-to-pulse correlation lags and an approximation of power simultaneously, using a lag near the zero lag with high ambiguous range rejection. Lags are also computed for layers with a very long coherence time. Finally, a simple interpulse four-lag estimate is generated. In particular, this is intended for extending the measurement to the lower parts of the E-layer, but it covers all the measured ranges. A common modulation is used in all these modes.
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### Appendix A The computations needed in the described D-layer experiment

The experiment is schematically shown in Fig. 1. We denote the $i$th modulation bit of the $m$th transmitted pulse by $b_{mi}$. Any $b_{mi}$ can have a value $+1$ or $-1$, indicating phase modulation by 0 or 180 degrees correspondingly. Transmission occurs in the order $i = 1, 2, \ldots, 40$. The experiment uses 100 different pulses with 40 bits modulation. After every transmitted pulse, the scattered signal from the target is sampled using a baud-matched sampling interval, i.e. identical with the bit length used in the modulation. We denote the complex samples taken after transmitting the $m$th pulse by $x_{mj}$, where $j = 1, \ldots, 150$. 
For decoding the amplitude domain data, 8 different FIR filters are needed. For decoding the total pulse, the filter coefficients $c_{tmj}$ are the modulation bits of the pulse $m$ in reverse order

$$c_{tmk} = b_{m(40j+1)}$$ \hspace{1cm} (A1)

The decoded data vector $z_{mt}$ for pulse $m$ is now

$$z_{mt} = \sum_{j=1}^{40} x_{m(j-1)+1} \ast c_{tmj} \ast W_j$$ \hspace{1cm} (A2)

where $W_j$ is a weighting function. If the weighting function used $W_j = 1$ for every $j$, then (2) represents the well-known matched filtering of phase coded data used extensively in radars, e.g. in connection with Barker codes or complementary codes. Our $W_j$ is chosen as a fourth root of cosine and this causes a small tapering of the filter coefficients:

$$W_j = \sqrt[4]{\cos(\pi(j/k - (1 + 1/k)/2)), k = 40}$$ \hspace{1cm} (A3)

The sample $z_{mt}$ contains the main target contribution from a single volume $V_t$. The spatial resolution along the radar antenna beam is given by the bit length in the modulation. In addition, the sample contains smaller contributions from many other volumes. If $W_j = 1$ for every $j$, then the spatial response would be given by the autocorrelation function of the code used. The $W_j$ used modifies this a little. The wanted volume is obtained at zero lag of this autocorrelation function, and the other lags represent the unwanted contributions, namely the spatial ambiguities.

The modulations used are random. As a consequence, all the spatial ambiguities form a random zero mean process, and the spatial ambiguities of different codes do not correlate.

The target autocorrelation function estimate can now be computed for lags greater or equal to 1. These are the pulse-to-pulse correlation lags. For volume $t$ at lag $l$, the estimate computed from one set of $M$ codes is

$$acf_{tl} = \sum_{m=1}^{M-l} z_{mt} \ast z_{m+l}^*_{tt}$$ \hspace{1cm} (A4)

$M = 100$ in the present solution.

This is done for every volume and all wanted lags and further time are averaged by repeating the process and accumulating like results. The lag increment is equal to the interpulse period. All contributions from unwanted volumes form a zero mean random process.

The next step is to estimate the power of the scattered signal for every volume, i.e. the zero lag of the target autocorrelation function. Simply squaring the samples given by Eq. (A2) does not work, because one cannot separate the contribution of white noise, power arising from spatial ambiguities and power arising from a few earlier transmitted pulses, which, in spite of having different modulations, increase the noise level. This problem is circumvented by approximating the power by the value of the autocorrelation function close to the zero lag instead of exactly at zero lag, because then one can make use of the good properties of the phase coding used. This method in a different arrangement has also been used earlier in EISCAT radars (Turunen, 1986). One of the possible ways is to treat the transmitted 40-baud pulse as a two-pulse, $2 \times 20$ baud code and compute the lag, which is allowed by this code.

Table A1. Codes used in the designed experiment shown as hexadecimal numbers. Conversion to binary, including the possible leading zeros and replacing zeros with $-1$, gives the 100 codes of 40 bits used. Codes are transmitted with the leftmost bit first. Every entry represents one 40-baud code. The first five codes are those forming the first row in the table

<table>
<thead>
<tr>
<th>Code</th>
<th>Hexadecimal</th>
<th>Binary</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A971188B6</td>
<td>DB9FC23E25</td>
<td>10100101010011101010010101011011</td>
<td>First five codes</td>
</tr>
<tr>
<td>560674268E</td>
<td>FF1D8D0231</td>
<td>1010100001001010000010000000010110000100</td>
<td>First row in the table</td>
</tr>
<tr>
<td>D4D16084D9</td>
<td>7914CD97FC</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>3177EF26C6</td>
<td>539A222785</td>
<td>10101001010001010000100010001000100</td>
<td></td>
</tr>
<tr>
<td>0B39FC57F</td>
<td>E53B1B59F1</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>8B7993F56</td>
<td>0756301B8D</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>C194D39B15</td>
<td>4C217E0959</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>B4E0A46159</td>
<td>C20DC123C</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>F20D4E120D</td>
<td>9437DE2B7C</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>5E958540D6</td>
<td>EA47CBD9C3</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>68BBBC96E6</td>
<td>854C047DC5</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>706BADD1FA</td>
<td>F7392EB92C</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>6A0A62A33C</td>
<td>B96FC519B6</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>CE990A7103</td>
<td>32A01A61DF</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>6E104B7845</td>
<td>1D5BEC7AD2</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>A993E3FA6</td>
<td>30B95A5305</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>5856EFE93A</td>
<td>D389DBC085</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
<tr>
<td>2821C451F8</td>
<td>5BD386C7EC</td>
<td>10101011001001100011110010001111100</td>
<td></td>
</tr>
</tbody>
</table>
| C60645EC45 | 0A07351035 | 10101011001001100011110010001111100 | }

T. Turunen et al.: High resolution general purpose D-layer experiment
The following two filters having 20 coefficients are now formed for the transmitted pulse $m$.

$$c_{A mp} = b_m(40+1-j), \quad j = 1, 2, \ldots, 20,$$

(A5)

$$c_{B m_q} = b_m(20+1-j), \quad j = 1, 2, \ldots, 20.$$  

(A6)

Coefficients $c_{A mp}$ decode the target signal created by the first half of the transmitted pulse and the coefficients $c_{B m_q}$ decode the contribution of the second half of the transmitted pulse. Two decoded data vectors are now formed for every pulse $m$

$$x_{mt} = \sum_{j=1}^{20} x_m(t-1+j) \ast c_{A mp} \ast W_j, \quad t = 1, 2, \ldots,$$

(A7)

$$y_{mt} = \sum_{j=1}^{20} x_m(t+20-1+j) \ast c_{B m_q} \ast W_j.$$  

(A8)

The weighting function $W_j$ is given by formula (3), setting $k = 20$. The filtered samples $x_{mt}$ and $y_{mt}$ represent the same volume $t$. The wanted zero lag approximation for volume $t$ is now

$$acf_{t0} = \sum_{m=1}^{M} x_{mt} \ast y_{mt}^*, \quad M = 100 \text{ in the present solution.}$$

(A9)

This process is then time averaged for obtaining the required accuracy.

A simple “E-layer estimate” is also formed, which can be used to extend the range coverage above the altitude, where pulse-to-pulse correlation stops working. The computations are, in principle, identical to the previous zero lag approximation, where the transmitted pulse was treated as a two-pulse code, but now the pulse is treated as a five-pulse, $5 \times 8$ bauds code without any gaps between the pulses. Here the ambiguities disappear, because the basic code has been selected such that every subpulse has a different code. When decoded in the amplitude domain, and if the codes are truly random, the unwanted spatial responses form a zero mean random process. Altogether, 4 lags can be computed. The details of the formulation are not repeated here.

Finally, the experiment contains a special mode for targets with very long coherence time, e.g. PMSE. Coherently adding data of the type shown in Eq. (2) from 4 transmitted pulses produces 25 new data vectors, where the value $Z_{Mt}$ for a volume $t$ is given

$$Z_{Mt} = \sum_{m=1}^{25} z((4M-1)+m)t, \quad M = 1, 2, \ldots, 25.$$  

(A10)

Finally, the pulse-to-pulse correlation type autocorrelation function estimate $ACF_{Lt}$ is computed for lag $L$ and volume $t$

$$ACF_{Lt} = \sum_{M=1}^{25-L} Z_{Mt} \ast Z_{(M+L)t}^*, \quad L = 1, 2, \ldots, 24.$$  

(A11)

The response of $Z_{Mt}$ in time domain contains four narrow peaks separated by an interpulse period. As a consequence, the resulting lag domain ambiguity function for the estimates $ACF_{Lt}$ has seven peaks separated by one interpulse period and the relative weights are 1, 2, 3, 4, 3, 2 and 1. The strongest peak is centered at a nominal delay, which is a multiple of $4L$ interpulse periods. One has to keep this somewhat poorly behaving time domain ambiguity function in mind when using the data.
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