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Abstract. Atmospheric CO$_2$ measured in Antarctic ice cores shows a natural variability of 80 to 100 ppmv during the last four glacial cycles and variations of approximately 60 ppmv in the two cycles between 410 and 650 kyr BP. We here use various paleo-climatic records from the EPICA Dome C Antarctic ice core and from oceanic sediment cores covering the last 740 kyr to force the ocean/atmosphere/biosphere box model of the global carbon cycle BICYCLE in a forward mode over this time in order to interpret the natural variability of CO$_2$. Our approach is based on the previous interpretation of carbon cycle variations during Termination I (Köhler et al., 2005a). In the absence of a process-based sediment module one main simplification of BICYCLE is that carbonate compensation is approximated by the temporally delayed restoration of deep ocean [CO$_3^{2-}$]. Our results match the low frequency changes in CO$_2$ measured in the Vostok and the EPICA Dome C ice core for the last 650 kyr BP ($r^2\approx 0.75$). During these transient simulations the carbon cycle reaches never a steady state due to the ongoing variability of the overall carbon budget caused by the time delayed response of the carbonate compensation to other processes. The average contributions of different processes to the rise in CO$_2$ during Terminations I to V and during earlier terminations are: the rise in Southern Ocean vertical mixing: 36/22 ppmv, the rise in ocean temperature: 26/11 ppmv, iron limitation of the marine biota in the Southern Ocean: 20/14 ppmv, carbonate compensation: 15/7 ppmv, the rise in North Atlantic deep water formation: 13/0 ppmv, the rise in gas exchange due to a decreasing sea ice cover: $-8/-7$ ppmv, sea level rise: $-12/-4$ ppmv, and rising terrestrial carbon storage: $-13/-6$ ppmv. According to our model the smaller interglacial CO$_2$ values in the pre-Vostok period prior to Termination V are mainly caused by smaller interglacial Southern Ocean SST and an Atlantic THC which stayed before MIS 11 (before 420 kyr BP) in its weaker glacial circulation mode.

1 Introduction

Paleo-climatic records derived from ice cores revealed the natural variability in Antarctic temperature (Jouzel et al., 1987), atmospheric dust content (Röthlisberger et al., 2002), and atmospheric CO$_2$ (Barnola et al., 1987; Fischer et al., 1999; Petit et al., 1999; Monnin et al., 2001; Kawamura et al., 2003; Siegenthaler et al., 2005) over the last glacial cycles. The longest CO$_2$ record from the Antarctic ice core at Vostok (Petit et al., 1999) went back in time as far as about 410 kyr BP showing a switch of glacial and interglacials in all those parameters approximately every 100 kyr during the last four glacial cycles with CO$_2$ varying between 180–300 ppmv. New measurements of dust and the isotopic temperature proxy δD of the EPICA Dome C ice core covering the last 740 kyr, however, revealed previous glacial cycles of reduced temperature amplitude (EPICA-community-members, 2004). These new archives offered the possibility to propose atmospheric CO$_2$ for the pre-Vostok time span as called for in the “EPICA challenge” (Wolff et al., 2004). Here, we contribute to this challenge using BICYCLE, a box model of the isotopic carbon cycle which is based on the interpretation of glacial/interglacial variability of the carbon cycle during Termination I (Köhler et al., 2005a).

The quest of explaining the observed glacial/interglacial variations in atmospheric CO$_2$ of about 80–100 ppmv (Petit et al., 1999) is challenging the scientific communities for at least two decades (e.g. Archer et al., 2000; Sigman and Boyle, 2000). Processes which need to be included in solving this quest are the transport of organic and dissolved inorganic carbon (DIC) from the surface to the deep ocean via its physical and biological pumps. Large changes in vertical mixing of the water column (Toggweiler, 1999), changes in the strength of the thermohaline circulation (THC) (Knorr and Lohmann, 2003), variations in sea ice cover in high latitudes limiting gas exchange rates (Stephens and Keeling, 2000; Archer et al., 2003) together with well known temperature and salinity variations (Adkins et al., 2002) of the...
ocean are processes affecting the carbon cycle via the physical pump. The fertilisation of the marine biological productivity through the aeolian input of iron in areas of high nitrate and low chlorophyll (HNLC) is one theory (Martin, 1990; Ridgwell, 2003b) which would reduce atmospheric CO$_2$ during glacial times through an enhanced biological export production to the deep ocean. The export of organic carbon itself is closely coupled to the calcium carbonate production of pelagic calcifiers by which CO$_2$ is released in the surface ocean. Additionally to those processes which distribute DIC, alkalinity and nutrients in the different ocean reservoirs, fluxes of carbon between the terrestrial biosphere and the ocean/atmosphere system (e.g. Joos et al., 2004), riverine input of bicarbonate (Munhoven, 2002), and exchange fluxes of DIC and alkalinity via dissolution and sedimentation of CaCO$_3$ between ocean and sediments (e.g. Zeebe and Westbroek, 2003) need to be considered to fully understand glacial/interglacial changes in the global carbon cycle.

Previously we put forward a quantitative interpretation of observed changes in atmospheric CO$_2$ and its carbon isotopes ($\delta^{13}$C, $\Delta^{14}$C) using the multi-box model of the global carbon cycle, called BICYCLE, applied to the last glacial termination (Köhler et al., 2005a). That study concluded that the main processes impacting on CO$_2$ during Termination I were an increase in vertical mixing rates in the Southern Ocean and changes in the DIC and alkalinity inventories through sedimentation and dissolution processes. The time-dependent atmospheric $\delta^{13}$C record from the Taylor Dome ice core (Smith et al., 1999) used in that study contains valuable informations, which enabled us to reduce the uncertainties in determining the magnitude and timing of various processes. These results are in that sense robust that the detailed magnitudes of individual processes might vary due to model limitation and data uncertainties, but all their contributions need to be taken into account for explaining the observed variations in the atmospheric carbon records. The novelty of our approach is the simulation in a transient mode. Most other approaches were comparing steady state simulations for different boundary conditions. Assuming that these processes are of general nature, we simulated CO$_2$ variations with (nearly) the same model over the time period of the last 740 kyr covered by the EPICA Dome C records which represents our contribution to the “EPICA challenge” (Wolff et al., 2005). To this end we forced our model by proxy data from marine and ice core archives. We follow with a sensitivity analysis of the model and discuss its uncertainties.

2 Methods

2.1 The BICYCLE model

The Box model of the Isotopic Carbon cYCLE BICYCLE (Köhler et al., 2005a) was developed and applied for quantitative interpretation of the atmospheric carbon records (CO$_2$, $\delta^{13}$C, $\Delta^{14}$C) during Termination I (10–20 kyr BP). The model consists of ten oceanic reservoirs in three different depth layers and distinguishes Atlantic, Indo-Pacific and Southern Ocean (Fig. 1). The strength of the preindustrial ocean circulation as seen in Fig. 1 was parameterised with data from WOCE (Ganachaud and Wunsch, 2000). Marine global export production of 10 PgC yr$^{-1}$ at 100 m water depth (e.g. Gnanadesikan et al., 2002) was prescribed for the preindustrial setting, depending on the preformed macro-nutrient concentration of PO$_4$ in the surface waters. In the equatorial regions all macro-nutrients were utilised for the export production, while in the high latitudes the export production flux was restricted to avoid a global export flux of carbon which exceeds the prescribed 10 PgC yr$^{-1}$. This led to unutilised nutrient concentrations especially in the Southern Ocean, which can be used for increased marine productivity during times of high aeolian iron input into these regions. The global preindustrial export of CaCO$_3$ was set to 1 PgC (e.g. Jin et al., 2006) with a constant rain ratio of exported organic matter to CaCO$_3$ of 10:1 throughout all our simulations. The remineralisation of organic matter in the abyss is assumed to follow the denitrification pathway if the deep ocean O$_2$ concentration drops below 4 µmol kg$^{-1}$, which is in line with the Ocean Carbon-Cycle Model Intercomparison Project (OCMIP) 2 protocol. This implies that during further remineralisation no molecular oxygen is consumed and the model thus avoids unphysical conditions of negative O$_2$ concentration. During the carbonate compensation (Broecker and Peng, 1987) the response of the sediments to changes in the deep ocean CO$_3^{2−}$ concentration ([CO$_3^{2−}$]) is prescribed with a variable temporal delay (e-folding time $\tau$ with $\tau$ between 0 and 6 kyr). In doing so we mimic the dissolution or sedimentation of CaCO$_3$ in the absence of a process-based module of early diagenesis (e.g. Archer et al., 1997, 1998). This leads to net changes in the inventories of DIC and alkalinity and therefore implicitly includes changes in the weathering inputs of bicarbonate through rivers. We are aware of the simplification of this approach, i.e. carbonate compensation in general is a response to balance anomalies in deep ocean [CO$_3^{2−}$] caused by carbon cycle variability of the ocean/atmosphere/biosphere subsystem, the riverine input of alkalinity and its removal by sedimentation. However, while there are evidences for temporal changes in the riverine input rates of bicarbonate (Munhoven, 2002) we are aware of no proxy which can prescribe these changes and have therefore chosen to represent riverine inputs only implicitly in our model. A globally averaged seven-compartment terrestrial biosphere (Köhler and Fischer, 2004) allows photosynthetic production of C$_3$ and C$_4$ pathways differing in their isotopic fractionation, and a climate and CO$_2$-dependent fixation of carbon on land. A more detailed description of the model is found in Köhler et al. (2005a).

It should be noted that carbon dioxide measured in ice cores is in general given as volume mixing ratio in parts per million by volume (ppmv), while carbon cycle models
calculate the atmospheric partial pressure ($p_{CO_2}$ in $\mu$atm). Only in dry air and at standard pressure, they are identical (Zeebe and Wolf-Gladrow, 2001). For reasons of simplicity we use throughout this article for both carbon dioxide data and simulation results the ice core nomenclature ($CO_2$ in ppmv) and assume equality between both. This simplification neglects a relatively constant offset between both quantities of a few ppmv.

2.2 Time-dependent forcing of BICYCLE

We forced BICYCLE forward in time using various paleoclimatic records (Fig. 2). The model applied here used the same parameterisation as for its application on Termination I (Köhler et al., 2005a) with some exceptions: (1) We did not consider a complete shut-down of the North Atlantic Deep Water (NADW) formation during Heinrich events. This change is based on productivity results (Sachs and Anderson, 2005) and sea level fluctuations (Siddall et al., 2003) that indicate that Heinrich events during MIS 2 and 3 may have caused different perturbations to the ocean circulation. It is therefore not possible to generalise changes in NADW formation throughout the EPICA Dome C period. Neverthe-

less, we discuss the potential impact of Heinrich events in Sect. 3.3. (2) While we previously prescribed the variability in the depth of the calcite saturation horizon we now assume a time delayed response of the carbonate compensation to changes in the deep ocean [CO$_2$]$^\text{-3}$. (3) The aeolian input of iron into the Southern Ocean is now prescribed with an iron flux record published recently (Wolff et al., 2006), and not by the atmospheric dust concentration. The time-dependent forcing used here differs also in some aspects from our initial contribution to the EPICA challenge (Wolff et al., 2005).

Because various records that were used to force our model had a rather coarse resolution we have chosen to smooth all forcing records and all simulation results and concentrate on low frequency changes in the carbon cycle.

The relevant model forcings were used as described in the following:

Ocean temperature: Reconstructed summer SST at ODP980 (McManus et al., 1999; Wright and Flower, 2002) (using modern analogue techniques in the times before 500 kyr (Wright and Flower, 2002)) was used as proxy for SST changes in the North Atlantic (north of $50^\circ$N) scaled...
Fig. 2. Paleo-climatic records which were used to force the BICYCLE model (a–i) and measured and simulated CO$_2$ (j). Ice rafted debris IRD (a), SST reconstructions (b), and benthic $\delta^{18}O$ in foraminifers (c) from the sediment core drilled at the site ODP980 (55°29′ N, 14°42′ W) (McManus et al., 1999; Flower et al., 2000; Wright and Flower, 2002). (d): Planktic $\delta^{18}O$ of ODP677 (1°12′ N, 83°44′ W) (Shackleton et al., 1990). Reconstructed (e) temperature changes over land in the northern hemisphere (40–80° N), (f) variability in deep ocean $\delta^{18}O$ caused by deep ocean temperature changes, and (g) sea level changes, (e–g) after Bintanja et al. (2005). Sea level corrected deuterium $\delta^D$ (h) and atmospheric iron fluxes to Antarctica (i) as measured in the EPICA Dome C ice core (EPICA-community-members, 2004; Wolff et al., 2006). (j): Measured CO$_2$ from Vostok (grey circles) (Petit et al., 1999) plotted on the orbitally tuned age scale (Shackleton, 2000), from EPICA Dome C (grey squares) (Siegenthaler et al., 2005), and simulated CO$_2$ (lines, 3 kyr running mean) of scenarios with different response time of the carbonate compensation: S0.0K: instantaneous response; S1.5K, S6.0K: response delayed by an e-folding time of 1.5 and 6 kyr, respectively. Data prone to high frequency fluctuations (b, c, d, h) were used as 3 kyr running means. Fe fluxes used as published as 2 kyr averages. Numbers in panel (h) label interglacial MIS, the Latin numbers in panel (j) count the last eight terminations. Horizontal lines (in a, c and i) mark certain thresholds.
to a glacial/interglacial amplitude during Termination I of 4 K (Fig. 2b). SSTs of equatorial surface oceans were estimated from planktic δ^{18}O measured in ODP677 in the equatorial Pacific (Shackleton et al., 1990) scaled to a glacial/interglacial amplitude during Termination I of 3.75 K (Visser et al., 2003) (Fig. 2d). Southern Ocean (south of 40° S) SST with a glacial/interglacial amplitude during Termination I of 4 K was estimated from δD of the EPICA Dome C ice core (EPICA-community-members, 2004) (Fig. 2h). The EPICA Dome C δD was corrected for the effect of sea level changes (Jouzel et al., 2003) using a normalised record of sea level change from Bintanja et al. (2005). Deep ocean temperature changes are based on the temperature residual of the benthic δ^{18}O (Fig. 2i) calculated by Bintanja et al. (2005) and scaled to a glacial/interglacial amplitude of 3 K (Labeyrie et al., 1987).

Sea ice: Varying sea ice coverage will influence the gas exchange rates between the atmosphere and the surface ocean. We coupled time-dependent changes in the sea ice area in the North Atlantic and the Southern Ocean on the assumed temperature changes in the respective surface ocean boxes. Present day annual mean sea ice area was set to 10×10^12 m^2 in each hemisphere (Cavaliere et al., 1997). During the LGM the annual average area covered by sea ice increased to 14×10^12 m^2 in the North and 22×10^12 m^2 in the South based on various studies (Crosta et al., 1998a,b; Sarnthein et al., 2003; Gersonde et al., 2005). In addition to changing surface box area due to sea level change this results in a relative areal coverage of 50 and 85% in the North Atlantic box and 13 and 30% in the Southern Ocean box during preindustrial times and the LGM, respectively.

Sea level: We used the results of Bintanja et al. (2005) on changes in sea level (Fig. 2g). This modelling study is based on a benthic δ^{18}O stack from 57 globally distributed sediment cores covering more than the last 5 million years (Lisiecki and Raymo, 2005). The sea level process combines what is normally called the “salinity effect” (glacial salinity which is about 3% higher than at preindustrial times) with a change in the concentration of DIC, alkalinity, nutrients, and oxygen in the ocean due to variable reservoir sizes. For each change in sea level the geometry (volume, surface area) of the oceanic reservoirs is revised based upon realistic bathymetric profiles calculated from the Scripps Institute of Oceanography data set (http://dss.ucar.edu/datasets/ds750.1), which has a resolution of 1°×1° and 1 m in the vertical direction.

Ocean circulation: There are data- and model-based evidences for a reduced ocean overturning in the Atlantic and the Southern Ocean, while the glacial circulation in large parts of the Pacific Ocean seemed to have been similar to today (Meissner et al., 2003; Hodell et al., 2003; Knorr and Lohmann, 2003; Broecker et al., 2004; McManus et al., 2004; Watson and Naveira-Garabato, 2006). It was shown (Flower et al., 2000) that the depth gradient in δ^{13}C which is an indicator for the strength in NADW formation is highly correlated with benthic δ^{18}O. To rely on as few different cores as possible and thus to minimise timing uncertainties we therefore used benthic δ^{18}O in ODP980 (McManus et al., 1999; Flower et al., 2000) as a proxy for the effect in NADW formation bearing in mind that this might introduce a possible phase shift of the contribution of changes in NADW formation on CO2 (Fig. 2c). We defined δ^{18}O_{NADW}=2.8‰ as a threshold for changes in the Atlantic thermohaline circulation. The strength of NADW formation of 16 Sv (1 Sv=10^6 m^3 s^{-1}) during interglacial periods (δ^{18}O<2.8‰) was based on the World Ocean Circulation Experiment WOCE (Ganachaud and Wunsch, 2000), the strength of 10 Sv during glacial times (δ^{18}O≥2.8‰) on various modelling studies (e.g. Meissner et al., 2003). The net vertical water mass exchange fluxes in the Southern Ocean was coupled linearly to Southern Ocean temperature changes (which is itself prescribed by the EPICA Dome C δD record) with 29 Sv during preindustrial SST and 9 Sv during the LGM. Southern Ocean deep water ventilation would also be reduced due to the glacial reduction of NADW formation by 6 Sv and its subsequent fluxes. Changing ocean circulation fluxes are depicted by bold blue arrows in Fig. 1.

Marine biota: Due to the prescribed export production fluxes in our reference scenario there exist unutilised macro-nutrients in the Southern Ocean surface waters. In these HNLC areas an increased export production in times of high aeolian iron input might occur as described in the iron fertilisation hypothesis (Martin, 1990; Ridgwell, 2003b). Because of the very low snow accumulation rates in EPICA Dome C, the dominant process for aerosol deposition is dry deposition (Legrand, 1987). Therefore, the flux rather than the concentrations of an aerosol species measured in an ice core is expected to be a measure for its changes in the Antarctic and Southern Ocean atmospheric concentration. We therefore used the recently published iron flux measured in the EPICA Dome C ice core (Fig. 2i) (Wolff et al., 2006) as proxy for the aeolian input of iron into the Southern Ocean which might enhance marine biological productivity there if allowed by macro-nutrient availability. The impact of iron input onto the carbon cycle was deduced for Termination I (Köhler et al., 2005a): CO2 starts to rise at 18 kyr BP, thus all reductions in the iron proxy prior to that point in time do not imply any iron limitation in the Southern Ocean marine biota. The value at 18 kyr BP for the iron proxy is taken as threshold, above which marine export production in the Southern Ocean was not limited by iron. If the iron proxy falls below this threshold it was assumed that iron would be a limiting factor. Thus, the export production exceeding the interglacial global flux of 10 PgC yr^{-1} was then coupled linearly to iron input. Through this threshold approach the variability in the iron proxy during full glacial conditions (no
Terrestrial biosphere: The changing terrestrial carbon storage depends on the internally calculated CO$_2$ concentration (CO$_2$ fertilisation) and average global temperature, the latter calculated as 3:1 mixture of northern and southern hemispheric temperature with glacial/interglacial amplitudes of 8 and 4 K, respectively (e.g. Kutzbach et al., 1998). Temperature changes were forced by simulation results from Bintanja et al. (2005) for the North, who calculated the average northern (40–80° N) hemispheric temperature changes as a function of sea level variations and thus northern land ice sheet distribution based on the stacked benthic δ$^{18}$O record of Lisiecki and Raymo (2005) (Fig. 2e), and by EPICA Dome C δD for the South (Fig. 2h). Glacial/interglacial fluctuations in terrestrial carbon is with 400–500 PgC well in the range predicted by various modelling and data based studies (see review in Köhler and Fischer, 2004). Alternative larger glacial/interglacial changes in terrestrial carbon storage are investigated in a sensitivity study.

CaCO$_3$ chemistry: All changes in the carbon cycle alter [CO$_3^{2-}$] in the deep ocean. As a consequence the saturation horizon of CaCO$_3$ varies, which then induces changes in either the dissolution or sedimentation rates until a new equilibrium is established and the previous deep ocean [CO$_3^{2-}$] is obtained again. This process is known as carbonate compensation (Broecker and Peng, 1987). In the absence of a sediment model of early diagenesis, which would cover these processes, we here calculated sediment/deep ocean fluxes of calcium carbonate (changing deep ocean DIC and alkalinity in a ratio of 1:2) by the application of an additional boundary condition. All anomalies in deep ocean [CO$_3^{2-}$] from its preindustrial steady state reference values produce CaCO$_3$ fluxes between sediment and deep ocean to counterbalance these anomalies. This sedimentation/dissolution of calcite reacts not instantaneously to the changes in [CO$_3^{2-}$]. Their time delayed response to bring [CO$_3^{2-}$] back to its initial value can be approximated by an e-folding time $\tau$, which is so far not determined accurately. While modelling studies (Archer et al., 1997, 1998) suggest a $\tau$ of approximately 6 kyr, an e-folding time calculated from the paleo reconstruction of deep Pacific variability in [CO$_3^{2-}$] (Marchitto et al., 2005) covering the last glacial/interglacial transition is of the order of 1.5 kyr (Fig. 3). We therefore show simulations with different $\tau$: In the scenario S0.0K carbonate compensation responses instantaneously ($\tau$=1 yr), the sedimentary response is significantly delayed in the scenarios S1.5K ($\tau$=1.5 kyr) and S6.0K ($\tau$=6.0 kyr). This approach covers changes in the net fluxes of DIC and alkalinity, and thus implicitly includes riverine inputs of bicarbonate through weathering (Munhoven, 2002), however, there potential temporal variability is not covered here and might be an area for future improvements.

3 Results

In the following the results of simulated atmospheric CO$_2$ with different response time of the carbonate compensation (scenarios S0.0K, S1.5K, S6.0K) are analysed first (Sect. 3.1), followed by a closer look onto the CaCO$_3$ chemistry (Sect. 3.2), before we deepen the understanding of our model with a broad sensitivity analysis (Sect. 3.3).

3.1 Simulated low frequency changes in atmospheric CO$_2$

The simulated atmospheric CO$_2$ in our three scenarios (Fig. 2j, Fig. 4) shows a similar variability as the CO$_2$ data sets measured in Vostok and EPICA Dome C ($r^2$=0.75–0.76) (Petit et al., 1999; Siegenthaler et al., 2005). The main difference between the scenarios is a shrinking glacial/interglacial amplitude with growing e-folding time of the sedimentary response. S1.5K and S6.0K show rather similar results for glacial climates, but simulate glacial CO$_2$
which is up to 15 ppmv higher than during the instantaneous response assumed in S0.0K. During the last five interglacials all three scenarios differ by about 5–10 ppmv with S0.0K simulating the highest, S6.0K the lowest atmospheric CO₂. For reasons of simplicity we concentrate in the following on the scenario with moderate $\tau$ (S1.5K) and discuss its results in detail. An in-depth analysis of the causes for the different results of the three scenarios is compiled later-on (Sect. 3.2).

In detail, our model simulates a glacial/interglacial variability in CO₂ as follows (scenario S1.5K): In the Vostok period simulations vary between 190–195 ppmv during glacial maxima and 260–275 ppmv during interglacials in MIS 1, 5, 7, 9, and 11 (Figs. 4c, d). In the pre-Vostok period both the regularity and the amplitude in atmospheric CO₂ as measured in the EPICA Dome C ice core and as simulated with our model differ from those of the Vostok period (Fig. 4a, b).
Peak values during interglacial periods in MIS 13, 15, and 17 reach \(\sim 250\) ppmv, with 70 to 120 kyr elapsing in-between. Atmospheric CO\(_2\) drops during glacials in MIS 12, 14, and 16 to 190–200 ppmv. The agreement of our simulation results with the measurements in terms of timing is especially good during most terminations (I, III, IV, V, VI), but 10 kyr too late (early) at Termination II (VII). However, it has to be kept in mind that the uncertainty in the age models of the ice cores are still of the order of thousand years (Vostok CO\(_2\) data are here used on the orbitally tuned age scale of Shackleton, 2000), and the problem of using different paleo records on their individual age scale might introduce cross dating uncertainties into our results. Accordingly significant differences in timing are not surprising.

The glacial/interglacial amplitudes in CO\(_2\) across the last five terminations vary between 70 and 85 ppmv in simulation S1.5K (Fig. 5). This is on average 20–30 ppmv smaller than in the ice core data, with the best and worst agreements for Termination V (\(\Delta \approx 10\) ppmv) and IV (\(\Delta \approx 40\) ppmv), respectively. The offset between simulations and data is mainly caused by smaller interglacial values in S1.5K. Some peaks in the CO\(_2\) data are represented by single points (e.g. LGM, MIS 7, 9) and might therefore not be representative. Scenario S1.5K simulates the smallest glacial/interglacial rise in CO\(_2\) of 50 ppmv across Termination VI, about two thirds of the amplitudes simulated across the Terminations I to V; the CO\(_2\) amplitude during Termination VII is of average magnitude (Fig. 5). Termination VIII (CO\(_2\) rise of 30 ppmv in S1.5K, not yet covered by ice core data) has to be taken with caution as EPICA Dome C \(\delta^13\)D data prior to 740 kyr BP (J. Jouzel et al., unpublished data) reveal that minimum temperatures and thus full glacial conditions in MIS 18 are reached in even older times. The tendency of cooler interglacials as seen in the EPICA Dome C \(\delta^13\)D data (EPICA-community-members, 2004) is also mirrored by the measured and simulated CO\(_2\) records. The CO\(_2\) concentration in the pre-Vostok period remained longer at relatively high levels, but with smaller CO\(_2\) during interglacials and thus smaller glacial/interglacial amplitudes compared to the Vostok period.

Some major features seen in the CO\(_2\) records, however, are not found in the simulations:

(A) The timing in the simulation of CO\(_2\) reductions during some glaciations is incorrect. This might be caused by an earlier decrease in the Antarctic ice core temperature proxies \(\delta^13\)D than in the Southern Ocean sea surface temperature (SST). From the deuterium excess record in the ice (Vimeux et al., 2002) it is known that the temperature change in the source regions of the precipitated moisture lags Antarctic temperature during glaciations.

(B) We fail to simulate the CO\(_2\) maxima above 280 ppmv in the last four interglacials (MIS 1, 5, 7, 9). As our model is driven by various paleo-climatic archives plotted on their individual age scales and of low temporal resolution (\(\sim 1\) kyr) especially the simulation of peak values in CO\(_2\) depends on the temporal matching of these driving records. Therefore, our results here have to be understood as an estimate of low frequency fluctuations in CO\(_2\). Furthermore, coral reef growth which increases CO\(_2\) during sea level high stands (Vecsei and Berger, 2004) is not considered so far leaving space for interpretation during interglacial times in which sea level rose above 70 m below present and the main shelves were flooded.

(C) CO\(_2\) rises steep (70 ppmv within 10 kyr) across Termination V into MIS 11 at \(\sim 420\) kyr BP in the EPICA Dome C data. In the simulation the steep increase is restricted to 45 ppmv followed by a slower rise to full interglacial CO\(_2\). This is partially again mirroring the dynamic of the Antarctic temperature proxy, which shows a slower relative rise than CO\(_2\) during the second half of Termination V (Fig. 2h, j). But this is also caused by the timing of the switch from glacial Atlantic THC to its interglacial strength, a process which is responsible for 15 ppmv of the CO\(_2\) increase (Fig. 6). This latter process depends on the North Atlantic temperature proxy whose relative timing in respect to the paleo-climatic changes recorded in the Antarctic ice cores might be incorrect.

(D) Finally, we do not simulated fast fluctuations in CO\(_2\) as seen in the EPICA Dome C CO\(_2\) record in MIS 15 around 600 kyr BP. At least 20–30 ppmv, about half of the amplitudes seen in the CO\(_2\) record, can be explained, if a more
In two sensitivity analyses the importance of individual processes were investigated by (a) forcing only one process at a time (Fig. 7) and (b) excluding one process from time-dependent forcings (Fig. 8). From these analyses we estimate the contributions of individual processes to the rise in CO$_2$ during the last eight terminations (Fig. 6) keeping in mind the limited validity of the absolute values due to the high non-linearities of the simulated system. In the second approach (simulating all but one processes simultaneously) the process contributions contain also the amplification of the carbonate compensation. Carbonate compensation itself is only a response process to all other changes in the carbon cycle and cannot be analysed as single effect. The terrestrial carbon storage in the one-at-a-time approach underestimates the effect of CO$_2$ fertilisation.

In two sensitivity analyses the importance of individual processes were investigated by (a) forcing only one process at a time (Fig. 7) and (b) excluding one process from time-dependent forcings (Fig. 8). From these analyses we estimate the contributions of individual processes to the rise in CO$_2$ during the last eight terminations (Fig. 6) keeping in mind the limited validity of the absolute values due to the high non-linearities of the simulated system. In the second approach (simulating all but one processes simultaneously) the process contributions contain also the amplification of the carbonate compensation. Carbonate compensation itself is only a response process to all other changes in the carbon cycle and cannot be analysed in the one-at-a-time approach. Carbon storage on land is a function of atmospheric CO$_2$ through the CO$_2$ fertilisation of photosynthesis. The one-at-a-time approach, therefore, depict only changes in the terrestrial carbon pools caused by changes in global temperature, but not by those of the CO$_2$ concentration. For most processes the two approaches agree within 5 ppmv, only the contribution of the terrestrial carbon pools (12 ppmv) and of the ocean temperature (21 ppmv) have higher uncertainties (Fig. 6).

The contributions (estimated by excluding one process from time-dependent forcings) in decreasing order to the rise in CO$_2$ are given by Southern Ocean vertical mixing (on average 36 ppmv during Termination I to V and 22 ppmv

---

**Fig. 6.** Impact of different processes on glacial/interglacial changes in CO$_2$ during the last eight terminations. We estimate single process contributions by either the time-dependent forcing of one process only (open symbols), or by calculating the differences between simulation S1.5K and the simulation which excludes the time-dependent forcing of the process in question (filled symbols). Shown here are the contributions to the CO$_2$ rise between minima and maxima crossing Terminations I to VIII. Full time-dependent results underlying our analysis here are found in Fig. 7 and Fig. 8. The processes are sub-grouped into physics (excluding ocean circulation), ocean circulation, and biogeochemistry and include changes in ocean temperature, sea level, gas-exchange through sea ice, NADW formation, Southern Ocean vertical mixing, iron (Fe) fertilisation of marine biology in the Southern Ocean, terrestrial biosphere, and DIC and alkalinity fluxes between deep ocean and sediment (CaCO$_3$ chemistry). Differences between filled and open symbols highlight the high non-linearity of the system. CaCO$_3$ chemistry (carbonate compensation) is a response process to all other changes in the carbon cycle and cannot be analysed as single effect. The terrestrial carbon storage in the one-at-a-time approach underestimates the effect of CO$_2$ fertilisation.
earlier (36/22 ppmv), ocean temperature (26/11 ppmv), iron fertilisation in the Southern Ocean (20/14 ppmv), the carbonate compensation (15/7 ppmv), and NADW formation (13/0 ppmv). Changes in gas exchange caused by sea ice cover (−8/−7 ppmv), sea level (−12/−4 ppmv), and terrestrial carbon storage (−13/−6 ppmv) were processes enlarging the observed CO$_2$ rise by up to 33 ppmv during terminations. While most processes are reduced in their magnitude prior to Termination V, the absolute contribution of iron fertilisation changes only slightly. Thus, the relative importance of biogeochemical processes is enhanced from ∼30% (Termination I–V) to ∼40% during earlier terminations. Ocean circulation contributes about 60% during all terminations to the CO$_2$ rise while the contributions of other physical processes (SST, sea level, sea ice) is less than 10% during Terminations I–V and on average neutral earlier (Fig. 6). According to our model the smaller interglacial CO$_2$ values in the pre-Vostok period prior to Termination V are mainly caused by smaller interglacial Southern Ocean SST and an Atlantic THC which stayed before MIS 11 in its weaker glacial circulation mode.

3.2 A closer look onto the CaCO$_3$ chemistry

A deeper understanding of the differences in the three scenarios with variable e-folding time of the sedimentary response is obtained by a closer look onto the simulated [CO$_3^{2-}$] in the deep Pacific Ocean and the total carbon content of the simulated system (Fig. 9). We additionally compare these results with the scenario without carbonate compensation (S−CA) and expected changes in [CO$_3^{2-}$] during the past 150 kyr based on the conceptual understanding of the carbonate compensation (Marchitto et al., 2005). For the latter case details and timing have to be taken with caution.

The instantaneous responding sediments (S0.0K) preserve a constant [CO$_3^{2-}$] of 63 µmol kg$^{-1}$ (Fig. 9a). This constancy is paid for by large fluctuations in the total carbon content (Fig. 9b). Total C is up to 1000 PgC larger during glacial periods, which is about 2/3 of the amount of dissolvable CaCO$_3$ for modern times (1600 PgC) (Archer, 1996). In the other extreme case of no CaCO$_3$ chemistry (S−CA) total C is preserved, but the [CO$_3^{2-}$] of the deep Pacific ocean drops during full glacial conditions by almost 25 mmol kg$^{-1}$. Both scenarios with reasonable e-folding time of the carbonate compensation lead to variability in total C and deep Pacific [CO$_3^{2-}$] somewhere between those of the extreme cases: [CO$_3^{2-}$] varies up to 10 and 14 µmol kg$^{-1}$ around the preindustrial value in S1.5K and S6.0K, respectively. The variability in total C is restricted to 700 PgC (S1.5K) and less than 350 PgC (S6.0K), which is about 2/3 and 1/3 of the variability during instantaneous response. The total C at t = 0 kyr BP is still 50, 100, and 400 PgC higher in S0.0K, S1.5K and S6.0K, respectively, than during steady state for preindustrial conditions. In other words, in the transient simulations which include the carbonate compensation the carbon content at preindustrial times differs from observational-based estimates by up to 1%. At the end of the glacial or interglacial periods the simulated system in S1.5K and S6.0K is yet not in equilibrium due to the delayed sedimentary response.

Based on a conceptual understanding of the CaCO$_3$ compensation mechanism the variability in deep ocean [CO$_3^{2-}$] should start during large changes in the carbon cycle (e.g. during terminations) with a sharp change (rise during
Fig. 8. Analysis of single processes on atmospheric CO$_2$ in comparison to the CO$_2$ data (grey markers). All processes (scenario S1.5K, bold black) and all but one process at a time (dash red) were forced externally. Processes depict changes in ocean temperature (S–TEMP), sea level (S–SEAL), sea ice (S–SICE), NADW formation (S–NADW), Southern Ocean vertical mixing (S–SOX), iron fertilisation in the Southern Ocean (S–FE), carbon storage in terrestrial biosphere (S–TB), carbonate compensation (S–CA). Additionally, a scenario with all processes at work and a complete shut-down of NADW formation during all Heinrich events as indicated by IRD in the North Atlantic was simulated (short-dash blue in sub-figure S–NADW). As the inclusion of exchange fluxes between sediment and ocean is converting our modelled carbon cycle to an open system in which total carbon and alkalinity are not conserved anymore a direct comparison between individual simulations becomes difficult due to variations in the overall budgets. All simulation results are shown as 3 kyr running mean.

terminations, drop during glaciations) of up to 30 $\mu$mol kg$^{-1}$ caused by other processes, which are followed by a relaxation over the following several millenia (Broecker and Peng, 1987). An initial rise in [CO$_3^{2-}$] during terminations is caused by the extraction of DIC from the deep waters by any of the other processes operating on the global carbon cycle. This increases the pH of the deep ocean which than moves the equilibrium between [CO$_2$], [HCO$_3^-$], and [CO$_3^{2-}$] (the three species which add up to DIC) from [CO$_2$] towards [CO$_3^{2-}$]. Dynamics are in the opposite direction during glaciations (input of DIC in the deep ocean; decrease of pH shifts the species equilibrium away from [CO$_3^{2-}$]). The following relaxation is the response of the sediments to changes in deep ocean [CO$_3^{2-}$] by either increased sedimentation (if [CO$_3^{2-}$] is increased which shifts the calcite
Fig. 9. Carbonate compensation mechanism. Besides the scenarios with different e-folding time of the carbonate compensation (S0.0K, S1.5K, S6.0K) a scenario without CaCO$_3$ chemistry (S–CA) is shown. Conceptual changes in the deep Pacific CO$_3^{2-}$ concentration expected from measurements (Marchitto et al., 2005) and the understanding of the CaCO$_3$ compensation are also shown in (a). (a) CO$_3^{2-}$ concentration in the deep Indo-Pacific ocean box. (b) Total carbon of the simulated ocean/atmosphere/biosphere system. (c) Atmospheric CO$_2$. CO$_2$ data as described in Fig. 2 as grey markers. All simulation results are shown as 3 kyr running mean.

saturation horizon towards deeper waters) or increased dissolution (if [CO$_3^{2-}$] is decreased which shifts the calcite saturation horizon towards shallower waters) of CaCO$_3$. Recent measurements on three cores in the equatorial Pacific (Marchitto et al., 2005) support this dynamic, the change in [CO$_3^{2-}$] is of the order of 25–30 µmol kg$^{-1}$, although the gradients at the beginning of individual events are not as steep as theoretically predicted and the sedimentary response seems to be faster than concluded from process-based models (Fig. 3).

All-together, this means, that a rise in surface waters [CO$_2$] (similar to a rise in atmospheric CO$_2$) implies also the extraction of carbon from the deep ocean. This extraction causes increased sedimentation, which is another loss term of carbon. However, due to the ratio of alkalinity:DIC=2:1 in all carbonate fluxes the overall effect of sedimentation is a pH reduction in the deep ocean which again shifts the carbonate system from [CO$_3^{2-}$] towards [CO$_2$], leading finally to a further rise in surface [CO$_2$]. Thus, carbonate compensation is a positive feedback. It always acts as an amplifier to ongoing processes operating on the global carbon cycle.

For this interpretation it has to be kept in mind, that the riverine input of bicarbonate was not explicit formulated, and therefore not allowed to vary over time. Improving this shortcoming together with the use of a process-based sediment model might substantially alter our current understanding of the importance of the CaCO$_3$ chemistry for atmospheric CO$_2$.

In conclusion, we have to state that the contribution of the carbonate compensation to the rise in atmospheric CO$_2$ can only be roughly estimated with our approach. The amplitudes in deep Pacific [CO$_3^{2-}$] in our simulations are about half as large as in observations. A constant deep ocean [CO$_3^{2-}$] caused by instantaneous reacting sediments (S0.0K) is causing a contribution of the carbonate compensation of approximately 35 ppmv (Termination I) which seems to be an upper
estimate. A time-delayed response of the CaCO$_3$ chemistry reduces this contribution by a factor of two. An ocean carbon cycle model with higher vertical resolution together with a process-based sediment module are needed for a refined quantification of this number.

3.3 Model sensitivity

In the following subsection we will investigate the sensitivity of BICYCLE by the variation of the glacial/interglacial amplitudes of all processes and analyse specific parts of our model in greater detail. These parts (sea ice, ocean circulation, marine biota, terrestrial biosphere) need some in-depth analysis due to the simplicity in which they are embedded in our model.

3.3.1 Variation of the glacial/interglacial strength of individual processes

We investigated the sensitivity of our model to the amplitudes in the different processes contributing to the glacial/interglacial CO$_2$ rise. We therefore varied their glacial/interglacial amplitudes by up to ±50% from their standards and compared the relative impacts on CO$_2$ for Termination I (Fig. 10). The sensitivity of the simulated CO$_2$ to changes in the amplitude of one process is rather linear. Varying the amplitude of a single process by less than 20% would result in less than ∼7 ppmv deviation in CO$_2$. We therefore evaluate our model as rather robust to the detailed knowledge of individual processes. This, however, neglects nonlinear effects from combined changes for alternative scenarios in which more than one process is operating with a different glacial/interglacial amplitude.

3.3.2 Sea ice

Our approach proposes a decline of CO$_2$ by ∼10 ppmv during terminations contributed by changes in the gas exchange rate through the shrinking of sea ice coverage. This would contradict a previous modelling study (Stephens and Keeling, 2000) which concluded that a nearly full sea ice coverage of the Southern Ocean south of 55° S would reduce CO$_2$ by 67 ppmv. Although the reliability of this previous study was questioned because of the proposed very high sea ice coverage (Morales-Maqueda and Rahmstorf, 2001) the question remains why our model responses in the opposite direction. It was shown (Archer et al., 2003) that a model response to a fully Southern Ocean sea ice coverage is especially highly model dependent.

In our study the decline in CO$_2$ during deglaciations is caused by larger gas exchange rate in the North Atlantic Ocean which itself is caused by the decrease in the northern sea ice cover. The preindustrial North Atlantic is a sink for CO$_2$ while the Southern Ocean is a source, both in our model and if recent gas exchange estimates are corrected for anthropogenic CO$_2$ (Takahashi et al., 2002; McNeil et al., 2006). Therefore, reducing gas exchange during glacials in the North is increasing the glacial atmospheric CO$_2$. The net effect of sea ice coverage in the Southern Ocean is negligible and reaches the magnitude of the North only when the Southern Ocean surface box is nearly fully covered by sea ice (Fig. 11). However, our data based assumption proposes only an average annual glacial sea ice coverage of 30% in our Southern Ocean surface box.

Measurements on gas exchange through sea ice of different temperature come to the conclusions, that gas exchange is not totally prevented by a complete sea ice cover, (Gosink et al., 1976; Semiletov et al., 2004). Furthermore, in our single process analysis we consider only the effect of sea ice on gas exchange rates, while in the previous studies the overall effect of sea ice on both gas exchange and ocean circulation schemes was analysed.
3.3.3 Ocean circulation

In our reference scenario we have chosen to keep NADW formation unchanged during Heinrich events as there are evidences from productivity (Sachs and Anderson, 2005) and sea level (Siddall et al., 2003) reconstructions, that the impact may differ. Here, we estimate the maximum impact through a complete shut-down of NADW formation during Heinrich events identified by ice rafted debris (IRD) in the North Atlantic sediment record ODP980 measured on the same core than two other paleo records used already in our study (North Atlantic SST and benthic $\delta^{18}O$) (McManus et al., 1999; Wright and Flower, 2002). IRD in percentage of sediment grains larger than 150 $\mu$m (relative IRD) is a proxy for the occurrence of Heinrich events (Heinrich, 1988). We used the relative strength $\text{IRD}_{H}=10\%$ as threshold indicating large iceberg and thus freshwater discharges occurring in the North Atlantic which result in a complete shut-down of the NADW formation during glacial times in our model. This threshold was derived from the analysis of IRD and known Heinrich events during the last glacial cycle (Heinrich, 1988). During two time intervals relative IRD data were missing in ODP980 (740–700 and 543–500 kyr BP). The absolute IRD record (lithics/g) spanned our whole simulation period (Wright and Flower, 2002) and showed no major excursions in the incomplete periods of the relative IRD record apart from one large peak during the period 740–700 kyr BP. However, this absolute record is unsuitable for the predictions of Heinrich events as known events occurring during the last glacial cycle (Heinrich, 1988) would have been overestimated. IRD in a second core approximately 1000 km apart (ODP984) shows similar features during 500–740 kyr BP (Wright and Flower, 2002) suggesting an at least regional distribution of the IRD signals measured in ODP980 and the changes in freshwater discharge indicated by them.

A shut-down of the NADW formation occurring during the Heinrich events, which were identified by the relative IRD record, reduces atmospheric CO$_2$ during glacial climate conditions by about 10–20 ppmv (Fig. 8). Only a Heinrich event around 550 kyr BP happening during intermediate climate conditions and those events in the glacial maximum proceeding Termination V (420 kyr BP) lead to drops in CO$_2$ by 30–40 ppmv. The selection criteria for Heinrich events (IRD$_{H}=10\%$) was varied in a sensitivity study (Fig. 12b), and showed rather unchanged response of CO$_2$ for a threshold increase by a factor of two, and an extension of Heinrich events if IRD$_{H}$ was lowered.

The impacts of the threshold $\delta^{18}O_{\text{NADW}}$ in ODP980 which indicates a switch from glacial to interglacial circulation patterns in the Atlantic Ocean (strength of NADW formation) was also tested. During interglacial times this strength in NADW depends to a certain extent on the chosen threshold (Fig. 12a). During warm periods around 200, 570, 610, and 690 kyr BP the Atlantic THC is only switching into its interglacial mode (16 Sv of NADW formation) and leads to a rise in CO$_2$ by about 10 ppmv, when the threshold $\delta^{18}O_{\text{NADW}}$ is increased. This implies that in our standard scenarios the NADW stayed in its glacial mode during these times. In other words, the Atlantic THC stayed constant over time in its glacial mode before MIS 11 (740–420 kyr BP) and would switch only to its interglacial mode in the pre-Vostok period if a slightly colder temperature threshold is assumed (higher $\delta^{18}O_{\text{NADW}}$) than in the standard case.

For the understanding of the consequences of a reduced glacial ocean circulation through either a (partly) shutdown of the Atlantic THC or reduced Southern Ocean vertical mixing one has to keep in mind that our analysis with the BICYCLE model covers only the direct effects of a reduced water transport on the dissolved chemical species (DIC, alkalinity, nutrients). In more sophisticated models changes in ocean circulation lead also to changes in the temperature, and salinity. Temperature and salinity are prescribed externally within BICYCLE. A reduced strength of the NADW formation would lead to a temperature drop in the North Atlantic which is spread over large parts of Eurasia and a rise in Southern Ocean temperatures following the concept of a bipolar seesaw (e.g. Stocker and Johnsen, 2003). The direct effect of these temperature anomalies on CO$_2$ would lead to an outgassing of CO$_2$ in the Southern Ocean and a higher solubility and a down draw of CO$_2$ in the north Atlantic. As a follow-up effect the sea ice cover in the North would increase while that in the South would shrink. Because of the opposite effects of sea ice on atmospheric CO$_2$ in both hemispheres (see above) the northern sea ice expansion and the southern decline would both lead to a rise in atmospheric CO$_2$ during a reduced Atlantic THC. Additionally, the millennial scale
temperature anomalies during Heinrich events would also impact on the terrestrial carbon cycle (Köhler et al., 2005b). During cold periods the treeline in Eurasia would shift southwards, and soil respiration would decrease. In BICYCLE the nutrient distribution is also affected by a change in ocean circulation. But only a reduction in the NADW formation below the glacial strength of 10 Sv causes a decrease in the marine export production due to macro-nutrient depletion and causes a rise in atmospheric CO$_2$. This change in the marine biota is in line with other studies (Schmittner, 2005). A more detailed investigation of the NADW strength and CO$_2$ in BICYCLE is found in Köhler et al. (2006).

3.3.4 Marine biota

It was argued recently based on the knowledge gained from open ocean experiments that only 0.5 to 15% of the glacial/interglacial rise in CO$_2$ can be caused by iron fertilisation of the marine biota (de Baar et al., 2005). However, their estimate was based on the assumption that the glacial aeolian iron input into the Antarctic region was 11-fold its modern flux, while recent data from EPICA Dome C find a 25- to 34-fold increase in iron fluxes from interglacial to glacial periods (Gaspari et al., 2006; Wolff et al., 2006). In our simulation results, which use the higher iron flux changes measured in Antarctic ice cores the contribution of this process to the CO$_2$ rise covers approximately 25% of the observed signal. This is within the range covered by the iron
Additional to the simulation S0.0K, S1.5K, S6.0K an alternative pathway of terrestrial biosphere regrowth was considered with greater climate and CO$_2$ dependency leading to higher glacial/interglacial amplitudes in the terrestrial carbon stocks (S0.0KTB+, S1.5KTB+, S6.0KTB+). Different e-folding time of the calcite compensation as given in the scenario names. (a): Atmospheric CO$_2$, data (grey markers) as described in Fig. 2. (b): Terrestrial carbon storage. (c): Total carbon storage in the atmosphere/ocean/biosphere system. All simulation results are shown as 3 kyr running mean.

The impact of Southern Ocean iron fertilisation on CO$_2$ was also a threshold-dependent process. Changes in simulated CO$_2$ occur for a two fold reduction of the threshold during times of high iron flux fluctuations, e.g. around 150–180 kyr BP. Simulated atmospheric CO$_2$ varied significantly (>20 ppmv) if the threshold in the EPICA Dome C iron flux on which the marine export production depends is reduced by one order of magnitude (Fig. 12c). This would imply that the marine biota in the Southern Ocean is nearly never iron limited and global export production reduces atmospheric CO$_2$ throughout most of the simulation period. The threshold approach neglects details in the dynamics of the different iron proxies for full glacial conditions and is partly responsible for the similar responses of our model to the use of the three different iron proxies.

3.3.5 Terrestrial biosphere

To cover the estimated range in the glacial/interglacial rise in terrestrial carbon storage of 300–1100 PgC (Köhler and Fischer, 2004) an alternative pathway with increased sensitivity of the terrestrial biosphere to CO$_2$ and climate change was considered. Terrestrial carbon storage varies during Termination I by 400 to 500 PgC in the previous scenarios (S0.0K, S1.5K, S6.0K) and 800–1100 PgC alternatively (S0.0KTB+, S1.5KTB+, S6.0KTB+) (Fig. 13b). The parameterisation of
the sensitivity of the terrestrial module on climate and CO₂ is the same within the two sets of experiments. The existing difference in the amplitudes within a set of simulations is caused by the internal feedback of the CO₂ dependent terrestrial NPP (CO₂ fertilisation). The change in the amplitude in terrestrial carbon storage leads also to different CaCO₃ fluxes between sediment and deep ocean and thus to different fluctuations in the overall carbon budget. While the change in the total carbon of the simulated ocean/atmosphere/biosphere system is 1000, 700, and 350 PgC in S0.0K, S1.5K and S6.0K, respectively, this amplitude is increased to 1700, 1000, and 500 PgC in S0.0KTB+, S1.5KTB+ and S6.0KTB+ (Fig. 13c). In S1.5KTB+ and S6.0KTB+ the total C content at t=0 kyr BP is 250 and 500 PgC higher than in steady state simulations for this climate period. This offset in the total C budget between transient simulations and preindustrial steady state makes the upper end of the proposed range in the variation of the terrestrial carbon content very unlikely. As overall effect glacial atmospheric CO₂ is about 15 ppmv higher in the STB+ scenarios than in the corresponding simulations with lower terrestrial variability (Fig. 13u).

4 Discussion and conclusions

In this study we simulate low frequency changes in the carbon cycle during the late Pleistocene. Our standard scenarios match observed atmospheric CO₂ during the last 650 kyr rather well (r²∼0.75). The novelty of our approach is the fact that our interpretation how the global carbon cycle including its isotopes is operating during Termination I seems to be sufficient to interpret the variations in atmospheric CO₂ not only during the regular variations observed in the Vostok ice core but also to simulate smaller glacial/interglacial amplitudes prior to Termination V. The application of our model on these long timescales is a confirmation that our assumptions made for and our interpretation gained from the simulation of the carbon cycle during Termination I (Köhler et al., 2005a) are not restricted to this very narrow time window, but are of general nature. The time-delayed response of the carbonate compensation is an important detail of the CaCO₃ chemistry which was not considered in earlier applications of this model. The e-folding time τ of the relaxation of any perturbation of the deep ocean [CO₂⁻] estimated from data and models is still large, however, the consequences are even with a moderate response time (τ=1.5 kyr) that the carbon cycle in our model never reaches an equilibrium within the last 740 kyr; the total carbon budget is constantly varying due to sedimentation or dissolution. Carbonate compensation with moderate response time (1.5 kyr) contributes about 15 ppmv to the rise of CO₂ during the last five terminations. This is of the order suggested by Joos et al. (2004) during the Holocene as a consequence of the reorganisation of the carbon cycle over Termination I. It is about half of the amount suggested by our previous study (Köhler et al., 2005a), in which we alternatively prescribed the changes in the lysocline as additional boundary condition. These lysocline variations, however, are less well known over the whole 740 kyr period for the different ocean basins (Farrell and Prell, 1989) and the interpretation of available data is highly discussed (Archer, 1991). The previous approach of a variable lysocline leads to results similar to those of the scenario with instantaneously responding sediments (S0.0K). The missing response time in this approach was therefore a reason to re-visit and update our model here.

The missing temporal variability of the riverine input of bicarbonate and its subsequent response by the carbonate compensation might be one of the main simplifications of our study. The input of HCO₃⁻ through rivers is estimated to vary on glacial/interglacial timescale by about 25% (Jones et al., 2002; Munhoven, 2002). This reduced interglacial riverine input leads to a rise of atmospheric CO₂ of the order of 10 ppmv, however, uncertainties in both the variability of the input fluxes itself and the response of the carbon cycle are with about 100% large.

There are several hypothesis on possible changes in the carbon cycle found in the literature, which we did not follow up here for various reasons, because they are either too complex to be followed in detail with our model (silicic acid leakage hypothesis), because of recent evidences arguing against them (rain ratio hypothesis), or because we expect only small contributions to the change in CO₂ (North Pacific biology). They are discussed in greater detail in Köhler et al. (2005a). The potential of a change in the rain ratio of organic to inorganic marine export production, for example, is one theory (Archer and Maier-Reimer, 1994; Klaas and Archer, 2002; Ridgwell, 2003a), whose impact on CO₂ is limited to less than 15 ppmv in BICYCLE. The silicic acid leakage hypothesis (Brzezinski et al., 2002; Matsumoto et al., 2002) involves shifts in phytoplankton communities and operates via a combination of iron fertilisation in the Southern Ocean and local changes in the the rain ratio. Other HNLC regions of the world ocean apart from the Southern Ocean have also the potential for an enhanced glacial export production, although with less capacity for atmospheric CO₂. One of these prominent regions is the North Pacific where a higher glacial export production might result in a decrease in CO₂ of up to 8 ppmv (Röthlisberger et al., 2004). A recent interpretation of proxy data (Jaccard et al., 2005) makes this region also a candidate for a highly stratified water column in glacial times. This physical effect might be even more important for CO₂ than the change in the biology.

Our results are further supported by reconstructed pH in the equatorial Atlantic surface waters, which are based on δ¹¹B measurements from planktic foraminifers (Hönisch and Hemming, 2005). As we calculate the whole carbonate system in our model, we are able to compare our simulated pH variations in the surface water box of the equatorial Atlantic with these measurements (Fig. 14). Although the data set is sparse our model predicts a similar glacial/interglacial
amplitude of up to 0.15 pH units (scenario S0.0K; less than 0.10 pH units in S1.5K and S6.0K) in this area, although minima during interglacial periods are smaller in the data than in the model.

These simulation results are an in-depth description of our contribution to the “EPICA challenge” (Wolff et al., 2004, 2005). The other seven entries to the “EPICA challenge” (Wolff et al., 2005) were either based on a conceptual modelling approach (Paillard and Parrenin, 2004) or on different correlation functions of the two EPICA Dome C records (dust, δD) and others paleo-climatic archives. Thus, they all tested different hypotheses, but were per se unable to validate their hypothesis by the comparison of other variables of the carbon cycle with additional reconstructions. Nevertheless, all other approaches using existing Antarctic temperature proxies and simple regression functions were able to predict CO₂ with similar high accuracy (Wolff et al., 2005). Can we understand this coupling of atmospheric CO₂ and Antarctic/Southern Ocean temperature from our process-based modelling approach? SST of the Southern Ocean itself (which is a function of EPICA Dome C δD) is according to our model responsible for half of the rise in CO₂ caused by ocean temperature, which would be ~15 ppmv during Termination I. Changes in sea ice cover and Southern Ocean vertical mixing are in BICYCLE functions of Southern Ocean SST and thus of EPICA Dome C δD, causing 0 ppmv and 35 ppmv, respectively. Furthermore, CaCO₃ compensation as amplifying process will contribute about 5–10 ppmv. Summarising, we are able to explain a rise in CO₂ of 55–60 ppmv during Termination I only by direct and indirect effects of Southern Ocean temperature changes and thus by the evolution of the EPICA Dome C δD record. However, these are incomplete solutions, because other important changes in the carbon cycle are known to have happened, such as changing concentration of DIC due to sea level variations or changing carbon storage on land which would both operate in the opposite direction.

To our knowledge, there exist so far two transient modelling approaches which try to explain the variability of atmospheric CO₂ during the late Pleistocene both using conceptual models (Gildor et al., 2002; Paillard and Parrenin, 2004) and concentrate on changes in ocean physics. These two approaches differ widely, one (Gildor et al., 2002) being purely theoretically and trying to explain the typical amplitude and seesaw shape of CO₂ observed in Vostok, while the other (Paillard and Parrenin, 2004) is forced by insolation over the last 1000 kyr. However, both pinpoint reduced glacial vertical mixing in the Southern Ocean as one mechanism which contributes significantly to the glacial/interglacial rise in CO₂. While we here support the importance of changes in Southern Ocean vertical mixing, we also want to point out that especially those processes which modify the overall budgets of DIC and alkalinity in the ocean need consideration (Archer et al., 1997) and a restricted view onto the ocean/atmosphere carbonate system only is of limited validity for a complete understanding of the observed changes in the carbon cycle as recorded in the ice cores.

The chosen model design, that Southern Ocean vertical mixing is a function of Southern Ocean temperature and thus of EPICA Dome C δD, might be questioned. It was motivated by the observed vertical and temporal gradient in δ¹³C in the Southern Ocean sediment cores (Hodell et al., 2003). It turns out that this process is the most important one for atmospheric CO₂ variability. As a consequence this process alone together with its amplification through CaCO₃ compensation can explain 40 ppmv of the rise in CO₂ during Termination I. To support this assumption we argued previously (Köhler et al., 2005a) with additional evidences from nutrient reconstructions (François et al., 1997) and the salinity-driven stratification of the glacial ocean (Adkins et al., 2002). Further support came from the two conceptual models mentioned earlier (Gildor et al., 2002; Paillard and Parrenin, 2004) and a box model study which investigates the role of Southern Ocean mixing and upwelling on CO₂ (Watson and Naveira-Garabato, 2006). In the meantime, another physically based hypothesis was added to the scenarios which propose a glacial stratified Southern Ocean. Toggweiler et al. (2006) hypothesised that a northward shift in the westerly winds during glacial climate would prevent wind-driven upwelling in the Southern Ocean. Their carbon cycle response to this change in ocean ventilation is a glacial decrease in atmospheric CO₂ of 35 ppmv, very similar to our results.

The various simplification of the carbon cycle in terms of spatial and temporal resolution and the degree to which processes are modelled have to be kept in mind in the interpretation of the results. Furthermore, the detailed response of the carbon cycle differs if omitted feedbacks which would arise from carbon cycle-climate interactions would be considered. The rise in CO₂ leading to enhanced terrestrial photosynthesis is in principle but very simplisticly covered within our approach, however, details on the various effects are still matter
of debate (e.g. Bender, 2003; Friedlingstein et al., 2003). The overall effect of temperature variations on soil carbon storage is not yet resolved (Davidson and Janssens, 2006). The feedback loop of climate, dust and CO$_2$ (Ridgwell and Watson, 2002) is another example for the complexity of the system. Laboratory experiments indicate a CO$_2$-dependent calcite precipitation rate of marine calcifiers (Riebesell et al., 2000). These are some examples of the complexity of the carbon cycle-climate system, whose detailed investigation is needed for in-depth understanding. Nevertheless, from our simple approach here the potentials of various globally important processes can be highlighted, and thus the choice of foci for future investigations is possible.

This box model study provides an interpretation of low frequency changes in atmospheric CO$_2$ during the past 740 kyr based on a carbon cycle box model forced by various paleoclimatic records forward in time. The potential contributions of important physical and biogeochemical processes to CO$_2$ variability were investigated. As this study is based on a rather simplistic model which highlights also the uncertainties embedded within the approach its results should be understood as an invitation to more complex coupled carbon cycle-climate models to be cross-checked as a whole or in specific parts.
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