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Abstract: The aim of this work is to include the metallurgical behaviour of steels (and specifically their phase transformations) into thermo-mechanical studies. In this purpose, a new model of anisothermal phase transformations during the cooling stage is proposed. Developed in the thermodynamics framework of simple materials with memory variables, its originality lies in the choice of the temperature time derivative $\dot{T}$ as an independent variable. The identification and the transformation rates computation use the CCT diagrams which are considered as families of particular solutions of evolution equations. The validation shows ability of the model to simulate all CCT deducible tests. Furthermore, for some tests not included into the CCT the numerical results remain good and the model, from which evolution equation form as been let free, allows to incorporate them to the identification data without modifying the CCT simulation accuracy. Lastly, for all the previous tests, this model has been compared with the one of the Sysweld software.

1. INTRODUCTION

Many studies of nuclear components, involving for instance dissimilar joints or underclad defects, require the numerical simulation of thermo-metallurgical phenomena caused by heat treatment or welding in order to determine the residual stress field.

Although no exhaustive theoretical modelling of anisothermal phases transformations has been attempted, there are a number of metallurgical behaviour models enabling calculation of residual stresses [6-7-8-11]. However, the extent to which the observed metallurgical response of steels is affected by their entire thermal history is generally overlooked in the initial formulation of these models. And their identification is also problematic, making then difficult to adapt to each new steel.

With a view to integrating the effect of thermal history on metallurgical behaviour, the model presented has been developed in the framework of thermodynamics of materials with internal state variables including the cooling rate $\dot{T}$ among its variables. Although unusual, introducing this variable would not appear to be thermodynamically illicit and the model built and developed for cooling stage can also be applied for heating [14]. In addition, since it seemed difficult to propose a simple form of model dependence on $\dot{T}$, it was decided to impose no specific form for the metallurgical internal variable evolution equations. Calculation of the metallurgical evolution rates is then based on the fact that any known experimental history can be interpreted as a particular solution to the differential evolution equations. Finally, the options selected have the advantage of enabling simple and fast identification of the model and data preparation requiring only CCT diagrams (Continuous Cooling Transformations). Despite uncertainties as to the absolute representativeness of these diagrams, the validation elements presented are most encouraging and the model has been inserted in an industrial finite element code.

2. PROPOSITION OF THE MODEL

2.1. Hypothesis

As suggested by the dilatometric tests and in accordance with common approach, we choose to describe
the metallurgical structure at a given material point by the quantity $Z = (Z_1, Z_2, Z_3, Z_4)$, which components are the respective proportions of ferrite, pearlite, bainite and martensite.

Then, to include a memory effect of time-temperature history on metallurgical evolutions we choose to develop the model in the framework of thermodynamics of simple materials with memory variables [3-12]. Furthermore, to take into account a cooling rate effect on the structural evolutions we include, from the beginning, the temperature time derivative $T$ as an independent variable.

We suppose then that the structural transformation rate $\dot{Z}(M,t)$ is an explicit function of the values at $M$ and $t$ of the pilot state variables $p(M,t)$, some of their first time derivatives $\dot{p}(M,t)$ and other internal state variables $\eta(M,t)$, the evolution rates of which are also explicit functions of $p(M,t)$, $\dot{p}(M,t)$ and $\eta(M,t)$. Thus the first assumption can be written:

$$H1 : \quad \dot{Z} = f(p, \dot{p}, Z, \eta_k) \quad \text{and} \quad \eta_k = \psi_k(p, \dot{p}, Z, \eta_k)$$

To make more precise the choice of the pilot and internal variables, as the form of the evolution functions, we make two other hypothesis.

$H2$ : The CCT diagrams, supplemented with the Koistinen-Marburger (2) martensitic transformation kinetics totally characterise the metallurgical behaviour of an austenitized steel during continuous cooling.

This hypothesis, deriving directly from metallurgical practice, also fulfils the objective of obtaining an industrial-scale model, requiring for its identification only easily available experimental data.

$H3$ : Ferritic, pearlitic and especially bainitic transformations cannot take place below the martensite starting temperature $M_s$.

With this hypothesis, compliant with CCT diagram representations, transformations by diffusion can be separated from the martensitic transformation.

2.2. State variables choice

- Pilot state variables : in continuum thermomechanics, the pilot state variables are generally temperature and stress or strain state. However, according with hypothesis $H2$, temperature is the only pilot variable actively involved in metallurgical variable evolution functions. Indeed, the effect of the stress state on structural transformations (which is not zero [1]) is not shown in the CCT diagrams.

- Memorising state variables : the first memorising variable to be introduced is the quadruplet $Z$, which characterises the metallurgical structure and enables mechanical description of a dilatometric test.

In addition, apart from the temperature, its time derivative $\dot{T}$ and the stress state, the austenitic grain size $d$ and the transforming austenite carbon content $C$ also affect the metallurgical behaviour of steels during cooling. However, because carbon diffusion is not explicitly shown on the CCT diagrams, $C$ is not introduced as an internal variable.

Unlike the carbon content, the austenitic grain size is related to the austenitization conditions shown on CCT diagrams. But $d$ only results from the heating and is consequently simply introduced as a parameter in the cooling behaviour model presented here. Nevertheless, $d$ can be used in future to take into account more than one CCT diagram.

Lastly, due to the austenite stabilisation phenomenon, the martensite starting temperature $M_s$, present in the Koistinen-Marburger law depends on the thermo-metallurgical history. It is consequently introduced as a memorising variable.

To model all the phenomena brought into play during a welding operation, we have also to include other memorising variables like anelastic strain tensors $\varepsilon^{an}$, corresponding to plastic strains, transformation plasticity or viscosity. However, according with hypothesis $H2$, these variables will no affect the $Z$ and $M_s$ evolution functions.
Thus, with the hypothesis and variables adopted, we obtain:

\[ \dot{z}(t) = f(T, \dot{T}, z, d) = f(T, \dot{T}, z; d) \frac{(T - Ms)^+}{T - Ms} \text{ with } z = \{Z_1, Z_2, Z_3\} \] (1)

\[ Z_4(T, z, Ms; d) = [1 - \sum_{i=1}^{3} Z_i] \left\{ 1 - \exp(\beta(d) [Ms - T]^+) \right\} \] (2)

where \( \beta \) (°C\(^{-1}\)) is a material parameter and \([X]^+\) is the positive part of \(X\).

and

\[ Ms(z; d) = Ms_0(d) + A(d) \left[ \sum_{i=1}^{3} Z_i - ZS(d) \right]^+ \] (3)

For a given grain size, \(Ms\) is thus assumed to be constant and equal to \(Ms_0\) as long as the proportion of transformed austenite remains below a threshold \(ZS\). Its subsequent variation is then assumed to be a linear function of the quantity of transformed austenite. These assumptions would appear to be fairly well corroborated by experimental data.

### 2.3. Form of the evolution function

Although unusual, introducing \(T\) as a true variable would not appear to be thermodynamically illicit and this model built and developed for cooling can also be generalise to heating [14]. Furthermore, we have seen that it seemed difficult to propose, based on physical mechanism or thermodynamics formalism, a simple form of model dependence on \(T\). That is why it was decided to impose no specific form for the metallurgical internal variable evolution equations and to use, for the calculation of the metallurgical evolution rates, the known values of the evolution function derived from the CCT diagrams. Indeed, this diagrams constitute a set of time-temperature histories for which the metallurgical evolutions \(Z(T(t))\) are known and are each one a particular solution of evolution equations. In the framework of the model, time differentiation of these experimental \(Z(T(t))\) evolutions gives then rise to the knowledge of a set \(E\) of the value of the \(f\) function for every state \(\{T, T, z; d\}\) found in CCT diagrams. Thus, for any thermal loading, we evaluate the rate of transformations for a given state using some special interpolation technique in the set \(E\) (where the states are now independent), without imposing any restrictions on the form of the \(f\) function.

### 3. IDENTIFICATION OF THE MODEL

#### 3.1. Identification of the martensitic transformation model

The martensitic transformations are assumed to be described by the Koistinen-Marburger law (2) and the phenomenological equation (3) expressing \(Ms\). Then, each CCT diagram is used to determine:

- \(Ms_0\) as the martensite starting temperature when the transformation is complete;
- \(\beta\) which is assumed constant and such that \(Z4(Mf) = 0.99\) for a complete martensite transformation where \(Mf\) is the experimental end of transformation temperature;
- \(A\) and \(Zs\) by linear regression from the experimental thermo-metallurgical histories leading to partial martensitic transformation;
- and, finally, the martensitic transformation critical cooling rate \(Tcm\) (below which no martensitic transformation can occur) as the cooling rate at 700°C of the slowest cooling kinetics giving rise to a martensitic transformation.

#### 3.2. Identification of the ferrito-pearlitic and bainitic transformation model

For each experimental test \(H^i\) included in CCT diagrams, we know the time history \(T^i(t)\) (characterised by six coefficients) and the associated metallurgical evolution \(Z^i(T)\) (which we suppose linear piecewise). Thus, for each thermo-metallurgical histories \(H^i\) we can built a set of specific solutions to the differential equation (for \(T \geq Ms\)):

\[ \dot{z}(t) = f(T, \dot{T}, z; d) \text{ enabling calculation of } \dot{z}(E^i_k) = f(E^i_k) \text{ for any thermo-metallurgical state } E^i_k \text{ of an experimental history } H^i \] [14].
So, for any temperature $T$, we can compute the values of function $f$ in the thermo-metallurgical states $E_i = \{T, \hat{T}(T), z_i(T); d_i(T)\}$ where the $i$ index indicates experimentally known histories.

Finally, on the basis of the above hypothesis, the identification of the model resume to the CCT diagram data entered which is carried out as follows:

- for each CCT diagram:
  - the ferritic transformation quasi-static temperature $Ar_3$ ;
  - the austenitic grain size value $d$ ;
  - the complete martensite transformation starting temperature $Ms_0$ ;
  - the value of the Koistinen-Marburger law $\beta$ coefficient ;
  - the value of the $A$ and $Z^5$ coefficients in equation (3) ;
  - the value of the martensitic transformation critical cooling rate $\dot{T}_{cm}$.

- for each CCT diagram thermal history:
  - the cooling rate at 700°C ;
  - the values of the six coefficients characterising, with the cooling rate at 700°C, each thermal history ;
  - the final ferrite, pearlite and bainite proportions ;
  - the starting and finishing temperatures for each transformation.

This procedure is the only operation required to identify the metallurgical behaviour of a steel. It is simple and quickly performed by a data entry package, requiring about an hour for fifty or so histories.

4. RUNNING OF THE MODEL:
   CALCULATION OF $f(T, \hat{T}, z; d)$ FOR ANY GIVEN STATE

Knowing $T$, $\hat{T}$, $z$, $Ms$ and $d$ at a given instant $t$, we have to determine the values of $z$ and $Ms$ at a following instant $t + \Delta t$.

- If $T(t) \geq Ar_3$ :
  
  $\dot{z}(t) = 0$ and $Z_4(t + \Delta t) = 0$

- If $Ar_3 > T(t) \geq Ms(t)$ :
  
  $\dot{z}(t + \Delta t) = f(T, \hat{T}, z; d)$ ;
  $Z_4(t + \Delta t) = 0$ and $Ms(t + \Delta t) = Ms_0 + A \sum_{i=1}^{3} Z_i(t + \Delta t) - Z^5$;

- If $T(t) < Ms(t)$ :
  
  $\dot{z}(t) = 0$ and $Z_4(t + \Delta t) = [1 - \sum_{i=1}^{3} Z_i(t + \Delta t)] \left\{ 1 - \exp(\beta [Ms(t + \Delta t) - T(t + \Delta t)]) \right\}$

The method applied to calculate $f(T, \hat{T}, z; d)$ when $Ar_3 > T(t) \geq Ms(t)$ considers $f$ to be smooth and proceeds as follow:

- for all known experimental histories $H^i$, the values of function $f$ are calculated for each following thermo-metallurgical states :
  
  $E_1^1(T) = \{T, \hat{T}(T), z_1(T); d_1\}$ ; $E_1^2(T + 5)$ and $E_1^3(T - 5)$ ;

- the seven values closest to the current state $E(t)$ are determined from among the $E_1^j(t)$ ($j=1,3$) defining the metallurgical behaviour of the material in the vicinity of the temperature $T(t)$ by minimising a distance between $E(t)$ and each $E_1^j(t)$ ;

- the barycentric coordinates of $E(t)$ with respect to the adjacent values $E_v(t)$ ($v=1,7$) are calculated. The associated linear system is solved with a least squares approach and with selection of the minimum norm solution in the event of a zero determinant ;

- we use only the adjacent $E_w(t)$ ($w\leq7$) values such that all the barycentric coordinates $\lambda_w$ of $E(t)$ are
5. VALIDATION WITH EXPERIMENTAL DATA AND COMPARISON WITH THE MODEL OF THE SYSWELD SOFTWARE

5.1. Validation principle

In order to validate the presented model, five series of tests were performed. The first concern was to ensure that the model enables correct simulation of all the tests used for its identification i.e. twenty-nine tests defining the CCT diagram of the 16MND5 (SA 508) steel selected to identify the model [10-14].

Using the same CCT diagram, we defined twenty-eight other thermo-metallurgical histories where the cooling rates differed from those of the histories selected to identify the model. The purpose of this second series of tests is to check the model's capacity to correctly simulate these tests, which are compatible with the identification data but not integrated in them.

In addition, we performed eight dilatometric tests corresponding to atypical thermal evolutions as compared with those used to plot the CCT diagrams. These tests correspond to thermal loading truly undergone at certain points of a structure during quenching and are fairly different from those used for the CCT diagrams. The third and fourth series of tests consist in comparing the model's responses with the experimental results for each of these eight tests, included or not in the identification data of the model. The last series of tests allows to examine the distortion of the CCT diagram restitution caused by the introduction of the eight atypical tests in the identification data.

Finally, for all this tests, we also have compared the proposed model (denoted by Code Aster in the following tables) with the one proposed by Leblond [11] and introduced in the Sysweld software [14].

5.2. Restitution of the identification tests

For these tests, the imposed thermal load and resulting metallurgical response are known. So the first series of tests consists in numerical simulation of these tests and comparison of computed starting and finishing temperatures for each transformation and the final proportions of the constituents formed with the experimental one (cf. table 5.1 and figures 5.1 to 5.4 where the experimental and computed CCT diagrams are superimposed in [T-Vr(700°C)] reference frame.

<table>
<thead>
<tr>
<th>Constituent</th>
<th>ΔT at 1% in °C</th>
<th>ΔT at Zfinal -1% in °C</th>
<th>ΔZfinal in %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Code Aster</td>
<td>Sysweld</td>
<td>Code Aster</td>
</tr>
<tr>
<td>Ferrite</td>
<td>max</td>
<td>mean</td>
<td>max</td>
</tr>
<tr>
<td>Bainite</td>
<td>1,37</td>
<td>4</td>
<td>35</td>
</tr>
<tr>
<td>Martensite</td>
<td>5</td>
<td>1,21</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 5.1: Maximum and mean discrepancies between experimental and computed data for twenty-nine model identification tests.

To simplify quantification of the experimental versus computed result deviations, we define, for a given test n, the overall discrepancy on the transformation starting and finishing temperatures and on the final composition by (cf. table 5.2):

\[
\Delta T_{dn} = \sum_i (T_{d_i}^n - T_{d_i}^n) \cdot Z_{i}^n \quad ; \quad \Delta T_{fn} = \sum_i (T_{f_i}^n - T_{f_i}^n) \cdot Z_{i}^n \quad \text{and} \quad \Delta Z_{fn} = \sum_i (Z_{i}^n - Z_{i}^n) \cdot Z_{i}^n
\]

where \(T_{d_i}^n, T_{f_i}^n\) and \(Z_{i}^n\) (i = 1 to 4) are the transformation starting and finishing temperatures and the final composition corresponding to a given numerical test n and \(T_{d_i}^n, T_{f_i}^n\) and \(Z_{i}^n\) are the same variables corresponding to a given experimental test n.
Figure 5.1: Comparison for the proposed model between experimental and simulated transformation starting and finishing temperatures for the twenty-nine identification tests and the twenty-eight intermediate tests.

Figure 5.2: Comparison for the proposed model between experimental and simulated final proportions of phases formed for the twenty-nine identification tests and the twenty-eight intermediate tests.
Figure 5.3: Comparison for the Sysweld's model between experimental and simulated transformation starting and finishing temperatures for the twenty-nine identification tests and the twenty-eight intermediate tests.

Figure 5.4: Comparison for the Sysweid's model between experimental and simulated final proportions of phases formed for the twenty-nine identification tests and the twenty-eight intermediate tests.
Figure 5.3: Comparison for the Sysweld's model between experimental and simulated transformation starting and finishing temperatures for the twenty-nine identification tests and the twenty-eight intermediate tests.

Figure 5.4: Comparison for the Sysweld's model between experimental and simulated final proportions of phases formed for the twenty-nine identification tests and the twenty-eight intermediate tests.
Table 5.2: Mean overall errors on simulation of the twenty-nine tests in the model identification CCT diagram.

<table>
<thead>
<tr>
<th></th>
<th>ΔTD (°C)</th>
<th>ΔTF (°C)</th>
<th>ΔZF (% absolute)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aster</td>
<td>0,97</td>
<td>2,63</td>
<td>0,57</td>
</tr>
<tr>
<td>Sysweld</td>
<td>6,03</td>
<td>5,78</td>
<td>0,16</td>
</tr>
</tbody>
</table>

The conclusion on this first series of tests is that the model simulates perfectly, and at least as well as the one of Sysweld, the tests used for its identification. Indeed, the discrepancies observed between experimental and computed results are of the same order of magnitude as the accuracy (and significance) of the experimental data, in a context where cooling rates range from -0.05°C/s to -400°C/s.

Based on our experience, we can evaluate to about an half day the requiring time to identify the proposed model. On the other hand, the determination of the Sysweld's model parameters has required about two months and appeared more difficult.

5.3. Restitution of other tests derived from the CCT identification diagrams

For this second series of tests, we used twenty-eight other thermo-metallurgical histories, taken from the CCT identification diagram but not used for the model identification. Each of these additional tests is characterised by a cooling rate equal to the root mean squares value for the rates in two consecutive histories used for model identification and should yield transformation starting and finishing temperatures and final proportions equal to the average values for the two consecutive CCT diagram histories. For each of these "intermediate" histories, the procedure is as described in Table 5.2 and numerical and experimental results are compared (cf. tables 5.3 and 5.4 and figures 5.1 and 5.2).

<table>
<thead>
<tr>
<th>Constituent</th>
<th>ΔT at 1% in °C</th>
<th>ΔT at Zfinal -1% in °C</th>
<th>ΔZF final in %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Code Aster</td>
<td>Code Aster</td>
<td>Code Aster</td>
</tr>
<tr>
<td></td>
<td>max. mean. max.</td>
<td>max. mean. max. mean.</td>
<td>max. mean. max.</td>
</tr>
<tr>
<td>Ferrite</td>
<td>2,5 0,86 3,5 1,8</td>
<td>8 4,27 6 2,7</td>
<td>1,2 0,51 0,6 0,3</td>
</tr>
<tr>
<td>Bainite</td>
<td>7,5 2,02 34,5 10,8</td>
<td>16 3,27 28 10,2</td>
<td>3,2 0,75 2 0,3</td>
</tr>
<tr>
<td>Marainsite</td>
<td>6 2,04 15 7,1</td>
<td>- - - -</td>
<td>3,9 0,95 1,6 0,5</td>
</tr>
</tbody>
</table>

Table 5.3: Maximum and mean discrepancies between computed and experimental results for the twenty-eight tests not used for model identification.

For these tests, the maximum, mean and mean overall errors are, for both models, almost as slight as those observed for the identification tests and we can consider that for both, the interpolation accuracy between the identification data is good.

<table>
<thead>
<tr>
<th></th>
<th>ΔTD (°C)</th>
<th>ΔTF (°C)</th>
<th>ΔZF (% absolute)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aster</td>
<td>1,47</td>
<td>2,28</td>
<td>0,69</td>
</tr>
<tr>
<td>Sysweld</td>
<td>6,2</td>
<td>5,7</td>
<td>0,36</td>
</tr>
</tbody>
</table>

Table 5.4: Mean overall errors or simulation of the twenty-eight tests not used for model identification.

The conclusion of this second series of tests is that the model very accurately reproduces the experimental data contained in the CCT used for its identification and even for thermo-metallurgical histories not used for this purpose. In other words, if a CCT diagram characterised by a certain number of histories is integrated in the model, the latter will correctly simulate any history derivable from the diagram considered.

5.4. Simulation of atypical tests

The eight atypical dilatometric tests were performed on samples from the same origin, having been subjected to the same austenitization cycle as those used to plot the CCT diagram [5]. These tests correspond to thermal loading truly undergone at certain points of a structure during quenching and are fairly different from those used for the CCT diagrams. In particular, their cooling rates is not constant. We first si-
mulated them with the models identified only on the basis of the CCT diagram data. The results of these tests are shown in table 5.5.

Experimental-computed data concordance is relatively satisfactory and quite close for both models. More precisely, for the eight tests, the kind of transformations and the main of them was found by the both models.

<table>
<thead>
<tr>
<th></th>
<th>ΔTD (°C)</th>
<th></th>
<th>ΔTF (°C)</th>
<th></th>
<th>ΔZF (% absolute)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aster</td>
<td>Sysweld</td>
<td>Aster</td>
<td>Sysweld</td>
<td>Aster</td>
</tr>
<tr>
<td>mean</td>
<td>32,7</td>
<td>25,7</td>
<td>18,5</td>
<td>33</td>
<td>14,2</td>
</tr>
<tr>
<td>max.</td>
<td>51</td>
<td>50</td>
<td>33</td>
<td>28</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 5.5: Mean and maximum overall errors on simulation of eight atypical tests with the CCT diagram identified model.

Nevertheless, there are some fairly significant errors and the data contained in the CCT diagrams is probably inadequate for exhaustive characterisation of the metallurgical behaviour of steels during cooling. However, as regards prospects of using the model in a full-scope modelling system (thermal, metallurgical and mechanical), these results would appear relatively satisfactory.

In order to see, on the one hand, whether these atypical test data are compatible for the model with conventional test results and, on the other hand, whether the model can assimilate them, we identified the model with all the experimental data (twenty-nine conventional tests and eight atypical tests) and then resimulated the eight atypical tests (cf. Table 5.6) and the CCT diagram (cf. Table 5.7).

<table>
<thead>
<tr>
<th></th>
<th>ΔTD</th>
<th>ΔTF</th>
<th>ΔZF (absolute)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aster</td>
<td>Sysweld</td>
<td>Aster</td>
</tr>
<tr>
<td>mean</td>
<td>32,7</td>
<td>26,0</td>
<td>18,5</td>
</tr>
<tr>
<td>max.</td>
<td>17,6</td>
<td>4</td>
<td>3,2</td>
</tr>
</tbody>
</table>

Table 5.6: Mean overall errors on simulation of the eight atypical tests with the model identified using the CCT diagram and the atypical test data.

For the proposed model, the only necessary operation in order to take into account these tests in the identification data is their data capture with the CCT diagram entry package which needs about two hours. On the other hand, we do not succeed to take into account this new data in the identification ones of the Sysweld's model and the fourth and fifth series of tests were only performed with the proposed model.

So, it is to be noted that atypical tests can be included in the identification data, thereby considerably reducing the mean overall errors on simulation of these atypical tests. It is moreover quite clear that the atypical test data are not perceived by the model as being incompatible with those from the twenty-nine conventional identification tests. Their inclusion in the model identification data in no way impairs the quality of simulation of the twenty-nine conventional tests, for which the mean overall errors remain strictly comparable to those obtained with a model identified using only these constant cooling rate tests.

<table>
<thead>
<tr>
<th></th>
<th>ΔTD (°C)</th>
<th>ΔTF (°C)</th>
<th>ΔZF (% absolute)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aster</td>
<td>Sysweld</td>
<td>Aster</td>
</tr>
<tr>
<td>mean</td>
<td>1,27</td>
<td>-</td>
<td>3,74</td>
</tr>
<tr>
<td>max.</td>
<td>-</td>
<td>-</td>
<td>2,58</td>
</tr>
</tbody>
</table>

Table 5.7: Mean overall errors on CCT simulation with the model identified with the CCT diagram and with the model identified with the CCT diagram and the atypical test data.

6 CONCLUSION

We have proposed a metallurgical behaviour model for steel cooling. Its originalities are to include $\dot{T}$ among its variables, to not suppose any particular form of the metallurgical evolution function and to require only primary data such as the CCT diagrams for its identification.
The validation elements presented, including more of hundred tests, show that, since the model is identified with CCT diagram data, it is able to well simulate all thermo-metallurgical histories derivable from this diagram, even those not used for its identification. If the metallurgical behaviour of steel tested under certain "atypical" conditions was perceived by the model as being not entirely compatible with conventional CCT diagram data, the model's response in such cases is nevertheless relatively accurate and would even be entirely acceptable in the context of a full scope model (thermal, metallurgical and mechanical) for welding type operations.

Furthermore, identification of the model would appear to be simple and fast, and compatible with the subsequent inclusion of atypical tests in addition to the conventional CCT diagram identification data. These atypical tests can then be satisfactorily simulated without the experimental-computed data concordance being impaired in the case of simulation of conventional CCT diagram tests.

Since the model was deemed satisfactory, it has been inserted in the EDF thermo-mechanics finite element code (Code Aster®), together with various models described in the relevant literature for simulation of the mechanical effects of metallurgical phenomena. It thus enables full simulation (thermal, metallurgical and mechanical) of operations such as welding or quenching with recording of the residual stresses induced.
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