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THE LOCAL SPIN-DENSITY-FUNCTIONAL METHOD : APPLICATION TO THE METAL-INSULATOR TRANSITION IN DOPED SEMICONDUCTORS.

A. Ghazali and P. Leroux-Hugon
Laboratoire de Physique des Solides C N R S, 92190 Meudon, France.

Abstract.—The principles of the Local Spin-Density-Functional (LSDF) method, its usefulness to study interacting electron systems, especially those involving local magnetic moments, and its various applications are outlined. Experimental evidences for magnetic moments localized on charged impurities in doped semiconductors are briefly reviewed. The insulator-to-metal transition and the vanishing of local spin polarization, which occur as the impurity concentration increases, are described using the LSDF formalism.

1. Introduction.—In the field of magnetism or in the one of semiconductors, a number of problems amounts to find for each specific class of electronic systems (or of materials) a convenient way to deal with electron-electron interactions, i.e. with many-body problems. To tackle these problems, a strategy is to transform them into a one-body problem, that of an electron submitted to an effective potential suitably defined and self-consistent. The effective mass approximation and the approach by Schrieffer and Cyrot of the Hubbard problem are examples of such a strategy. This type of method has proved itself to be of particular value for problems like the one of metal-insulator transition and of change of magnetic properties which take place in systems such as some transition metal oxides.

The aim of this paper is to present a method in which exchange and correlation contributions to the electron-electron interactions are accounted for through an effective potential, this (one-body) effective potential depends only on the local charge and spin densities and is defined in a self-consistent way. This method, termed the Local Spin Density Functional (LSDF), has a wide range of applicability. Its advantage, in e.g. the problem of metal-insulator transition and of local magnetic moment formation, is that, when compared to the Hubbard method, it introduces neither an oversimplified scheme nor an adjustable parameter.

Section 2 and 3 of this paper present the principles of the method and some of its applications. In section 4, we briefly review the experimental data for the specific problem of the metal-insulator transition in doped semiconductors and of its magnetic aspects, and we discuss how to apply the LSDF method to this problem in section 5. Some prospects of application of the method to other magnetic semiconductor problems are outlined in section 6.

2. Principles of the LSDF method.—The density functional method relies on a theorem by Hohenberg and Kohn. These authors have shown that (i) the energy of an interacting electron system is a unique functional of its local density \( n(\mathbf{r}) \) and that (ii) this energy is minimal for the actual density of the system. Within this functional, one singles out a contribution which is specifically due to exchange and correlation interactions, \( E_{\text{XC}} \left[ n(\mathbf{r}) \right] \). This has led Kohn and Sham to show that, for a given system, the problem of determining the electron states reduces to the solution of a set of Schrödinger-like wave equations:

\[
\left\{ \frac{-\hbar^2}{2m} \nabla^2 + V(\mathbf{r}) + \frac{\nabla}{\nabla n(\mathbf{r})} \right\} \psi(\mathbf{r}) = \epsilon \psi(\mathbf{r})
\]
for a particle in presence of an effective potential which incorporates an exchange-correlation term $v_{\text{XC}}$

$$v_{\text{XC}}[n(\vec{r})] = \frac{\delta E_{\text{XC}}[n(\vec{r})]}{\delta n(\vec{r})}$$

(2)

The density $n(\vec{r})$ itself is given by a self-consistency relation

$$n(\vec{r}) = \sum_i \psi_i(\vec{r})^2$$

(3)

the sum running over the occupied states of the system. In (1), enter the kinetic energy, the external potential $v_o(\vec{r})$ and the Hartree potential. By solving the wave equation, one gets the internal energy of the system. The method is generalized to the case of finite temperature, giving access to the free energy and thus to the thermodynamics of the system.

In general, the form of $E_{\text{XC}}[n(\vec{r})]$ is not known. Interest of the method lies in the possibility, for slowly varying $n(\vec{r})$, to approximate $E_{\text{XC}}$ by the integral of a local quantity.

$$E_{\text{XC}}[n(\vec{r})] = \int n(\vec{r}) \varepsilon_{\text{XC}}[n(\vec{r})] \, d\vec{r}$$

(4)

where $\varepsilon_{\text{XC}}$ is the exchange-correlation energy per electron of a uniform electron gas with density $n$. Then

$$v_{\text{XC}}[n] = \frac{\delta}{\delta n} (n \varepsilon_{\text{XC}}[n])$$

(5)

and the internal energy $E$ is

$$E = \sum_i \frac{1}{2} \int \frac{n(\vec{r}) n(\vec{r}')}{\left| \vec{r} - \vec{r}' \right|} \, d\vec{r} \, d\vec{r}' + \int n(\vec{r}) \left\{ \varepsilon_{\text{XC}}[n(\vec{r})] - v_{\text{XC}}[n(\vec{r})] \right\} \, d\vec{r}$$

(6)

The density functional method has been generalized to account for the spin polarization within the local approximation, one introduces, beside the local charge density $n(\vec{r})$, the local spin density or local spin polarization $p(\vec{r})$. The exchange-correlation energy $\varepsilon_{\text{XC}}$ and the associated potential $v_{\text{XC}}$ are then functional of $n(\vec{r})$ and $p(\vec{r})$, both quantities being defined by self-consistency relations. This extension of the method is particularly useful to describe the formation of local moments.

The preceding relations are the constitutive equations of the LSDF method in which a key role is played by the local exchange-correlation energy $\varepsilon_{\text{XC}}[n(\vec{r}), p(\vec{r})]$. Within this scheme, the study of a given electron system, specified by the external potential $v_o(\vec{r})$, reduces to the self-consistent determination of $n(\vec{r})$ and $p(\vec{r})$. Let us point out that this method, devised to calculate the internal energy, does not lend itself, a priori, to the determination of the excitation energies in every situation.

3. Application range of the LSDF method.- Application of the LSDF method have been stimulated by the availability of a parametrized form for $\varepsilon_{\text{XC}}[n(\vec{r}), p(\vec{r})]$. This parametrization, derived from the most careful studies of the uniform electron gas, are precise in a rather wide range of electron density. The use of the method for atomic calculations has shown it to be valid beyond the bounds set by the use of the local approximation (slowly varying electron density). Being applied to solids, the method has yielded valuable results as regards e.g. interatomic distances or cohesive energies. In the case of magnetic systems, the LSDF has been useful to compute spin-polarized band structures; it has allowed some authors to discuss the problem of orbital and spin configuration and of their evolution with interatomic distances.

Gunnarsson and Lundqvist have pointed out the interest of the method to discuss spontaneous symmetry breakings, for instance the breaking of the spin symmetry in the $H_2$ molecule as the internuclei distance exceeds a critical value. This strongly suggests to apply this method to problems of metal-insulator transition and of associated magnetic configuration changes.

Another aspect of the method is its usefulness to study linear responses of non-uniform systems: dielectric constant and magnetic susceptibility. It has been shown that the LSDF formalism is relevant to estimate the non-diagonal susceptibilities $\chi_{m,e} = \chi_{e,m}$, i.e. the spin density fluctuation response to a charge density fluctuation and vice-versa; these
quantities are known to play an important role in the study of the magnetic polaron /14/. Vosko and Perdew /15/ have thoroughly discussed the spin susceptibility of a non-uniform electron system and their method have been successfully applied to estimate the Stoner enhancement of the Pauli susceptibility of metals (including transition metals) and to discuss the occurrence of ferromagnetic instability /16/.

There have been attempts to improve the description of electronic systems in which the density is not slowly varying anywhere, by avoiding those errors which are due to the use of the local approximation. Rather than gradient expansions, non-local methods based upon the consideration of the exchange-correlation hole /17,18/ seem promising. Let us notice that errors due to the local approximation are in general more important on excitation energies than on the internal energy of the system (see the extreme case of the hydrogen atom discussed in ref/19/).

Finally, beside its use in ab initio calculations, the density functional method may be combined with the pseudopotential approximation /20/ or with the effective mass approximation /21/. The application of the LSDF to the case of doped semiconductors which we will discuss in section 5, has been worked out within the effective mass approximation.

Let us emphasize again that one of the major advantages of the LSDF is the fact that it lends itself to thermodynamical calculations.

4. Metal-insulator transition and local moment formation: the case of doped semiconductors.- An example of metal-insulator transition in which electron correlation are likely to be important and in which the change of electronic properties is accompanied by local magnetic moment formation is the one of doped semiconductors, especially hydrogenic systems for which the effective mass approximation is relevant. An advantage of these systems is that the parameter responsible for the transition, the charged impurity concentration, may be varied continuously over a wide range, but a drawback is the effect of disorder, associated with the non-periodic distribution of impurities, which may blur the electron correlation effects. Let us notice that these problems of extrinsic transitions are raised in usual semiconductors (e.g. F-doped Si) as well as in magnetic semiconductors (e.g. EuO with oxygen vacancies).

The metal-insulator transition manifests itself by a variation of the low temperature resistivity by many orders of magnitude over a narrow range of concentration /22/. The insulating (or semiconducting) state is specified by the occurrence of an activation energy of the conductivity. A first activation energy, $\varepsilon_1$, corresponds to the excitation of an electron from the localized ground state, termed $D^+$, to the conduction band; $\varepsilon_1$ decreases as the donor concentration increases. Under some conditions (doping range, temperature), one identifies a second activation energy $\varepsilon_2$, which also depends on donor concentration /23/. This activation energy is commonly attributed to the excitation of an electron from the $D^0$ ground state to a localized excited state, termed $D^-$, made of two electrons with opposite spins located on the same impurity site. As the concentration increases, a broadening of impurity bands takes place and the states $D^+$ and $D^-$ give rise to the lower and to the upper Hubbard band respectively /24/. Within this hypothesis, the discussion of $\varepsilon_2$ regime and the question to ascertain whether the transition comes about from the vanishing of $\varepsilon_1$ or from the one of $\varepsilon_2$, requires an appropriate description of the spin configuration of $D^+$ and $D^-$. Far in the insulating regime, an electron localized on a charged impurity center has a well defined spin 1/2 magnetic moment; far in the metallic regime, the electron gas is spin unpolarized. In other words, the orbital delocalization is accompanied by a spin delocalization although the two transitions do not take place at the very same concentration /25/. This change of spin configuration has been evidenced by the following phenomena:

(i) Evolution of the ESR spectrum.

In e.g. P-doped Silicon, there is a change from a spectrum with two narrow lines, sepa-
rated from each other by the hyperfine coupling with the impurity nucleus, which is typical of localized states, to a spectrum with a single narrow line, typical of a metallic system.

(ii) Evolution of the spin susceptibility \( \chi \), deduced from d.c. measurements or from integration of the ESR line. It changes from a Curie or Curie-Weiss behaviour, owing to the antiferromagnetic exchange coupling with the neighbours, with \( \chi \) proportional to the donor concentration, to a Pauli one, possibly exchange enhanced, with \( \chi \) proportional to \( N_D^{1/3} \).

(iii) Evolution of the NMR signal (Knight shift).

(iv) Evolution of the Faraday rotation and spin-flip-Raman-scattering spectra.

In order to interpret some of these experiments, some authors have suggested the coexistence, in a narrow concentration range, of localized and extended states. Recent experiments emphasize the importance in the neighbourhood of the transition, of exchange coupling between randomly distributed moments (spin-glass behaviour).

These magnetic aspects of the transition point to the need of a method which accounts not only for the evolution of the local electron density (i.e. the localized-to-extended state transition) but also for the spin density one; this is precisely what the LSDF method is able to do.

5. Application of the LSDF method to the metal-insulator transition in doped semiconductors.- To discuss this transition, an ambitious programme would be to compute, from first principles, the evolution of the electronic structure in an impurity system embedded in the semiconductor matrix. However, as far as the effective mass approximation is valid, the problem amounts to the much simpler discussion of an hydrogen atom system, with a proper scaling (effective mass and dielectric constant leading to an effective Rydberg and an effective Bohr radius). We shall address ourselves to this problem and especially to the description of interactions between electrons originating from donors, within the LSDF formalism.

Beside electron-electron interactions, an important aspect of the problem is the overlap of wave functions centered on adjacent impurity sites. As the impurity concentration increases, this overlap leads to the formation of an impurity band. We shall deal with this aspect of the problem, by assuming the existence of a pseudo-regular lattice of impurities, within the Wigner-Seitz approximation. In so doing, we neglect the effects associated with the non-periodic distribution of impurities (e.g. Anderson transition). Let us notice also that, as the LSDF method lends itself more easily to describe local moment formation than to account for their correlations, we will not discuss the problem of magnetic ordering.

In ref. /15/, we have applied the LSDF method to the problem of doped semiconductors, stressing the spin polarization change and the closing of the gap between localized and extended states, as the impurity concentration increases. We have solved the Kohn-Sham equation by a variational method. To be specific, we have introduced trial wave functions:

\[
\psi_{n,k}(\mathbf{r}) = u_{n,k}(\mathbf{r}) e^{i \mathbf{k} \cdot \mathbf{r}}
\]

\[
u_{n,k}(\mathbf{r}) = A \left[ \nu_{n,k}^{(0)}(\mathbf{r}) - i \mathbf{K} \cdot \mathbf{r} \right]
\]

with :

\[
\nu_{n,k}^{(0)}(r) = \exp(-ar) + B(1+\frac{ar}{2}) \exp(-ar/2)
\]

\[
\nu_{n,k}^{(1)}(r) = \exp(-ar) + B(1+\frac{ar}{2}) \exp(-ar/2)
\]

where \( A \) is the normalization constant. Combination of 1s- like and 2s- like functions allows us to impose the Wigner-Seitz conditions which define \( B \). The \( \nu^{(1)} \) function accounts for the formation of bands via the \( K \cdot p \) method. The variational parameter, \( a \), is defined through the minimisation of the energy \( \epsilon_{n,k} \) associated to \( \psi_{n,k} \) the system of \( \psi_{n,k} \) satisfying the self-consistency relations. The set of wave equations depends on the impurity concentration \( N_D \) through the radius of the Wigner-Seitz sphere \( a_{\text{WS}} \) (\( a_0 \) is the effective Bohr radius),

\[
\frac{4}{3} \pi a_0^3 r_s^2 N_D = 1
\]
A and B on one hand, α on the other hand depend on $r_s$. This trial function lends itself to describe a localized state ($αa_0^2<1$) and an extended one ($αa_0^2<1$). The variational calculation clearly displays these two types of solutions. This is illustrated in figure 1 which shows the variational energy $ɛ$ as a function of the reduced parameter $z = αa_0$ for a value of $r_s$ corresponding to a metallic state in our model ($r_s = 3.14$ or $n = 0.470$, where the reduced concentration $n = N_D/N_o$ and $N_o = \pi/3(4a_0)^3$. The difference between the two kinds of solutions is further evidenced in figure 2 which shows the radial distribution of electron density within the Wigner-Seitz sphere, for two impurity concentrations corresponding to systems with respectively fully localized ($n = 0.212$) and fully extended ($n = 0.470$) solutions. Finally, the dispersion curves of these two kinds of solutions are strongly different and lead to quite different densities of states (See Fig 3 below).

The insulator-to-metal transition corresponds to the crossing of these bands. This calculation predicts, in a narrow concentration and temperature range for which the Fermi level crosses both bands, the coexistence of (narrow) impurity band states and (wide) conduction band states much like in the Friedel-Anderson scheme. Figure 3 displays, for concentrations corresponding to typical insulating, semi-metallic and metallic regimes, the densities of states and the filling of bands, computed following this model.

The LSDF method, as we have implemented it, does account for the two major features of the transition, the orbital delocalization and the spin delocalization (vanishing local spin polarization). This result emphasizes the importance of electron-electron
interaction mechanisms. Our treatment leads also to a thermodynamical analysis of the transition. However our solution, as any variational solution, depends to some extent on the trial functions we have used.

Fig. 3 Evolution of the density of states $D(E)$ for the impurity and conduction bands as the donor concentration $n$ increases for (a) an insulating, (b) a semimetallic and (c) a metallic configuration (from ref. 33). $\mu$ is the Fermi level and $\theta$ is the temperature. Hatched areas correspond to occupied states. The concentration is in units of $N_a = \pi/(3a_0)^3$, $D(E)$ in units of $N_a/\text{Ry}$ and energy in $\text{Ry}$; $\theta = k_B T/\text{Ry}$.

In particular, one may show that the variation of the localized state energy with concentration we have found is too rapid, owing to the way we have introduced the Wigner-Seitz conditions. Thus one may hope to improve the solution both quantitatively (e.g. the value of the critical concentration for the transition) and qualitatively by making the trial function more flexible as regards the orbital and spin degrees of freedom. One may also solve the set of wave equations by other methods as Rose et al. /34/ have done. These authors have shown a transition from a fully polarized ground state to a partially polarized one to occur at $r_s = 2.74$. Improvements of the solution would allow a more detailed discussion of problems such as the spin structure of the $D^-$ state and the concentration dependence of $\epsilon_2$. Finally, we remark that the problem of disorder and its consequences on transport properties (Anderson transition) and magnetic ones (amorphous antiferromagnetism) is still open.

6. Conclusion.— We have discussed an application of the LSDF method to a specific problem of magnetic semiconductor physics; we would like now to suggest some other applications in this field, applications which, we believe, would be worth studying.

A first application is the computation of spin-polarized band structures in materials like EuO or CdCr$_2$S$_4$, to compare them to existing experimental and theoretical data. A second application is the study of (intrinsic) metal-insulator transition in transition metal oxides (highly correlated systems) like VO$_2$ and V$_2$O$_3$; advantages of the method here lie on its ability to provide a thermodynamical discussion and to take into account lattice energies. Very recently, Skriver et al., /35/ have reported on such a study performed on transition-metal monoxide series (from CaO to K$_2$O) accounting for the occurrence of antiferromagnetically ordered moments and of insulating behavior (i.e. Mott insulators). In the third place, starting from a suitable modelisation, the LSDF method is likely to provide a thorough analysis of the magnetic polaron formation (stability, shape of the charge and spin densities distributions) in the case of e.g. oxygen vacancies doped EuO. Finally, as the method lends itself to discuss orbital and spin configurations and their evolution with interatomic distances, it would be most useful to study mixed valent materials to which this configuration changes is the central problem.
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