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Viscous fingering of a miscible high viscosity slice of fluid displaced by a lower viscosity fluid is studied in porous media by direct numerical simulations of Darcy’s law coupled to the evolution equation for the concentration of a solute controlling the viscosity of miscible solutions. In contrast with fingering between two semi-infinite regions, fingering of finite slices is a transient phenomenon due to the decrease in time of the viscosity ratio across the interface induced by fingering and dispersion processes. We show that fingering contributes transiently to the broadening of the peak in time by increasing its variance. A quantitative analysis of the asymptotic contribution of fingering to this variance is conducted as a function of the four relevant parameters of the problem i.e. the log-mobility ratio $R$, the length of the slice $l$, the Péclet number $Pe$ and the ratio between transverse and axial dispersion coefficients $\varepsilon$. Relevance of the results is discussed in relation with transport of viscous samples in chromatographic columns and propagation of contaminants in porous media.

I. INTRODUCTION

Viscous fingering is an ubiquitous hydrodynamic instability that occurs as soon as a fluid of given viscosity displaces another more viscous one in a porous medium. As such, the typical example usually presented for this instability is that of oil recovery for which viscous fingering takes place when an aqueous solution displaces more viscous oil in underground reservoirs. This explains why numerous articles devoted to the theoretical and experimental analysis of fingering phenomena have appeared in the petroleum engineering community. For what concerns the geometry, theoretical works typically focus on analyzing the stability properties and nonlinear dynamics of an interface between two semi-infinite domains of different viscosity. In the same spirit, experimental works done either in real porous media or in a model Hele-Shaw system (two parallel plates separated by a thin gap width) consist in injecting continuously a low viscous fluid into the medium initially filled with the more viscous one. The attention is then focused on the dynamics of the interface between the two regions. The instability develops and the fingers grow continuously in time until the displacing fluid has invaded the whole experimental system. As long as the experiment runs (i.e. until the displacing fluid reaches the outlet), the instability develops. Dispersion of one fluid into the other may lead to a slight stabilization in time nevertheless this stabilization is usually negligible on the time scale of the experiment and for high injection rates.

The situation is drastically different in other important applications in which viscous fingering is observed, such as in liquid chromatography or groundwater contamination. Liquid chromatography is used to separate the chemical components of a given sample by passing it through a porous medium. In some cases, and typically in preparative or size exclusion chromatography, the viscosity of the sample is significantly different than that of the displacing fluid (the eluent). Displacement of the sample by the eluent of different viscosity leads then to viscous fingering of either the front or the rear interface of the sample slice, leading to deformation of the initial planar interface. This fingering is dramatic for the performance of the separation technique as it contributes to peak broadening and distortions. Such conclusions have been drawn by several authors that have shown either experimentally or numerically the influence of viscous fingering on peak deformations.

In groundwater contamination and more generally soil contamination, it is not rare that the spill’s extent is finite due to a contamination localized in space and/or time. If the spill’s fluid properties are different than that of water, and in particular, if they have different viscosity and/or density, fingering phenomena may influence the spreading characteristics of the contaminated zone. For ecological reasons, it is important then to quantify to what extent fingering will enlarge the broadening in time of this polluted area.

Nonlinear simulations of fingering of finite samples have been performed in the past by Tucker Norton, Fernandez et al., in the context of chromatographic applications, by Christie et al. in relation to “Water-Alternate Gas” (WAG) oil recovery techniques as well as by Zimmerman and have shown the influence of fingering on the deformation of the sample without however investigating the asymptotic dynamics. Manickam and Homsy, in their theoretical analysis of the stability and nonlinear dynamics of viscous fingering of miscible displacements with nonmonotonic viscosity profiles have further stressed the importance of reverse fingering in the deformation of finite extent samples. Their parametric study has focused on analyzing the influence of the endpoint and maximum viscosities on the growth rate of the mixing zone.

In this framework, the objectives of this article are twofold: first, we analyze the nonlinear dynamics of viscous fingering of miscible slices in typical analytical chromatographic and groundwater contamination conditions.
in order to underline its specificities and, second, we quantify the asymptotic contribution of viscous fingering to the broadening of the output peaks as a function of the important parameters of the problem. From a numerical point of view, the only difference with regard to most of the previous works devoted to viscous fingering [15, 16, 17] is the initial condition which is now a sample of finite extent instead of the traditional interface between two semi-infinite domains. As we show, this has an important consequence: if the longitudinal extent of the slice is small enough with regard to the length of the migration zone, dispersion becomes of crucial importance as it leads to such a dilution of the displaced sample into the bulk fluid before reaching the measurement location that fingering just dies out. As a consequence fingering is then only a transient phenomenon and the output peak of the diluted sample may look Gaussian even if its variance is larger than that of a pure diffusive dynamics because of transient fingering. This explains why the importance of fingering phenomena in chromatography and soil contamination has been largely underestimated or ignored in the literature. We perform here numerical simulations to compute the various moments of the sample distribution as a function of time when fingering takes place. This allows us to extract the contribution of viscous fingering to the variance of the averaged concentration profile and to understand how this contribution varies with the important parameters of the problem which are the log-mobility ratio $R$ between the viscosity of the sample and that of the bulk fluid, the Péclet number $Pe$, the dimensionless longitudinal extent $l$ of the slice and the ratio $ε$ between the transverse and longitudinal dispersion coefficients. The outline of the article is the following. In Sec. II, we introduce the model equations of the problem. Typical experimental parameters for liquid chromatography and groundwater contamination applications are discussed in Sec. III. The characteristics of the fingering of a miscible slice are outlined in Sec. IV, while a discussion on the moments of transversely averaged profiles is done in Sec. V. Eventually, a parametric study is conducted in Sec. VI before a discussion is made.

II. MODEL SYSTEM

Our model system is a two-dimensional porous medium of length $L_x$ and width $L_y$ (Fig. 1). A slice of fluid 2 of length $W$ is injected in the porous medium initially filled with carrier fluid 1. This fluid 2, which is a solution of a given solute of concentration $c_2$ in the carrier, will be referred in the following as the sample. This sample is displaced by the carrier fluid 1 in which the solute concentration $c$ is equal to $c_1 = 0$. Assuming that the viscosity of the medium is a function of the concentration $c$ and that the flow is governed by Darcy’s law, the evolution equations for the system are then:

$$\nabla \cdot \mathbf{u} = 0,$$  \hspace{1cm} (1)

$$\nabla p = \frac{\mu(c)\mathbf{u}}{K},$$  \hspace{1cm} (2)

$$\frac{\partial c}{\partial t} + \mathbf{u} \cdot \nabla c = D_x \frac{\partial^2 c}{\partial x^2} + D_y \frac{\partial^2 c}{\partial y^2},$$  \hspace{1cm} (3)

where $\mu$ is the viscosity of the fluid, $K$ is the permeability of the medium, $p$ is the pressure and $\mathbf{u} = (u, v)$ is the two-dimensional velocity field. The displacing fluid is injected in a uniform manner with a mean velocity $U$ along the $x$ direction. $D_x, D_y$ are the dispersion coefficients along the flow direction and perpendicular to it respectively. The characteristic speed $U$ is used to define a characteristic length $L_c = D_x/U$ and time $\tau_c = D_x/U^2$. We nondimensionalize space, speed and time by $L_c, U$ and $\tau_c$ respectively. Pressure, viscosity and concentration are scaled by $\mu_1 D_x / K, \mu_1$ and $c_2$, where $\mu_1$ is the viscosity of the displacing fluid and $c_2$ the initial concentration of the sample. The dimensionless equations of the system become

$$\nabla \cdot \mathbf{u} = 0,$$  \hspace{1cm} (4)

$$\nabla p = -\mu(c)\mathbf{u},$$  \hspace{1cm} (5)

$$\frac{\partial c}{\partial t} + \mathbf{u} \cdot \nabla c = \frac{\partial^2 c}{\partial x^2} + \epsilon \frac{\partial^2 c}{\partial y^2},$$  \hspace{1cm} (6)

where $\epsilon = D_y / D_x$. If $\epsilon = 1$, dispersion is isotropic while $\epsilon \neq 1$ characterizes anisotropic dispersion. Switching to a coordinate system moving with speed $U$, i.e. making the change of variables $x' = x - t, y' = y, \mathbf{u}' = \mathbf{u} - \mathbf{u}_0$, with $\mathbf{u}_0$ being the unit vector along $x$, we get, after dropping the primes:

$$\nabla \cdot \mathbf{u} = 0,$$  \hspace{1cm} (7)

$$\nabla p = -\mu(c)(\mathbf{u} + \mathbf{u}_0),$$  \hspace{1cm} (8)

$$\frac{\partial c}{\partial t} + \mathbf{u} \cdot \nabla c = \frac{\partial^2 c}{\partial x^2} + \epsilon \frac{\partial^2 c}{\partial y^2}.$$  \hspace{1cm} (9)

We suppose here that the viscosity is an exponential function of $c$ such as:

$$\mu(c) = e^{Rc},$$  \hspace{1cm} (10)

where $R$ is the log-mobility ratio defined by $R = ln(\mu_2 / \mu_1)$, where $\mu_2$ is the viscosity of the sample and, as said before, $\mu_1$ is the viscosity of the displacing fluid (Fig. 1). If $R > 0$, then we have a low viscosity fluid displacing a high viscosity sample and the rear interface of the sample will be unstable with regard to viscous fingering. If $R < 0$, then the sample is the less viscous fluid and

FIG. 1: Sketch of the system.
the front interface of the slice will then develop fingering. In our simulations, we consider the \( R > 0 \) situation.

Introducing the stream function \( \psi \) such that \( u = \partial \psi / \partial y \) and \( v = -\partial \psi / \partial x \), taking the curl of Eq. (8), we get our final equations (12):

\[
\nabla^2 \psi = R \left( \frac{\partial \psi}{\partial x} \frac{\partial c}{\partial x} + \frac{\partial \psi}{\partial y} \frac{\partial c}{\partial y} + \frac{\partial c}{\partial x} \right), \tag{11}
\]
\[
\frac{\partial c}{\partial t} + \frac{\partial \psi}{\partial y} \frac{\partial c}{\partial x} = \frac{\partial^2 c}{\partial x^2} + \varepsilon \frac{\partial^2 c}{\partial y^2}. \tag{12}
\]

This model is numerically integrated using a pseudospectral code introduced by Tan and Homsey [13] and successfully implemented for various numerical studies of fingering [14, 20].

III. EXPERIMENTAL VALUES OF PARAMETERS FOR TWO APPLICATIONS

In order to perform numerical simulations, let us compute the order of magnitude of the main parameters (Péclet number \( Pe \), length of the sample \( l \)) for both a liquid chromatography experiment and for the propagation of contaminants in a porous medium (groundwater contamination).

A. Chromatographic applications

First of all, let us note that in most chromatographic applications, heterogeneous chemistry (particularly adsorption and desorption phenomena) is crucial to the separation process and will undoubtedly affect possible fingering processes. We neglect such physicochemical interactions in this first approach focusing on the effect of viscous fingering on an unretained compound. A typical chromatographic column has a diameter \( d = 4.6 \text{ mm} \), a length \( L_x = 150 \text{ mm} \) and consists of a porous medium packed with porous particles, the total (intraparticle and interparticle) porosity being equal to 0.7. The volume of the sample introduced in the column is of the order of 20 µl, injected at a flow rate \( Q \approx 1 \text{ ml min}^{-1} \). The extent of the injected sample is then \( W \approx 1.7 \times 10^{-3} \text{ m} \) and the speed of the flow \( U \approx 1.4 \times 10^{-3} \text{ m s}^{-1} \). The longitudinal and transverse dispersion coefficients are typically \( D_x = 1.43 \times 10^{-8} \text{ m}^2 \text{s}^{-1} \) and \( D_y = 5.65 \times 10^{-10} \text{ m}^2 \text{s}^{-1} \). These parameters allow one to define a characteristic length \( L_c = D_x / U \) and a characteristic time \( \tau_c = D_x / U^2 \). As a result, the Péclet number \( Pe = U d / D_x \) is here nothing else than the dimensionless diameter i.e. \( Pe = d / L_c \approx 460 \), while the dimensionless longitudinal extent of the sample becomes \( l = W / L_c \approx 170 \). The dispersion ratio is equal to \( \varepsilon = D_y / D_x \approx 0.04 \). As a typical transit time from inlet to outlet takes roughly \( \tau = 100 \text{ s} \), the dimensionless time of a simulation should be of the order of \( T = \tau / \tau_c \approx 15000 \) to account for a realistic time to characterize the properties of the output peaks.

B. Soil contamination

The effects of fluid viscosity and fluid density may be important in controlling groundwater flow and solute transport processes. Recently, a series of column experiments were conducted and analyzed by Wood et al. [21] to provide some insight into these questions. The experiments were performed in fully saturated, homogeneous and isotropic sand columns (porosity equals to 0.34 and \( \varepsilon = 1 \)) by injecting a 250 µl pulse of a known concentration solution at a flow rate \( Q = 0.015 \text{ m}^3 \text{day}^{-1} \). Their experimental setup consists of a vertical pipe \( L_x = 0.91 \text{ m} \) in length with a diameter of \( d = 0.15 \text{ m} \). Assuming the medium to be homogeneous and the dispersion coefficient \( D \) as isotropic, a typical value for the aquifer dispersion coefficient is \( D = 0.1 \text{ m}^2 \text{month}^{-1} \). Their experimental setup consists of a vertical pipe \( L_x = 0.91 \text{ m} \) in length with a diameter of \( d = 0.15 \text{ m} \). Assuming the medium to be homogeneous and the dispersion coefficient \( D \) as isotropic, a typical value for the aquifer dispersion coefficient is \( D = 0.1 \text{ m}^2 \text{month}^{-1} \). In the same spirit as above, we compute the Péclet number to be of the order of \( Pe \approx 110 \), while the dimensionless length of the sample is \( l \approx 30 \).

Based on these two examples, let us now investigate the properties of fingering of finite slices for typical values of parameters in the range computed above i.e. \( Pe \approx 100 - 500 \), \( \varepsilon \approx 0.04 - 1 \), \( l \approx 0 - 500 \), while \( R \) is supposed to be of order one.
FIG. 2: Density plots of concentration at successive times in the frame moving at the velocity $U$. From top to bottom: $t=0$, 500, 700, 1000, 1500, 2000, 5000, 15000 and 60000 ($Pe = 512$, $l = 128$, $R = 2$, $\varepsilon = 1$).

FIG. 3: Transverse average profiles of concentration at successive times $t=0$, 500, 700, 1000, 1500, 2000, 5000 and 15000. Insert: transverse average profile of concentration at $t = 60000$ ($Pe = 512$, $l = 128$, $R = 2$, $\varepsilon = 1$).

As seen on Fig. 3, we first start with two back to back step functions defining an initial sample of extent $l$. During the first stages of the injection, there is a first diffusive regime quickly followed by the fingering of the rear interface corresponding here to the left front. While the right (i.e. frontal) interface features the standard error function characteristic of simple dispersion, the left one shows bumps signaling the presence of fingering. Because the extent of the sample is finite, dispersion and fingering contribute to the fact that the maximum concentration becomes smaller than one, effectively leading to a viscosity ratio between the sample and the bulk that decreases in time. As a consequence, fingering dies out and the transverse profile starts to follow a distorted Gaussian shape. If one waits long enough, the asymmetry of the bell shape diminishes which explains that output peaks in chromatographic columns may look Gaussian even if fingering has occurred during the first stages of the travel of the sample in the column. As computed in the preceding section, a typical dimensionless time of transit in a real chromatographic setup corresponds to 15000 units of time. Figures 2 and 3 show that, after 15000 units of time, fingering is disappearing for this specific set of typical values of parameters, and that dispersion becomes again the dominant mode. As chromatographic columns are generally opaque porous media, it is therefore not astonishing that the presence of viscous fingering has long been totally ignored until recent experimental works which have visualized fingering by magnetic resonance or optical imaging. Similarly, tracing of the spatial extent of a contaminant plume at a distance far from the pollution site may lead to measurements of Gaussian-type spreading even if fingering has
occurred at early times. The only influence of such fingering appears in the larger variance of the sample than in the case of pure dispersion as we show it next.

V. MOMENTS OF THE TRANSVERSE AVERAGED PROFILE

The averaged profiles of concentration $\overline{c}(x,t)$ allow to compute the three first moments of the distribution: the first moment $m$

$$m(t) = \frac{\int_0^L \overline{c}(x,t) dx}{\int_0^L \overline{c}(x,t) dx}$$

is the position of the center of mass of the distribution as a function of time. The second moment is the variance of the sample

$$\sigma^2(t) = \frac{\int_0^L \overline{c}(x,t) [x - m(t)]^2 dx}{\int_0^L \overline{c}(x,t) dx}$$

giving information on the width of the distribution. Eventually, we compute also the third moment, i.e. the skewness

$$\alpha(t) = \frac{\int_0^L \overline{c}(x,t) [x - m(t)]^3 dx}{\int_0^L \overline{c}(x,t) dx}$$

that gives information concerning the asymmetry of the peak with regard to its mean position.

The variance $\sigma^2$ is the sum of three contributions:

$$\sigma^2(t) = \sigma_2^2 + \sigma_\varphi^2 + \sigma_f^2,$$

where $\sigma_2^2 = l^2/12$ is the variance due to the initial length of the sample, $\sigma_\varphi^2 = 2t$ is the contribution of dispersion in dimensionless units and $\sigma_f^2$ is the contribution due to the fingering phenomenon. If $R = 0$, the displacing fluid and the sample have the same viscosity and no fingering takes place. Hence, in that case, $\sigma^2 = \sigma_2^2 + \sigma_\varphi^2 = l^2/12 + 2t$. We have checked that this result is recovered by numerical simulations for $R = 0$. The integrals in the computation of the moments (14), (15), (16) are evaluated numerically by using Simpson’s rule. The numerical result is very good if the spatial discretization step $dx$ is small. Typically, we get the exact result for $dx = 1$. Unfortunately, $dx = 1$ is a resolution too high for fingering simulations especially if one wants to look at the dynamics at very long times. As an example, previous simulations on viscous fingering phenomena (13), (14) were done with larger $dx$ as typical dimensionless fingering wavelengths are around 100 for $R = 3$ for instance. Using typically $dx = 4$ gives roughly 25 points per wavelength which is numerically reasonable. For what concerns the variance, simulations with $R = 0$ and $dx = 4$ give the correct $\sigma_2^2$ at $t = 0$ but a constant shift appears so that $\sigma^2(t) - l^2/12 - 2t = C$, with $C$ being a constant of the order of 0.1% of $l^2/12$. As we are mostly interested in the rate of variation of $\sigma_f$, where $\sigma_f$ is defined as

$$\sigma_f(t) = \sqrt{\sigma_f^2(t)} = \sqrt{\sigma^2(t) - \sigma_2^2 - \sigma_\varphi^2},$$

all simulations are done here with $dx = 4$. The slight $C$ shift does not affect the value of $\sigma_f$ as we have checked it for decreasing values of $dx$.

Figure 4 shows the temporal evolution of the first three moments i.e. the deviation $m(t) - m(t = 0)$ of the center of mass in comparison to its initial location at $t = 0$, the total variance $\sigma^2(t)$ and the skewness $\alpha(t)$ for the typical example of Figs. 2 and 3. As fingering occurs quicker than dispersion, the center of gravity of the sample $m(t)$
FIG. 5: Mixing zone \( L_d \) as a function of time realized with the same parameters \((P\epsilon = 512, l = 128, R = 2, \varepsilon = 1)\) and three different values of the amplitude \( A \) of the noise seeding the initial condition: (- -) \( A = 0.1 \), (---) \( A = 0.01 \), (---) \( A = 0.001 \). Insert: zoom on the first stages on the injection. The onset time \( t^* \), corresponding to the time at which the mixing zone departs from the pure diffusive initial transient, is a decreasing function of \( A \).

is displaced towards the back (smaller \( x \) values) because of reverse fingering of the rear interface of the sample [Fig. 4(a)]. Fingering contributes to the widening of the peak and thus \( \sigma^2(t) \) increases [Fig. 4(b)] while the skewness \( a(t) \) becomes non zero due to the asymmetry of the fingering instability with regard to the middle of the sample [Fig. 4(c)]. After a while, fingering dies out and the first moment \( m(t) \) saturates to a constant indicating that dispersion becomes again the only important dynamical transport mechanism. Note that the skewness \( a \) is observed to revert back towards 0 at very long times.

Onset of fingering is also witnessed in the growth of the mixing zone \( L_d \) defined here as the interval in which \( \delta(x,t) > 0.01 \) (Fig. 6). An important thing to note is that, after a diffusive transient, fingering appears on a characteristic time scale \( t^* \), defined as the time for which the mixing zone temporal dependence departs from the pure diffusive regime.

As has already been discussed before [16, 20], the characteristics of the fingering onset time \( t^* \) and of the details of the nonlinear fingering regime are dependent on the noise amplitude \( A \). The higher the noise intensity \( A \), the quicker the onset of the instability (Insert in Fig. 6). To get insight into the influence of the relevant physical parameters of the problem, it is therefore necessary to fix the amplitude of the noise to an arbitrary constant as this is not a variable that is straightforwardly experimentally available. In that respect, our results have here typically been obtained for a noise of fixed \( A = 0.001 \). The number of fingers appearing at early times is related to the most unstable wavenumber of the band of unstable modes, nevertheless the location and subsequent nonlinear interaction of the fingers depend on the specific realization of the random numbers series. As a consequence, it is necessary to compute a set of realizations to get statistical information on \( \sigma_f \), the main quantity of interest here. Figure 6 shows the temporal evolution of \( \sigma_f \) for 15 different noise realizations of identical amplitude for fixed values of the parameters \( R, P\epsilon, l \) and \( \varepsilon \). As can be seen, if fingering starts always at the same onset time \( t^* \) for fixed \( A \), the contribution to the variance due to fingering saturates to different asymptotic values \( \sigma_f \). This corresponds to slightly different nonlinear interactions of the fingers as can be seen on Figs. 2 and 5 which show the temporal evolution of the fingers for the respectively dotted and dashed curves of Fig. 6. If the patterns observed are very similar during the initial linear phase of viscous fingering, the evolution of the fingers is slightly different in the nonlinear regime, leading to different values of \( \sigma_f \). In particular, merging is observed in Fig. 6 leading to the fast development of one finger and, then, spreading of the stripe of viscous fluid leading to a larger value of \( \sigma_f \).

As a consequence, to understand the influence of fingering on the broadening of finite slices, it is necessary to study the parametric dependence of \( < \sigma_f > \), the statistical ensemble averaged asymptotic value of the fingering contribution to the variance.

VI. PARAMETER STUDY

The quantity \( < \sigma_f > \) gives information on the influence of viscous fingering on the broadening of finite samples. In applications such as chromatography and dispersion of contaminants in aquifers, such a broadening is undesirable and it is therefore important to understand the optimal values of parameters for which \( < \sigma_f > \) is minimum given some constraints. In that respect, let us first consider a porous medium in which dispersion is
isotropic ($\varepsilon = 1$) and let us analyze the subsequent influences of $l$, $R$ and $Pe$. The anisotropic case ($\varepsilon \neq 1$) will eventually be tackled. The mean value $\langle \sigma_\infty \rangle$ is plotted for various values of the parameters, the bar around this mean value spanning the range of asymptotic data between the minimum and maximum observed.

A. Influence of the sample length $l$

The sample length $l$ has been measured to have practically no influence on the onset time $t^*$ of the instability. Although Nayfeh has shown that the stability of finite samples could be affected if the two interfaces are close enough [24], we note that, for the smallest value of sample length $l$ considered here ($l = 32$), the rear interface features the same initial pattern as the one appearing on the interface between two semi-infinite regions of different viscosities for a same random sequence in the seeding noise. Our samples are thus here long enough for the onset time $t^*$ to depend only on the amplitude $A$ of the noise seeding the initial condition and not feel the finite extent of the sample. The length $l$ influences nevertheless the broadening of the peak and thus $\langle \sigma_\infty \rangle$ in particular for small $l$. The points reported in Fig. 8 for two different $Pe$ are obtained for one realization and a same seeding noise $r$ in the initial condition, leading to a typical value of $\sigma_\infty$. The smaller the extent $l$ of the sample, the sooner the dilution of the more viscous solution into the bulk of the eluent and thus the less effective fingering. Above a given extent $l_c$, $\sigma_\infty$ is found to saturate. At first sight, this might appear counterintuitive as one could expect that, for longer samples, fingering is maintained for a longer time thereby enhancing the fingering contribution to the variance. A closer inspection to the finger dynamics shows on the contrary that, after a transient where several fingers appear and interact, only one single finger remains (see Figs. 2 and 7). In the absence of tip splitting, the stretching of the mixing zone becomes then exclusively diffusive as already discussed previously by Zimmerman and Homsy [16, 17]. This is clearly seen in Fig. 5 which shows that the mixing length grows as $\sqrt{t}$ at long times after a linear transient due to fingering. Once the asymptotic diffusive regime is reached, the contribution of fingering to the broadening of the peak dies out and $\sigma_f$ saturates to $\sigma_\infty$. Above a given critical length $l_c$ of the sample, the same asymptotic single finger growing diffusively is reached before the left and right interfaces interact. Hence the same value $\sigma_\infty$ is obtained for any $l > l_c$. Let us note that the switch from the fingering to the diffusive dynamics appears later in time when $Pe$ is increased. Indeed larger $Pe$ means more fingers that can interact for a longer time before the diffusive regime becomes dominant. As a consequence, $l_c$ is an increasing function of $Pe$ as can be seen on Fig. 8. Further studies need to be done to understand the role of $\varepsilon$ and of possible tip splitting occurring for large $Pe$ on the existence and value of the critical length $l_c$.

The fact that the contribution of fingering to the broadening of the peak saturates beyond a critical length of the sample has important practical consequences for chromatography: if fingering is unavoidable, one might as well load samples of long extent as the contribution of fingering is saturating beyond a given $l_c$. For long samples, the efficiency of the process depends then on the competition between $\sigma_\infty^2$ and $l^2/12$, the respective
fingering and initial length contributions to the peak's variance. We can thus predict that for \( l_c < l < \sigma_\infty / \sqrt{12} \), the contribution of fingering is constant and dominates the broadening while for \( l > \sigma_\infty / \sqrt{12} \), the initial sample length becomes the key factor.

B. Influence of the log-mobility ratio \( R \)

It is easy to foresee that the larger \( R \), the more important the viscous fingering effect. First of all, linear stability analysis of viscous fingering at the interface between two semi-infinite domains predicts that the characteristic growth time of the instability decreases as \( R^{-2} \). Although already influenced by the nonlinearities and dependent on the amplitude of the noise, the onset time \( t^* \) measured in our simulations shows the same trend (Fig. 9). Note that, for very small values of \( R \), the onset time becomes very large which explains why, for samples of low viscosity, fingering might not be observed during the transit time across small chromatographic columns or on small scale contamination zone. When \( R \) is increased, the viscous fingering contribution to peak broadening \( \sigma_\infty \) is more important (Fig. 10) with a linear dependence suggesting a power law increase for larger \( R \).

C. Influence of the Péclet number \( Pe \)

The Péclet number \( Pe \) is typically experimentally increased for a given geometry by increasing the injection flow rate \( U \). As can be seen on Fig. 11, \( \sigma_\infty \) is found to increase linearly with \( Pe \). Fingering induced broadening can thus be minimized by small carrier velocity \( U \) as expected. However, the exact influence of the carrier velocity \( U \) is difficult to trace because practically, a change in \( U \) also modifies the dispersion coefficients and hence the value of \( \varepsilon \). In our dimensionless variables, \( U \) also enters into the characteristic time and length corresponding respectively to \( D_x / U^2 \) and \( D_x / U \). The concrete influence of the carrier velocity is thus more complicated to trace in reality. For a fixed injection speed, the Péclet number can also be varied by changing the width \( L_y \) of the system. The linear dependence of \( \sigma_\infty \) on \( Pe \) is then related to the fact that in a wider domain, more fingers can remain in competition for a longer time so that a more active fingering is maintained. This also implies that \( l_c \) is an increasing function of \( Pe \). In chromatographic applications, increasing the diameter of the column (i.e. increasing \( L_y \) here in our model) is thus expected to dramatically increase the influence of fingering in broadening. This explains why fingering really becomes an issue for wide contamination zones and in preparative chromatography where columns of very large diameter (up to one meter) are sometimes constructed.
D. Influence of the ratio of dispersion coefficients $\varepsilon$

Figure 12 shows the influence of the ratio of dispersion coefficients $\varepsilon = D_y/D_x$ on the onset time of the instability. As expected from linear stability analysis, decreasing $\varepsilon$ has a destabilizing effect as fingering appears then quicker. This is due to the fact that small transverse dispersion inhibits the mixing of the solutions and favors longitudinal growth of the fingers allowing them to survive for a longer time. As a consequence, the less viscous solution instead of being transversely homogeneous invades the more viscous fluid preferably in the longitudinal direction leading to larger mixing zones and hence larger $<\sigma_\infty>$. Figure 12 illustrates that decreasing $\varepsilon$ has a dramatic effect on the broadening of the peak. The insert shows the same graphics in logarithmic scale for $\varepsilon$. $<\sigma_\infty>$ seems to vary as $\ln(\varepsilon)$ at least for small values of $\varepsilon$. Peak broadening due to fingering is therefore expected to be particularly dramatic for chromatographic applications where $\varepsilon \sim 0.04$.

VII. CONCLUSION

Viscous fingering leads to a mixing between miscible fluids of different viscosity. In the case of viscous slices of finite extent, fingering is a transient phenomenon because the mixing of the two fluids leads to an effective decrease of the log-mobility ratio in time. Transient fingering can nevertheless play an important role because it contributes to distortion and broadening of the sample. In particular, we have shown that, even if the spreading of the sample may look Gaussian at long times because dispersion has again become the leading transport phenomenon, the variance of the peak is larger than expected because of fingering at early times. We have demonstrated this influence by numerical simulations of viscous fingering of miscible finite slices characterizing the onset time of the instability $t^*$ and the contribution of fingering to the sample’s variance. It is important to note that quantitative comparison with experimental data is difficult because the exact amplitude of the fingering contribution to the temporal variation of the peak’s variance depends both on the amplitude and spatial realization of the noise seeding the initial condition which varies from one experiment to the other. In this respect, we have computed the ensemble averaged asymptotic fingering contribution to the peak broadening as a function of the four relevant parameters of the problem i.e., the initial length of the sample $l$, the initial log-mobility ratio $R$, the Péclet number $Pe$ and the ratio between transverse and longitudinal dispersion coefficients $\varepsilon$. The broadening of the peaks due to fingering is most important for large $R$ and $Pe$ but small $\varepsilon$ while it saturates above a given initial length $l$ of the sample. In chromatographic columns for which $\varepsilon \sim 0.04$, fingering is thus of crucial importance particularly in preparative chromatography for which the large diameter of the columns lead to large $Pe$ and the high concentration of the samples usually implies large $R$. Similarly, for soil contamination, fingering will be a major problem in the case of stratified media such that $\varepsilon < 1$. More work is now needed to explore the generalization of this first approach to the case where both viscosity and density variations as well as heterogeneous chemistry may interplay as is usually the case in the applications analyzed here.
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