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Abstract
We present an algorithm to solve XPath decision problems under regular tree type constraints and show its use to statically type-check XPath queries. To this end, we prove the decidability of a logic with converse for finite ordered trees whose time complexity is a simple exponential of the size of a formula. The logic corresponds to the alternation free modal µ-calculus without greatest fixpoint, restricted to finite trees, and where formulas are cycle-free.

Our proof method is based on two auxiliary results. First, XML regular tree types and XPath expressions have a linear translation to cycle-free formulas. Second, the least and greatest fixpoints are equivalent for finite trees, hence the logic is closed under negation.

Building on these results, we describe a practical, effective system for solving the satisfiability of a formula. The system has been experimented with some decision problems such as XPath emptiness, containment, overlap, and coverage, with or without type constraints. The benefit of the approach is that our system can be effectively used in static analyzers for programming languages manipulating both XPath expressions and XML type annotations (as input and output types).

Categories and Subject Descriptors E.1 [Data Structures]: Trees; F.4.1 [Mathematical Logic and Formal Languages]: Mathematical Logic—modal logic; F.4.3 [Mathematical Logic and Formal Languages]: Formal Languages—decision problems; H.2.1 [Database Management]: Logical Design; H.2.3 [Database Management]: Languages—Query Languages

General Terms Algorithms, languages, theory, verification

Keywords Modal logic, satisfiability, type checking, XPath

1. Introduction
This work is motivated by the need of efficient type checkers for XML-based programming languages where XML types and XPath queries are used as first class language constructs. In such settings, XPath decision problems in the presence of XML types such as DTDs or XML Schemas arise naturally. Examples of such decision problems include emptiness test (whether an expression ever selects nodes), containment (whether the results of an expression are always included in the results of another one), overlap (whether two expressions select common nodes), and coverage (whether nodes selected by an expression are always contained in the union of the results selected by several other expressions).

XPath decision problems are not trivial in that they need to be checked on a possibly infinite quantification over a set of trees. Another difficulty arises from the combination of upward and downward navigation on trees with recursion [31].

The most basic decision problem for XPath is the emptiness test of an expression [3]. This test is important for optimization of host languages implementations: for instance, if one can decide at compile time that a query result is empty then subsequent bound computations can be ignored. Another basic decision problem is the XPath equivalence problem: whether or not two queries always return the same result. It is important for reformulation and optimization of an expression [17], which aim at enforcing operational properties while preserving semantic equivalence [23]. The most essential problem for type-checking is XPath containment. It is required for the control-flow analysis of XSLT [25], for checking integrity constraints, and for XML security [12].

The complexity of XPath decision problems heavily depends on the language features. Previous works [28,3] showed that including general comparisons of data values from an infinite domain may lead to undecidability. Therefore, we focus on a XPath fragment which covers all features except counting [8] and data values.

In our approach to solve XPath decision problems, two issues need to be addressed. First, we identify the most appropriate logic with sufficient expressiveness to capture both regular tree types and our XPath fragment. Second, we solve efficiently the satisfiability problem which allows to test if a given formula of the logic admits a satisfying finite tree.

The essence of our results lives in a sub-logic of the alternation free modal µ-calculus (AFMC) with converse, some syntactic restrictions on formulas, without greatest fixpoint, and whose models are finite trees. We prove that XPath expressions and regular tree type formulas conform to these syntactic restrictions. Boolean closure is the key property for solving the containment (a logical implication). In order to obtain closure under negation, we prove that the least and greatest fixpoint operators collapse in a single fixpoint operator. Surprisingly, the translations of XML regular tree types and a large XPath fragment do not increase complexity since they are linear in the size of the corresponding formulas in the logic. The combination of these ingredients lead to our main result: a satisfiability algorithm for a logic for finite trees whose time complexity is a simple exponential of the size of a formula.

The decision procedure has been implemented in a system for solving XML decision problems such as XPath emptiness, containment, overlap, and coverage, with or without XML type constraints. The system can be used as a component of static analyzers for programming languages manipulating XPath expressions and XML type annotations for both input and output.

* Major part of this work done when the author was at INRIA Rhône-Alpes.
2. Outline

The paper is organized as follows. We first present our data model, trees with focus, and our logic in §3 and §4. We next present XPath and its translation in our logic in §5. Our satisfiability algorithm is introduced and proven correct in §6, and a few details of the implementation are discussed in §7. Applications for type checking and some experimental results are described in §8. We study related work in §9 and conclude in §10.

Detailed proofs and implementation techniques can be found in a long version of this paper [16].

3. Trees with Focus

In order to represent XML trees that are easy to navigate we use focused trees, inspired by Huet’s Zipper data structure [20]. Focused trees not only describe a tree but also its context: its previous sibling.

There are four directions that can be followed: for a focused tree \( f \) (1) changes the focus to the children of the current tree, \( f \) (2) changes the focus to the next sibling of the current tree, \( f \) (1) changes the focus to the parent of the tree if \( \text{the current tree is a leftmost sibling} \), and \( f \) (2) changes the focus to the previous sibling.

Formally, we have:

\[
\begin{align*}
\sigma^\circ [t :: tl], c & \triangleq (t, (\epsilon, c[\sigma^\circ], tl)) \\
(t, (tl, c[\sigma^\circ], tl'), c) & \triangleq (t', (t :: tl, c[\sigma^\circ], tl')) \\
(t, (\epsilon, c[\sigma^\circ], tl)) & \triangleq (\sigma^\circ [t :: tl], c) \\
(t', (t :: tl, c[\sigma^\circ], tl')) & \triangleq (t, (tl, c[\sigma^\circ], tl'))
\end{align*}
\]

When the focused tree does not have the required shape, these operations are not defined.

4. The Logic

We introduce in this section the logic to which XPath expressions and XML regular tree types are going to be translated, a sub-logic of the alternation free modal \( \mu \)-calculus with converse. We also introduce a restriction on the formulas we consider and give an interpretation of formulas as sets of finite focused trees. We finally show that the logic has a single fixpoint for these models and that it is closed under negation.

\[
\mathcal{L}_\mu \exists \varphi, \psi :::= \begin{array}{ll}
\top & \text{formula} \\
\sigma & \text{atomic prop (negated)} \\
\neg \sigma & \text{start prop (negated)} \\
\varphi \lor \psi & \text{disjunction} \\
\varphi \land \psi & \text{conjunction} \\
\langle a \rangle \varphi & \text{existential (negated)} \\
\mu X. \varphi_i \text{ in } \psi & \text{least n-ary fixpoint} \\
\nu X. \varphi_i \text{ in } \psi & \text{greatest n-ary fixpoint}
\end{array}
\]

**Figure 1.** Logic formulas

In the following definitions, \( a \in \{1, 2, 1, \overline{2} \} \) are programs and atomic propositions \( \sigma \) correspond to labels from \( \Sigma \). We also assume that \( \overline{\sigma} = a \). Formulas defined in Fig. 1 include the truth predicate, atomic propositions (denoting the name of the tree in focus), start propositions (denoting the presence of the start mark), disjunction and conjunction of formulas, formulas under an existential (denoting the existence a subtree satisfying the sub-formula), and least and greatest n-ary fixpoints. We chose to include a n-ary version of fixpoints because regular types are often defined as a set of mutually recursive definitions, making their translation in our logic more succinct. In the following we write “\( \mu X. \varphi \) for “\( \mu X. \varphi \) in \( \varphi \).”

We define in Fig. 2 an interpretation of our formulas as sets of finite focused trees with a single start mark. The interpretation of the n-ary fixpoints first compute the smallest or largest interpretation for each \( \varphi_i \); then returns the interpretation of \( \psi \).

We now restrict the set of valid formulas to cycle-free formulas, i.e. formulas that have a bound on the number of modality cycles independently of the number of unfolding of their fixpoints. A modality cycle is a subformula of the form \( \langle a \rangle \varphi \) where \( \varphi \) contains a top-level existential of the form \( \langle \overline{\sigma} \rangle \psi \). (By “top-level” we mean under an arbitrary number of conjunctions or disjunctions, but not under any other construct.) For instance, the formula “\( \mu X. (1) (\varphi \lor \langle \overline{T} \rangle X) \) in \( X \)” is not cycle free: for any integer \( n \), there is an unfolding of the formula with \( n \) modality cycles. On the other hand, the formula “\( \mu X. (1) (X \lor Y), Y, \langle \overline{T} \rangle (Y \lor \langle \overline{T} \rangle) \) in \( X \)” is cycle free: there is at most one modality cycle.

Cycle-free formulas have a very interesting property, which we now describe. To test whether a tree satisfies a formula, one may
define a straightforward inductive relation between trees and formulas that only holds when the root of the tree satisfies the formula, unfolding fixpoints if necessary. Given a tree, if a formula \( \varphi \) is cycle free, then every node of the tree will be tested a finite number of times against any given subformula of \( \varphi \). The intuition behind this property, which holds a central role in the proof of Lemma 4.2, is the following. If a tree node is tested an infinite number of times against a subformula, then there must be a cycle in the navigation in the tree, corresponding to some modalities occurring in the subformula, between one occurrence of the test and the next one. As we consider trees, the cycle implies there is a modality cycle in the formula (as cycles of the form \( \{1\} \langle D \rangle \{2\} \langle T \rangle \{2\} \langle T \rangle \{1\} \) cannot occur). Hence the number of modality cycles in any expansion of \( \varphi \) is unbounded, thus the formula is not cycle free.

We are now ready to show a first result: in the finite focused-tree interpretation, the least and greatest fixpoints coincide for cycle-free formulas. To this end, we prove a stronger result that states that a given focused tree is in the interpretation of a formula if it is in a finite unfolding of the formula. In the base case, we use the formula \( \sigma \land \neg \sigma \) as "false".

**Definition 4.1 (Finite unfolding).** The finite unfolding of a formula \( \varphi \) is the set \( \text{unf}(\varphi) \) inductively defined as

\[
\text{unf}(\varphi) \triangleq \{ \varphi \} \quad \text{for} \quad \varphi \in \{ \top, \sigma, \neg \sigma, \emptyset, \varnothing \}, \quad \text{and} \quad \{ \neg \sigma \} \cup \{ \sigma \land \neg \sigma \}.
\]

\[
\text{unf}(\varphi \lor \psi) \triangleq \{ \varphi' \lor \psi' \mid \varphi' \in \text{unf}(\varphi), \psi' \in \text{unf}(\psi) \}
\]

\[
\text{unf}(\varphi \land \psi) \triangleq \{ \varphi' \land \psi' \mid \varphi' \in \text{unf}(\varphi), \psi' \in \text{unf}(\psi) \}
\]

\[
\text{unf}(\langle a \rangle \varphi) \triangleq \{ \langle a \rangle \varphi' \mid \varphi' \in \text{unf}(\varphi) \}
\]

\[
\text{unf}(\langle \mu X, \varphi \rangle \psi) \triangleq \{ \psi(\mu_{X, \varphi} = X/\psi) \} \cup \{ \sigma \land \neg \sigma \}
\]

\[
\text{unf}(\langle \nu X, \varphi \rangle \psi) \triangleq \{ \psi(\nu_{X, \varphi} = X/\psi) \} \cup \{ \sigma \land \neg \sigma \}
\]

**Lemma 4.2.** Let \( \varphi \) a cycle-free formula, then \( \llbracket \varphi \rrbracket \llbracket \psi \rrbracket = \llbracket \text{unf}(\varphi) \rrbracket \llbracket \psi \rrbracket \).

The reason why this lemma holds is the following. Given a tree satisfying \( \varphi \), we deduce from the hypothesis that \( \varphi \) is cycle free the fact that every node of the tree will be tested a finite number of times against every subformula of \( \varphi \). As the tree and the number of subformulas are finite, the satisfaction derivation is finite hence only a finite number of unfolding is necessary to prove that the tree satisfies the formula, which is what the lemma states. As least and greatest fixpoints coincide when only a finite number of unfolding is required, this is sufficient to show that they collapse. Note that this would not hold if infinite trees were allowed: the formula \( \mu X. \{1\} X \) is cycle free, but its interpretation is empty, whereas the interpretation of \( \nu X. \{1\} X \) includes every tree with an infinite branch of \( \{1\} \) children.

We now illustrate why formulas need to be cycle free for the fixpoints to collapse. Consider the formula \( \mu X. \{1\} \langle T \rangle X \). Its interpretation is empty. The interpretation of \( \nu X. \{1\} \langle T \rangle X \) however contains every focused tree that has one \( \{1\} \) child.

In the rest of the paper, we only consider least fixpoints. An important consequence of Lemma 4.2 is that the logic restricted in this way is closed under negation using De Morgan’s dualities, extended to eventualities and fixpoints as follows:

\[
\neg \langle a \rangle \varphi \overset{df}{=} \neg \langle a \rangle \top \lor \langle a \rangle \neg \varphi
\]

\[
\neg \mu X, \varphi \psi \overset{df}{=} \mu X, \neg \varphi \psi(X/\neg \psi) \text{ in } \neg \psi(X/\neg \psi)
\]

### 5. XPath and Regular Tree Languages

XPath [6] is a powerful language for navigating in XML documents and selecting sets of nodes matching a predicate. In its simplest form, XPath expressions look like “directory navigation paths”. For example, the XPath expression

```
/path::book/child::chapter/child::section
```

guides from the root of a document (designated by the leading “/”) through the top-level “book” node to its “chapter” child nodes and on to its child nodes named “section”. The result of the evaluation of the entire expression is the set of all the “section” nodes that can be reached in this manner. The situation becomes more interesting when combined with XPath’s capability of searching along “axes” other than “child”. For instance, one may use the “preceding-sibling” axis for navigating backward through nodes of the same parent, or the “ancestor” axis for navigating upward recursively. Furthermore, at each step in the navigation the selected nodes can be filtered using qualifiers: boolean expression between brackets that can test the existence or absence of paths.

We consider a large XPath fragment covering all major features of the XPath recommendation [6] except counting and comparisons between data values.

Fig. 3 gives the syntax of XPath expressions. Fig. 4 gives an interpretation of XPath expressions as functions between sets of focused trees.

#### 5.1 XPath Embedding

We now explain how an XPath expression can be translated into an equivalent \( \mathcal{L}_\mu \) formula that performs navigation in focused trees in binary style.

**Logical Interpretation of Axes**

The translation of navigational primitives (namely XPath axes) is formally specified in Fig. 5. The translation function, noted “\( A^- [a] \)_\chi”, takes an XPath axis \( a \) as input, and returns its \( \mathcal{L}_\mu \) translation, parameterized by the \( \mathcal{L}_\mu \) formula \( \chi \) given as parameter. This parameter represents the context in which the axis occurs and is needed for formula composition in order to translate path composition. More precisely, the formula \( A^- [a] \)_\chi holds for all nodes that can be accessed through the axis \( a \) from some node verifying \( \chi \).

Let us consider an example. The formula \( A^- [\text{child}] \)_\chi, translated as \( \mu Z. \{1\} \chi \cup \{2\} Z \), is satisfied by children of the context \( \chi \). These nodes consist of the first child and the remaining children. From the first child, the context must be reached immediately.
\( S_e[i] : \mathcal{L}_{XPath} \rightarrow 2^F \rightarrow 2^F \)
\( S_i[p] : \mathcal{L}_{XPath} \rightarrow 2^F \rightarrow 2^F \)
\( S_p[p] : \mathcal{L}_{XPath} \rightarrow 2^F \rightarrow 2^F \)
\( S_q[i] : Qualif \rightarrow 2^F \rightarrow \{true, false\} \)
\( S_a[i] : Axis \rightarrow 2^F \rightarrow 2^F \)

**Figure 5.** Translation of XPath Axes.

\( E^-[\cdot] : \mathcal{L}_{XPath} \rightarrow \mathcal{L}_\mu \rightarrow \mathcal{L}_\mu \)
\( E^-[p] : \mathcal{L}_{XPath} \rightarrow \mathcal{L}_\mu \rightarrow \mathcal{L}_\mu \)

**Figure 6.** Translation of Expressions and Paths.

by going once upward via \( \top \). From the remaining children, the context is reached by going upward (any number of times) via \( \underline{2} \) and then finally once via \( \top \).

**Logical Interpretation of Expressions**  
Fig. 6 gives the translation of XPath expressions into \( \mathcal{L}_\mu \). The translation function \( "E^-[\cdot]\) takes an XPath expression \( e \) and a \( \mathcal{L}_\mu \) formula \( \chi \) as input, and returns the corresponding \( \mathcal{L}_\mu \) translation. The translation of a relative XPath expression marks the initial context with \( \underline{0} \). The translation of an absolute XPath expression navigates to the root which is taken as the initial context.

**Figure 7** illustrates the translation of the XPath expression \( "child:a[child::b]" \). This expression selects all \( "a" \) child nodes of a given context which have at least one \( "b" \) child. The translated \( \mathcal{L}_\mu \) formula holds for \( "a" \) nodes which are selected by the expression. The first part of the translated formula, \( \varphi \), corresponds to the step
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Note that the translation of a regular tree type uses only downward modalities since it describes the allowed subtrees at a given context. No additional restriction is imposed on the context from which the type definition starts. In particular, navigation is allowed in the upward direction so that we can support type constraints for which we have only partial knowledge in a given direction. However, when we know the position of the root, conditions similar to those of absolute paths are added in the form of additional formulas describing the position that need to be satisfied. This is particularly useful when a regular type is used by an XPath expression that starts its navigation at the root (/p) since the path will not go above the root of the type (by adding the restriction μ Z → (T) T ψ). On the other hand, if the type is compared with another type (typically to check inclusion of the result of an XPath expression in this type), then there is no restriction as to where the root of the type (by adding the restriction μ Z → (T) T ψ). On the other hand, if the type is compared with another type (typically to check inclusion of the result of an XPath expression in this type), then there is no restriction as to where the root of the type is (our translation does not impose the chosen node to be at the root). This is particularly useful since an XPath expression usually returns a set of nodes deep in the tree which we may compare to this partially defined type.

6. Satisfiability-Testing Algorithm

In this section we present our algorithm, that it is sound and complete, and prove a time complexity boundary. To check a formula ϕ, our algorithm builds satisfiable formulas out of some subformulas (and their negation) of ϕ, then checks whether ϕ was produced. We first describe how to extract the subformulas from ϕ.

6.1 Preliminary Definitions

For ϕ = (μ X, ϕ in ψ) we define \( \exp(\varphi) \equiv ψ(μ X, ϕ in \psi) \) which denotes the formula ψ in which every occurrence of a X_i is replaced by (μ X, ϕ in X_i).

We define the Fisher-Ladner closure cl(ϕ) of a formula ψ as the set of all subformulas of ψ where fixpoint formulas are additionally unwound once. Specifically, we define the relation \( \rightarrow_e \subseteq L_\mu \times L_\mu \) as the least relation that satisfies the following:

\[ \varphi_1 \land \varphi_2 \rightarrow_e \varphi_1, \varphi_1 \land \varphi_2 \rightarrow_e \varphi_2 \]
\[ \varphi_1 \lor \varphi_2 \rightarrow_e \varphi_1, \varphi_1 \lor \varphi_2 \rightarrow_e \varphi_2 \]
\[ (\alpha) \varphi \rightarrow_e e \]
\[ μ X, \varphi in \psi \rightarrow_e \exp(μ X, \varphi in \psi) \]

The closure cl(ϕ) is the smallest set S that contains ψ and closed under the relation \( \rightarrow_e \), i.e., if \( \varphi_1 \in S \) and \( \varphi_1 \rightarrow_e \varphi_2 \) then \( \varphi_2 \in S \).

We call \( \Sigma(\psi) \) the set of atomic propositions σ used in ψ along with another name, σx, that does not occur in ψ to represent atomic propositions not occurring in ψ.

We define \( \text{cl}^+(\psi) = \text{cl}(\psi) \cup \{¬ϕ | ϕ \in \text{cl}(\psi) \} \). Every formula \( ϕ \in \text{cl}^+(\psi) \) can be seen as a boolean combination of formulas of a set called the Lean of ψ, inspired from [27]. We note this set Lean(ϕ) and define it as follows:

\[ \text{Lean}(\psi) = \{ (a) T | a \in \{ 1, 2, T, Z \} \} \cup \Sigma(\psi) \cup \{ (a) \varphi | (a) \varphi \in \text{cl}(\psi) \} \]

A ψ-type (or simply a “type”) (Hintikka set in the temporal logic literature) is a set \( t \subseteq \text{Lean}(\psi) \) such that:

\[ \forall (a) \varphi \in \text{Lean}(\psi), (a) \varphi \in t \Rightarrow (a) T \in t \] (modal consistency);
\[ (T) T \notin t \lor (Z) T \notin t \] (a tree node cannot be both a first child and a second child);
\[ \text{exactly one atomic proposition } σ \in t \text{ (XML labeling); we use the function } σ(t) \text{ to return the atomic proposition of a type } t; \]
\[ \Sigma \text{ may belong to } t. \]

We call Types(ϕ) the set of ψ-types. For a ψ-type t, the complement of t is the set Lean(ϕ) \ t.

A type determines a truth assignment of every formula in cl^+(ϕ) with the relation \( \in \) defined in Fig. 9. Note that such derivations are finite because the number of naked \( μ X, ϕ in ψ \) that do not occur under modalities strictly decreases after each expansion.

We often write \( ϕ \in t \) if there are some T, F such that \( ϕ \in T \implies (T, F) \). We say that a formula ϕ is true at a type t iff τ ∈ t.

We now relate a formula to the truth assignment of its ψ-types.

**Proposition 6.1.** If \( ϕ \in T \implies (T, F) \), then we have \( T \subseteq \text{Lean}(ϕ) \setminus t \), and \( \bigwedge_{τ \in T} ϕ \land \bigwedge_{τ \in F} ¬ϕ \implies ϕ \) (every tree in the interpretation of the first formula is in the interpretation of the second). If \( ϕ \notin T \implies (T, F) \), then we have \( T \subseteq \text{Lean}(ϕ) \setminus t \), and \( \bigwedge_{τ \in T} ϕ \land \bigwedge_{τ \in F} ¬ϕ \implies ¬ϕ \).

We next define a compatibility relation between types to state that two types are related according to a modality.

**Definition 6.2 (Compatibility relation).** Two types t and t’ are compatible under \( a ∈ \{ 1, 2 \} \), written \( Δ_a(t, t’) \), iff

\[ ∀(a) \varphi ∈ \text{Lean}(ϕ), (a) \varphi ∈ t \iff (a) \varphi ∈ t’ \]
\[ ∀(τ) \varphi ∈ \text{Lean}(ϕ), (τ) \varphi ∈ t \iff (τ) \varphi ∈ t’ \]

6.2 The Algorithm

The algorithm works on sets of triples (the form \( (t, w_1, w_2) \) where \( t \) is a type, and \( w_1 \) and \( w_2 \) are sets of types which represent every witness for \( t \) according to relations \( Δ_1(t, \cdot) \) and \( Δ_2(t, \cdot) \).

The algorithm proceeds in a bottom-up approach, repeatedly adding new triples until a satisfying model is found (i.e., a triple whose first component is a type implying the formula), or until no
more triple can be added. Each iteration of the algorithm builds types representing deeper trees (in the 1 and 2 direction) with pending backward modalities that will be fulfilled at later iterations.

Types with no backward modalities are satisfiable, and if such a type implies the formula being tested, then it is satisfiable. The main iteration is as follows:

\[
X \leftarrow \emptyset \\
\text{repeat} \\
\quad X' \leftarrow X \\
\quad X \leftarrow \text{Upd}(X') \\
\quad \text{if FinalCheck}(\psi, X) \text{ then} \\
\quad \quad \text{return } "\psi \text{ is satisfiable}" \\
\quad \text{until } X = X' \\
\text{return } "\psi \text{ is unsatisfiable}" \]

where \( X \subseteq \text{Types}(\psi) \times 2^{\text{Types}(\psi)} \times 2^{\text{Types}(\psi)} \) and the operations Upd() and FinalCheck() are defined on Fig. 10.

We note \( X' \) the set of triples and \( T^i \) the set of types after \( i \) iterations: \( T^i = \{ \text{type}(x) \mid x \in X^i \} \). Note that \( T^{i+1} \) is the set of types for which at least one witness belongs to \( T^i \).

### 6.3 Correctness and Complexity

In this section we define the necessary notions to prove the correctness of the satisfiability testing algorithm, and show that its time complexity is \( 2^{O(|\text{Lean}(\psi)|)} \).

**Theorem 6.3 (Correctness).** The algorithm decides satisfiability of \( \mathcal{L}_\mu \) formulas over finite focused trees.

**Termination** For \( \psi \in \mathcal{L}_\mu \), since \( \text{cl}(\psi) \) is a finite set, Lean(\psi) and \( \mu \text{Lean}(\psi) \) are also finite. Furthermore, Upd() is monotonically order preserving, and \( X^i \) is included in the finite set \( \text{Types}(\psi) \times 2^{\text{Types}(\psi)} \times 2^{\text{Types}(\psi)} \), therefore the algorithm terminates. To finish the proof, it thus suffices to prove soundness and completeness.

**Preliminary Definitions for Soundness** First, we introduce a notion of partial satisfiability for a formula, where backward modalities are only checked up to a given level. A formula \( \varphi \) is partially satisfiable iff \( [\varphi]_V^0 \neq \emptyset \) as defined in Fig. 11.

For a type \( t \), we note \( \varphi_r(t) \) its most constrained formula, where atoms are taken from Lean(\psi). In the following, \( \circ \) stands for \( \Sigma \) if \( \circ \in \Sigma \), and \( \neg \circ \) otherwise.

\[
\varphi_r(t) = \sigma(t) \land \bigwedge_{\sigma \in \Sigma, \sigma \notin t} \neg \sigma \land \bigwedge_{\sigma \in t} \langle a \rangle \varphi \land \bigwedge_{\sigma \notin t} \neg \langle a \rangle \varphi
\]

We now introduce a notion of *paths*, written \( \rho \) which are concatenations of modalities: the empty path is written \( e \), and path concatenation is written \( \rho \alpha \).

\[
\begin{align*}
\text{Upd}(X) & \equiv X \cup \{ (t, u_1(t, X^0), w_2(t, X^0)) \mid \Sigma \not\subseteq t \subseteq \text{Types}(\psi) \land (1) \top \in t \Rightarrow u_1(t, X^0) \neq \emptyset \land (2) \top \in t \Rightarrow w_2(t, X^0) \neq \emptyset \\
& \cup \{ (t, u_1(t, X^0), w_2(t, X^0)) \mid \Sigma \subseteq t \subseteq \text{Types}(\psi) \land (1) \top \in t \Rightarrow u_1(t, X^0) \neq \emptyset \land (2) \top \in t \Rightarrow w_2(t, X^0) \neq \emptyset \\
& \cup \{ (t, u_1(t, X^0), w_2(t, X^0)) \mid \Sigma \not\subseteq t \subseteq \text{Types}(\psi) \land (1) \top \in t \Rightarrow u_1(t, X^0) \neq \emptyset \land (2) \top \in t \Rightarrow w_2(t, X^0) \neq \emptyset \\
& \cup \{ (t, u_1(t, X^0), w_2(t, X^0)) \mid \Sigma \subseteq t \subseteq \text{Types}(\psi) \land (1) \top \in t \Rightarrow u_1(t, X^0) \neq \emptyset \land (2) \top \in t \Rightarrow w_2(t, X^0) \neq \emptyset \\
\}
\end{align*}
\]

\[
\begin{align*}
w_a(t, X) & \equiv \{ \text{type}(x) \mid x \in X \land (\exists \delta, t, X) \} \\
\text{FinalCheck}(\psi, X) & \equiv \exists x \in X^0, \text{dsat}(x, \psi, X) \land \forall a \in \{ \top, \neg \} (a \not\subseteq \text{type}(x)) \\
\text{dsat}(t, w_1, w_2, \psi) & \equiv \psi \in t \lor \exists x', \text{dsat}(x', \psi) \land (x' \in w_1 \lor x' \in w_2) \\
\text{type}(t, w_1, w_2) & \equiv t \\
\end{align*}
\]

**Figure 10.** Operations used by the Algorithm.

Every path may be given a depth:

\[
\text{depth}(e) \equiv 0 \\
\text{depth}(\rho a) \equiv \text{depth}(\rho) + 1 \quad \text{if } a \in \{ 1, 2 \} \\
\text{depth}(\rho a) \equiv \text{depth}(\rho) - 1 \quad \text{if } a \in \{ \top, \neg \}
\]

A forward path is a path that only mentions forward modalities. We define a tree of types \( T \) as a tree whose nodes are types, \( T(\cdot) = t \), with at most two children, \( T(1) \) and \( T(2) \). The navigation in trees of types is trivially extended to forward paths. A tree of types is *consistent* iff for every forward path \( \rho \) and for every child \( a \) of \( T(\rho) \), we have \( T(\rho(a)) = t \). The navigation in trees of types is trivially extended to forward paths. A tree of types is consistent iff for every forward path \( \rho \) and for every child \( a \) of \( T(\rho) \), we have \( T(\rho(a)) = t \). The navigation in trees of types is trivially extended to forward paths. A tree of types is consistent iff for every forward path \( \rho \) and for every child \( a \) of \( T(\rho) \), we have \( T(\rho(a)) = t \).
We now introduce a bit-vector representation of \( \psi \)-types. Types are complete in the sense that either a subformula or its negation must belong to a type. It is thus possible for a formula \( \varphi \in \text{Lean}(\psi) \) to be represented using a single BDD variable. For \( \text{Lean}(\psi) = \{ \varphi_1, \ldots, \varphi_m \} \), we represent a subset \( \bar{t} \subseteq \text{Lean}(\psi) \) by a vector with \( m \) variables and is used to represent a set of such bit vectors.

We define auxiliary predicates for programs \( a \in \{1, 2\} \):

\( \text{isparent}_a(\bar{t}) \) is read \( \bar{t} \) is a parent for program \( a \) and is true iff the bit for \( \langle a \rangle \bar{t} \) is true in \( \bar{t} \).

\( \text{ischild}_a(\bar{t}) \) is read \( \bar{t} \) is a child for program \( a \) and is true iff the bit for \( \langle a \rangle \bar{t} \) is true in \( \bar{t} \).

For a set \( \bar{t} \subseteq \text{lean}(\psi) \), we note \( \chi_{\bar{t}} \) its corresponding characteristic function. Encoding \( \chi_{\text{types}(\psi)} \) is straightforward. The predicate \( \text{status}_{\bar{a}}(\bar{t}) \) is the equivalent of \( \bar{a} \) on the bit vector representation.

We now construct the BDD of the relation \( \Delta_{\bar{a}} \) for \( a \in \{1, 2\} \). This BDD relates all pairs \((\bar{x}, \bar{y})\) that are consistent w.r.t the program \( a \), i.e., such that \( \bar{y} \) supports all of \( \bar{x} \)’s \( \langle a \rangle \varphi \) formulas, and vice-versa \( \bar{x} \) supports all of \( \bar{y} \)’s \( \langle \bar{a} \rangle \varphi \) formulas:

\[
\Delta_{\bar{a}}(\bar{x}, \bar{y}) \triangleq \bigwedge_{1 \leq i \leq m} \left\{ \begin{array}{ll}
 x_i & \text{if } \varphi_i = \langle a \rangle \varphi \\
y_i & \text{if } \varphi_i = \langle \bar{a} \rangle \varphi \\
\bot & \text{otherwise}
\end{array} \right.
\]

For \( a \in \{1, 2\} \), we define the set of witnessed vectors:

\[
\chi_{\text{wit}_a}(\bar{t})(\bar{x}) \triangleq \text{isparent}_a(\bar{x}) \Rightarrow \exists \bar{y} \left[ h(\bar{y}) \wedge \Delta_a(\bar{x}, \bar{y}) \right]
\]

where \( h(\bar{y}) = \chi_{\bar{t}} (\bar{y}) \wedge \text{ischild}_a(\bar{y}) \).

Then, the BDD of the fixpoint computation is initially set to the false constant, and the main function \( \text{Upd}(\cdot) \) is implemented as:

\[
\chi_{\text{Upd}}(\bar{t})(\bar{x}) \triangleq \chi_{\bar{t}}(\bar{x}) \vee \left( \chi_{\text{types}(\psi)}(\bar{x}) \wedge \bigwedge_{a \in \{1, 2\}} \chi_{\text{wit}_a}(\bar{t})(\bar{x}) \right)
\]

Finally, the solver is implemented as iterations over the sets \( \chi_{\text{Upd}}(\bar{t}) \) until a fixpoint is reached. The final satisfiability condition consists in checking whether \( \psi \) is present in a \( \psi \)-type of this fixpoint with no unfilled upward eventuality.

We use two major techniques for further optimization. First, BDD relational products \( \chi_{\bar{y}} \left[ h(\bar{y}) \wedge \Delta_a(\bar{x}, \bar{y}) \right] \) are computed using conjunctive partitioning and early quantification [10]. Second, we observed that choosing a good initial order of \( \text{Lean}(\psi) \) formulas does significantly improve performance. Experience has shown that the variable order determined by the breadth-first traversal of the formula \( \psi \) to solve, which keeps sister subformulas in close proximity, yields better results than early attempts.

### 8. Typing Applications and Experimental Results

For XPath expressions \( e_1, \ldots, e_n \), we can formulate several decision problems in the presence of XML type expressions \( T_1, \ldots, T_n \):

- **XPath containment:** \( E^-[e_1][T_1] \wedge \neg E^-[e_2][T_2] \) (if the formula is unsatisfiable then all nodes selected by \( e_1 \) under type constraint \( T_1 \) are selected by \( e_2 \) under type constraint \( T_2 \)).

- **XPath emptiness:** \( E^-[e_1][T_1] \).

- **XPath overlap:** \( E^-[e_1][T_1] \wedge E^-[e_2][T_2] \).

- **XPath coverage:** \( E^-[e_1][T_1] \wedge \bigwedge_{1 \leq i \leq n} \neg E^-[e_i][T_i] \).

Two problems are of special interest for XML type checking:

- **Static type checking of an annotated XPath query:** \( E^-[e_1][T_1] \wedge \neg \neg T_2 \) (if the formula is unsatisfiable then all
XPath expressions shown on Fig. 12 (where “//” is used as a shorthand for “desc-or-self::*”).

```
Table 2. Some Decision Problems and Corresponding Results.

<table>
<thead>
<tr>
<th>XPath Decision Problem</th>
<th>XML Type</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>e1 (\leq) e2 and e2 (\nleq) e1</td>
<td>none</td>
<td>353</td>
</tr>
<tr>
<td>e4 (\leq) e3 and e4 (\nleq) e3</td>
<td>none</td>
<td>45</td>
</tr>
<tr>
<td>e6 (\leq) e5 and e6 (\nleq) e6</td>
<td>none</td>
<td>41</td>
</tr>
<tr>
<td>e7 is satisfiable</td>
<td>SMIL 1.0</td>
<td>137</td>
</tr>
<tr>
<td>e8 is satisfiable</td>
<td>XHTML 1.0</td>
<td>2630</td>
</tr>
<tr>
<td>e9 (\subseteq) (e10 (\cup) e11 (\cup) e12)</td>
<td>XHTML 1.0</td>
<td>2872</td>
</tr>
</tbody>
</table>
```

**Table 1.** Types Used in Experiments.

<table>
<thead>
<tr>
<th>DTD</th>
<th>Symbols</th>
<th>Binary Type Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMIL 1.0</td>
<td>19</td>
<td>11</td>
</tr>
<tr>
<td>XHTML 1.0 Strict</td>
<td>77</td>
<td>325</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>e1</th>
<th>/a[i]//b[c]/*//d/b[c]/d]</th>
</tr>
</thead>
<tbody>
<tr>
<td>e2</td>
<td>/a[i]//b[c]/*//d/b[c]/d]</td>
</tr>
<tr>
<td>e3</td>
<td>a/b//c/foll-sibling::d/e</td>
</tr>
<tr>
<td>e4</td>
<td>a/b//d/prec-sibling::c]/e</td>
</tr>
<tr>
<td>e5</td>
<td>a/c/following::d/e</td>
</tr>
<tr>
<td>e6</td>
<td>a/b]///c]/following::d/e (\cap) a/d[preceding::c]/e</td>
</tr>
<tr>
<td>e7</td>
<td>*/switch[ancestor::head]/seq/audio[prec-sibling::video]</td>
</tr>
<tr>
<td>e8</td>
<td>descendant::a[ancestor::a]</td>
</tr>
<tr>
<td>e9</td>
<td>/descendant::*</td>
</tr>
<tr>
<td>e10</td>
<td>html/head/body</td>
</tr>
<tr>
<td>e11</td>
<td>html/head/ descendant::*</td>
</tr>
<tr>
<td>e12</td>
<td>html/descendant::*</td>
</tr>
</tbody>
</table>

Figure 12. XPath Expressions Used in Experiments.

Most formalisms used in the context of XML are related to one of the two logics used for unranked trees: first-order logic (FO), and Monadic Second Order Logic (MSO). FO and relatives are frequently used for query languages since they nicely capture their navigational features [2]. In an attempt to reach more expressive power, the work found in [1] proposes a variant of Propositional Dynamic Logic (PDL) with an \(\text{EXPTIME}\) complexity. MSO, specifically the weak monadic second-order logic of two successors (WS2S) [9], is one of the most expressive decidable logic used when both regular types and queries [2] are under consideration. WS2S satisfiability is known to be non-elementary. A drawback of the WS2S decision procedure is that it requires the full construction and complementation of tree automata.

Some temporal and fixpoint logics closely related to MSO have been introduced and allow to avoid explicit automata construction. The propositional modal \(\mu\)-calculus introduced in [22] has been shown to be as expressive as nondeterministic tree automata [11]. Since it is trivially closed under negation, it constitutes a good alternative for studying MSO-related problems. Moreover, it has been extended with converse programs in [31]. The best known complexity for the resulting logic is obtained through reduction to the emptiness problem of alternating tree automaton which is in \(2^\Omega(n \log n)\), where \(n\) corresponds to the length of a formula [18]. Unfortunately the logic lacks the finite model property. From [31], we know that WS2S is exactly as expressive as the alternation-free fragment (AFMC) of the propositional modal \(\mu\)-calculus. Furthermore, the AFMC subsumes all early logics such as CTL and PDL (see [2] for a complete survey on tree logics).

The goal of the research presented so far is limited to establishing new theoretical properties and complexity bounds. Our research differs in that we seek precise complexity bounds, efficient implementation techniques, and concrete design that may be directly applied to the type checking of XPath queries under regular tree types.

In this line of research, some experimental results based on WS2S, through the Mona tool [21], have recently been reported for XPath containment [15]. However, for static analysis purposes, the explosiveness of the approach is very difficult to control due to the non-elementary complexity. Closer to our contribution, the recent work found in [29] provides a decision procedure for the AFMC with converse whose time complexity is \(2^\Omega(m \log n)\). However, models of the logic are Kripke structures (infinite graphs). Enforcing the finite tree model property can be done at the syntactic level [29], and this has been further developed in the XML setting in [14]. Nevertheless, the drawback of this approach is that the AFMC decision procedure requires expensive cycle-detection for rejecting infinite derivation paths for least fixpoint formulas. The present work shows how this can be avoided for finite trees. As a consequence, the resulting performance is much more attractive. In an earlier work on XML type checking, a logic for finite trees was presented [30], but the logic is not closed under negation.

In [7], a technique is presented for statically ensuring correctness of paths. The approach only deals with emptiness of XPath

---

1. Experiments have been conducted with a JAVA implementation running on a Pentium 4, 3 Ghz, with 512Mb of RAM with Windows XP.
expressions without reverse axes, whereas our approach solves the more general problem of containment, including reverse axes.

The work [25] presents an approximate technique that is able to stastically detect errors in XSLT stylesheets. Their approach could certainly benefit from using our exact algorithm instead of their conservative approximation. The XDuce [19], CDuce [4], and XStatic [13] languages support pattern-matching through regular expression types but not XPath.

Our proof method reveals deep connections between this logic and XPath decision problems. First, the translations of XML regular tree types and a large XPath fragment are cycle-free and linear in the size of the corresponding formulas in the logic. Second, on finite trees, since both operators are equivalent, the logic with a single fixpoint operator is closed under negation. This allows to address key XPath decision problems such as containment.

Finally, there are a number of interesting directions for further research that build on ideas developed here: extending XPath to restricted data values comparisons that preserves this complexity, for instance data values on a finite domain, and integrating related work on counting [8] to our logic. We also plan on continuing to improve the performance of our implementation.
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