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Abstract—To approach the potential multiple-input multiple-output (MIMO) capacity while optimizing the system bit-error rate (BER) performance, the joint transmit and receive minimum mean squared error (joint Tx/Rx MMSE) design has been proposed. It is the optimal linear scheme for spatial multiplexing MIMO systems, assuming a fixed number of spatial streams \( p \) as well as fixed modulation and coding across these spatial streams. However, the number of spatial streams has been arbitrarily chosen and fixed, which may lead to an inefficient power allocation strategy and a poor BER performance. In this paper, we relax the constraint of fixed number of streams \( p \) and optimize this value for the current channel realization, under the constraints of fixed average total transmit power \( P_T \) and fixed rate \( R_c \), what we refer to as mode selection. Based on the observation of the existence of a dominant optimal number of streams value for the considered Rayleigh flat-fading MIMO channel model, we further propose an “average” mode selection that avoids the per-channel adaptation through using the latter dominant value for all channel realizations. Finally, we exhibit the significant BER improvement provided by our mode selection over the conventional joint Tx/Rx MMSE design. Such significant improvement is due to the better exploitation of the MIMO spatial diversity and the more efficient power allocation enabled by our mode selection.

Index Terms—Joint transmit and receive optimization, Rayleigh flat-fading MIMO channels, selection, spatial multiplexing.

I. INTRODUCTION

MULTIPLE-INPUT multiple-output (MIMO) wireless channels have significantly higher capacities than conventional single-input single-output (SISO) channels [1]. These capacities are related to the multiple parallel spatial subchannels that are opened through the use of multiple antennas at both the transmitter and the receiver. Spatial multiplexing (SM) is a technique that transmits multiple independent parallel data streams on these available spatial subchannels in an attempt to approach the MIMO capacity [2], [3].

Two main design trends have emerged that enable spatial multiplexing corresponding to whether channel state information (CSI) is available or not at the transmitter. On the one hand, BLAST-like space-time techniques [3], [4] make use of the available transmit antennas to transmit as many independent data streams and do not require CSI at the transmitter. On the other hand, the joint transmit and receive space-time processing techniques take advantage of the potentially available CSI at both sides of the link to maximize the system’s information rate [9] or alternatively reduce the system’s bit-error rate (BER) [5]–[8] under a fixed rate constraint.

In this contribution, we adopt the second approach, namely joint transmit and receive space-time processing, based on the assumption that the channel is slowly varying and hence CSI can be acquired through either feedback or plain channel estimation in TDD-based systems. Furthermore, among the possible design criteria, we retain the joint transmit and receive minimum mean squared error (joint Tx/Rx MMSE) criterion, initially proposed in [5] and further discussed in [7] and [8], for it is the optimal linear solution for fixed coding and modulation across the spatial streams. This constraint is set to reduce the system’s complexity and adaptation requirements in comparison to the optimal yet complex bit loading strategy [10].

For the flat-fading \((M_T, M_R)\) MIMO system herein considered, assuming a fixed number of spatial multiplexing data streams, \( p \leq \min(M_T, M_R) \), and a fixed symbol constellation across these data streams, the conventional joint Tx/Rx MMSE design devises an optimum filter-pair \( \{T, R\} \). The latter filter-pair solution was shown [7], [8] to perform the singular value decomposition (SVD) of the MIMO channel matrix, what boils down to decoupling the MIMO channel into multiple parallel spatial subchannels among which the \( p \) strongest are used to convey the available \( p \) data streams. The joint Tx/Rx MMSE design also proposes an optimum transmit power allocation policy among the decoupled spatial subchannels. It allocates power only to a selection of subchannels that are above a given signal-to-noise ratio (SNR) threshold imposed by the transmit power constraint. Furthermore, more power is given to the weaker modes of the previous selection. It is clear that the data streams assigned to the nonselected spatial subchannels are lost leading to a high MMSE and consequently a poor BER performance. Moreover, the arbitrary and initial choice of the number of streams \( p \) may lead to the use of weak modes that consume most of the power and detrimentally impact the other modes. The previous remarks show the impact of the choice of \( p \) on the power allocation efficiency as well as on the BER performance of the joint Tx/Rx MMSE design. Hence, it is relevant to consider the number of streams \( p \) as an additional design parameter rather than a mere arbitrary fixed scalar as in [6]–[8].

Consequently, in this paper, we address the issue of optimizing the number of streams \( p \) of the joint Tx/Rx MMSE according
to the available CSI, under the constraints of fixed average total transmit power and fixed rate for Rayleigh flat-fading MIMO channels. A remark in [7] also raised this issue without pursuing it.

The rest of the paper is organized as follows. Section II provides the system model and describes the conventional joint Tx/Rx MMSE design of [6]. Based on that, our mode selection approach is introduced in Section III and further analyzed in Section IV. The BER improvements enabled by the proposed mode selection are assessed in Section V. Finally, the conclusions are drawn in Section VI.

II. SYSTEM MODEL AND PRELIMINARIES

In this section, we first introduce the system model used throughout the paper. Then, we describe the conventional joint Tx/Rx MMSE design previously proposed for high data-rate single-user MIMO transmissions [6], which represents the baseline design for our optimization.

A. Notations

In this paper, normal letters indicate scalar quantities, boldface letters represent vectors and boldface uppercase letters designate matrices. \( I_p \) is the \( p \times p \) identity matrix. Moreover, \( \text{trace}(\mathbf{X}) \) and \( [\mathbf{X}]_{i,j} \) respectively stand for the trace and \((i,j)\)th entry of matrix \( \mathbf{X} \). \((x)^\dagger\) refers to \(\text{Max}(x,0)\) and \((x)^\ast\) denotes the conjugate transpose of a vector or a matrix. Finally, \(\|\mathbf{X}\|_2\) indicates the 2-norm of vector \(\mathbf{x}\).

B. System Model

The single-user spatial-multiplexing MIMO communication system under consideration is depicted in Fig. 1. It represents a transmitter and a receiver, both equipped with multiple-element antennas and assumed to have perfect knowledge about the current channel realization. The transmitter first modulates the transmit bit stream \(b\) according to a pre-determined symbol constellation of size \(M_p\). Then, it demultiplexes the output symbols into \(p \leq \min(M_T, M_R)\) independent streams. This spatial multiplexing operation actually converts the serial symbol stream \(s\) into \(p\) parallel symbol streams or equivalently into a higher-dimensional symbol stream where every symbol now is a \(p\)-dimensional spatial symbol, for instance \(s(k)\) at discrete-time index \(k\). These spatial symbols are then pre-filtered by the transmit filter \(\mathbf{T}\) and sent onto the MIMO channel through the \(M_T\)-element transmit antenna. At the receiver, the \(M_R\) symbol-sampled complex baseband outputs of the \(M_R\)-element receive antenna are post-filtered by the receive filter \(\mathbf{R}\). The \(p\) output streams conveying the detected spatial symbols \(\hat{s}(k)\) are then multiplexed and demodulated to recover the initially transmitted bit stream. For a flat-fading MIMO channel, the global system equation is given by

\[
\begin{bmatrix}
\hat{s}_1(k) \\
\vdots \\
\hat{s}_p(k) \\
\end{bmatrix} = \mathbf{R} \mathbf{H} \begin{bmatrix}
s_1(k) \\
\vdots \\
s_p(k) \\
\end{bmatrix} + \mathbf{R} \mathbf{n}(k)
\]

where \(\mathbf{n}(k)\) is the \(M_R\)-dimensional receiver noise vector at discrete-time index \(k\). \(\mathbf{H}\) is the \(M_R \times M_T\) channel matrix whose \((i,j)\)th entry, \((\mathbf{H})_{i,j}\), represents the complex channel gain from the \(j\)th transmit antenna element to the \(i\)th receive antenna element. In the sequel, the discrete-time index \(k\) is dropped for notational brevity.

C. Conventional Joint Tx/Rx MMSE Design

The transmit and receive filters, \(\mathbf{T}\) and \(\mathbf{R}\), represented by an \(M_T \times p\) and \(p \times M_R\) matrix, respectively, are jointly designed to minimize the sum mean squared error on the spatial symbols \(s\) subject to fixed average total transmit power \(P_T\) constraint as stated in [6]

\[
\begin{aligned}
\text{Min}_{\mathbf{R},\mathbf{T}} & \quad E_{\text{sn}} \{||s - (\mathbf{RHT}s + \mathbf{n})||_2^2\} \\
\text{subject to:} & \quad E_s \cdot \text{trace}(\mathbf{TT}^\ast) = P_T.
\end{aligned}
\]

The statistical expectation \(E_{\text{sn}}\{\cdot\}\) is carried out over the data symbols \(s\) and noise samples \(\mathbf{n}\). We assume uncorrelated data symbols of average symbol energy \(E_s\) and zero-mean temporally and spatially white complex Gaussian noise samples with covariance matrix \(\sigma^2_{\text{sn}}\mathbf{I}_{M_R}\). The trace constraint states that the average total transmit power per \(p\)-dimensional spatial symbol \(s\) after pre-filtering with \(\mathbf{T}\), equals \(P_T\). The optimization problem stated in (2) is solved using the Lagrange multiplier technique which formulates the constrained cost-function as follows:

\[
C = \text{Min}_{\mathbf{R},\mathbf{T}} E_{\text{sn}} \{||s - (\mathbf{RHT}s + \mathbf{n})||_2^2\} + \lambda(E_s \cdot \text{trace}(\mathbf{TT}^\ast) - P_T)
\]

\[\text{Fig. 1. Considered } (M_T, M_R) \text{ spatial multiplexing MIMO system using joint linear transmit and receive optimization.}\]
where $\lambda$ is the Lagrange multiplier to be calculated to satisfy the transmit power constraint. Let us introduce the thin SVD [15, p. 72] of the MIMO channel matrix $\mathbf{H}$

$$\mathbf{H} = (\mathbf{U}_p \quad \mathbf{U}_p) \left( \begin{array}{cc} \Sigma_p & 0 \\ 0 & \Sigma_p \end{array} \right) (\mathbf{V}_p \quad \mathbf{V}_p)^H$$  \hspace{1cm} (4)

where $\mathbf{U}_p$ and $\mathbf{V}_p$ are respectively the $M_R \times p$ and $M_T \times p$ left and right singular vectors associated to the $p$ strongest singular values or spatial subchannels or modes$^2$ of $\mathbf{H}$, stacked in decreasing order in the $p \times p$ diagonal matrix $\Sigma_p$. $\mathbf{U}_p$ and $\mathbf{V}_p$ are the left and right singular vectors associated to the remaining $(\text{Min}(M_R, M_T) - p)$ spatial modes of $\mathbf{H}$, similarly stacked in decreasing order in $\Sigma_p$. The optimal filter-pair $\{\mathbf{T}, \mathbf{R}\}$ was shown to be [6]

$$\begin{align*}
\mathbf{T} &= \mathbf{V}_p \cdot \Sigma_T \\
\mathbf{R} &= \Sigma_R \cdot (\mathbf{U}_p)^* 
\end{align*}$$  \hspace{1cm} (5)

where $\Sigma_T$ is the $p \times p$ diagonal power allocation matrix that determines the power distribution among the $p$ spatial modes and is given by

$$\begin{cases}
\Sigma_T^2 = \left[ \frac{\sigma_n^2}{\sqrt{E_s} \lambda} \Sigma_T^{-1} - \frac{\sigma_n^2}{E_s} \Sigma_T^{-2} \right]^{-1} \\
\text{subject to: } \text{trace}(\Sigma_T^2) = \frac{P_T}{E_s}
\end{cases}$$  \hspace{1cm} (6)

and $\Sigma_R$ is the $p \times p$ diagonal complementary equalization matrix given by

$$\Sigma_R = \frac{\sqrt{E_s} \lambda}{\sigma_n} \Sigma_T.$$  \hspace{1cm} (7)

The filter-pair MMSE solution $\{\mathbf{T}, \mathbf{R}\}$ of (5) decouples the MIMO channel matrix $\mathbf{H}$ into $p$ parallel spatial subchannels. Furthermore, the analysis of the MMSE power allocation matrix $\Sigma_T$ in (6) shows that:

- The MMSE strategy first performs a selection among the $p$ available modes as indicated by $\lceil \cdot \rceil^+$ in (6). This boils down to defining a minimum SNR for a mode to be used as described in the following equation:

$$\begin{bmatrix}
\frac{E_s \sigma_n^2}{\sigma_n^2} \\
\vdots \\
\frac{E_s \sigma_n^2}{\sigma_n^2}
\end{bmatrix} \geq \begin{bmatrix}
\lambda \\
\vdots \\
\lambda
\end{bmatrix}.$$  \hspace{1cm} (8)

The minimum SNR which appears to be the Lagrange multiplier $\lambda$ is defined by the average total transmit power available $P_T$, the receive noise power $\sigma_n^2$ and the gains of the selected subchannels. The modes that fail to satisfy the criterion of (8) are allocated no power and the power budget is distributed among the selected modes stacked in $\Sigma_{\text{select}}$. It is certainly interesting to point out that the SNR threshold $\lambda$ decreases as the SNR increases which means that eventually all needed $p$ spatial subchannels are used.

- Among the selected modes of $\Sigma_{\text{select}}$, more power is allocated to the weaker modes and vice versa. This is the optimal power allocation policy when the same symbol constellation is used over all spatial streams, as earlier postulated and used throughout this paper. Moreover, the MMSE allocation policy leads to an asymptotic zero-forcing behavior as subsequently shown:

$$\begin{align*}
\mathbf{RHT} &= \left[ \frac{\sigma_n}{\sqrt{E_s} \lambda} \Sigma_T^{-1} - \frac{\sigma_n^2}{E_s} \Sigma_T^{-2} \right] \\
&\quad \cdot \frac{\sqrt{E_s} \lambda}{\sigma_n} \Sigma_T \xrightarrow{\sigma_n \to 0} \mathbf{I}_p
\end{align*}$$  \hspace{1cm} (9)

The discussed conventional joint Tx/Rx MMSE design is derived for a given number of streams $p$ which is initially and arbitrarily chosen and fixed. Hence, accuracy would require us to denote the filter-pair solution as $\{\mathbf{T}_p, \mathbf{R}_p\}$. The $p$ spatial multiplexing streams will always be transmitted independently and regardless of the power allocation policy that may, as previously explained, allocate no power to certain modes. The streams assigned to the latter modes are then irremediably lost contributing to a bad overall BER performance. Furthermore, as the SNR increases, these initially disregarded modes will eventually be selected and will monopolize most of the power budget leading to an inefficient power allocation solution. Both previous remarks highlight the influence of the choice of $p$ on the system’s performance and power allocation efficiency. Hence, we alternatively propose to include $p$ as a design parameter to be optimized according to the available channel knowledge, for an improved system BER performance.

### III. Mode Selection for the Joint Transmit and Receive MMSE Design

For a fixed number of streams $p$ and a fixed single symbol constellation across these streams, the optimal joint Tx/Rx MMSE solution, given by the filter-pair $\{\mathbf{T}_p, \mathbf{R}_p\}$ of (5), gives rise to the following minimum mean squared error MMSE$_p$:

$$\text{MMSE}_p = \text{trace} \left[ E_s (\mathbf{I}_p - \Sigma_p \Sigma_p \Sigma_p) + \frac{\sigma_n^2 \Sigma_p^2}{\sigma_n^2} \right]$$  \hspace{1cm} (10)

which consists of two distinct contributions namely the imperfect subchannel gain equalization contribution and the noise contribution.

The goal of this work is to identify the optimal number of spatial streams $p_{opt}$ to be used for transmission, under a fixed rate $R$ constraint. The optimality criterion pertains to the global minimization of the sum mean squared error $\langle \text{MMSE}_p \rangle$. We still assume the same symbol constellation across the $p$ used spatial streams for a low-complexity joint Tx/Rx MMSE design. The symbol constellation size $M_p$, however, has to be adapted to $p$ in order to satisfy the fixed rate $R$. Moreover, for a meaningful optimization, it is assumed that all the possible constellations have the same minimum distance. Consequently,

$^2$We alternatively use spatial subchannels and spatial modes to refer to the singular values of $\mathbf{H}$, as these singular values represent the parallel independent spatial subchannels or modes underlying the flat-fading MIMO channel modeled by $\mathbf{H}$.

$^3$This criterion does not guarantee the lowest possible BER, which would require a criterion based on the closed-form expression of the system BER. The proposed MMSE-based criterion is simpler and achieves a very good performance.
the average constellation energy $E_n$ is variable and depends on the constellation size. Now, the proposed mode-selection criterion can be drawn:

$$\begin{align*}
\text{Min}_p & \quad \text{MMSE}_p \\
\text{subject to :} & \quad p \times \log_2(M_p) = R.
\end{align*}$$  \hspace{1cm} (11)

For the considered square QAM constellations, the average constellation energy is given by $E_n = 2(M_p - 1)/3$. Moreover, the rate constraint formulated in (11) defines the constellation size corresponding to a given $p$ as $M_p = 2^{R/p}$. Consequently, instantiating the MMSE$_p$ general expression of (10) for the considered square QAM constellations, the mode-selection criterion, initially stated in (11), can be refined into

$$p_{\text{opt}} = \arg \min_p \left\{ \text{trace}\left( \frac{2}{3} (2^{R/p} - 1) \right) \times \left( I_p - \Sigma_T \Sigma_p \Sigma_R \right)^2 + \sigma_n^2 \Sigma_R^2 \right\}. \hspace{1cm} (12)$$

IV. ANALYSIS OF THE PROPOSED MODE SELECTION

In this section, we first propose an intuitive explanation for the existence of the optimal number of streams $p_{\text{opt}}$, which corresponds to the global minimum of the sum mean squared error (MMSE$_p$)$_p$. Then, we corroborate this explanation with simulation results. Finally, we propose a simplified way to determine the optimal number of streams $p_{\text{opt}}$.

A. Existence of the Optimal Number of Streams $p_{\text{opt}}$

To get some insight, we analyze the evolution of the minimum mean squared error (MMSE$_p$)$_p$ for the previously introduced joint Tx/Rx MMSE design, under the constraints of a fixed average total transmit power $P_T$ and a fixed rate $R$. We also analyze the relative evolution of both components of MMSE$_p$, reminded below, namely the contribution of imperfect subchannel equalization and that of the receiver noise:

$$\text{MMSE}_p = \text{trace}\left( \frac{2}{3} (M_p - 1) \left( I_p - \Sigma_T \Sigma_p \Sigma_R \right)^2 + \sigma_n^2 \Sigma_R^2 \right).$$  \hspace{1cm} (13)

We start from the extreme case of $p = 1$ stream to convey data at rate $R$. In this case, the total available transmit power is allocated to the strongest mode of gain $\sigma_1$, such that $\sigma_T^2 = P_T/E_n$.

Clearly, this design achieves the maximum receive symbol SNR, as highlighted in [13]. For a large rate $R$, however, the necessary constellation size $M_T$ to convey the required rate over a single mode is large. Since, the average total transmit power is constrained, the actual received minimum distance between constellation points is small and thus the induced error rate is large. To be able to convey such high rate while using reasonable constellation sizes, the number of used spatial streams should be increased. For $p$ transmitted data streams using a single common constellation, the MMSE power allocation matrix $\Sigma_T$ will distribute the available transmit power among the $p$ strongest sub-channels in an attempt to balance the SNRs on these subchannels and $\Sigma_R$ will equalize the resulting equivalent subchannels. When the number of transmitted streams $p$ is small, the used $p$ strongest subchannels form a balanced subset in terms of gain and diversity, as shown in [12]. Consequently, $\Sigma_T$ can perform an efficient power allocation that achieves high SNRs on these subchannels and requires a limited equalization effort. The latter result would translate into a low noise enhancement and hence a low noise contribution to the MMSE$_p$. Nevertheless, the constellation size $M_p$ may still be large leading to a large imperfect equalization contribution to the MMSE$_p$ as can be seen in (13).

To further scale down the constellation size, the number of transmitted data streams $p$ can be further increased. However, this may lead to the use of weak modes that exhibit lower diversity orders and catastrophic gains [12]. As aforementioned, these weak modes will monopolize most of the available transmit power, penalizing the strongest modes and leading to a severe global reduction in the receive SNR levels. This will eventually translate into a larger equalization matrix $\Sigma_R$ and noise contribution to MMSE$_p$.

The previous analysis shows that, for a fixed rate $R$, there exists an optimal number of streams $p_{\text{opt}}$ that enables a reasonable constellation size $M_{\text{opt}}$ while achieving the most efficient power distribution that balances the achieved SNRs on the used subchannels and the receive noise enhancement.

B. Analysis of the Dependence of $p_{\text{opt}}$ on Various System Parameters

For all simulations, we consider the case of a (6,6) MIMO set-up, where both transmitter and receiver are assumed to have perfect CSI. The MIMO channel is stationary Rayleigh flat-fading, modeled by an $M_T \times M_R$ matrix with i.i.d. unit-variance zero-mean complex Gaussian entries. Moreover, the average total transmit power is fixed to $P_T = 1$. In all the following, SNR stands for the average total transmit power over the noise power.

Fig. 2 illustrates, for a typical (6,6) MIMO channel, the existence of the optimal number of spatial streams, $p_{\text{opt}}$, that globally minimizes the system’s sum mean squared error (MMSE$_p$)$_p$ according to (12). Fig. 2 is plotted for an SNR of 20 dB and a spectral efficiency $R$ equal to 12 bits/s/Hz. This rate corresponds to a full spatial multiplexing strategy ($p = 6$) using QPSK symbol modulation. Fig. 3 further plots the distribution of the previous optimal number of streams, $p_{\text{opt}}$, evaluated over 10000 channel realizations. Interestingly, it shows that there exists a dominant $p_{\text{opt}}$ value for the given system parameters and channel statistics, in this case $p_{\text{opt}} = 3$. This is due to the fact that, as proved in [12] for i.i.d complex Gaussian MIMO channels, the spatial modes have strictly decreasing gains and diversity orders until the last subchannel that exhibits a catastrophic less than first-order diversity. Consequently, it is predictable that there will be a dominant $p_{\text{opt}}$ value. The importance of the marginal values, however, will depend on the granularity of the available constellation sizes and the diversity orders of the weaker used modes. These modes, in fact, exhibit a larger variability and could alternatively be retained or discarded, depending on the channel realization. The remarkable
adaptation techniques [14] to be used in conjunction with the Section V.

For a sample channel of the previously considered (6,6) MIMO channel at $\text{SNR} = 20 \text{ dB}$ and $R = 12 \text{ bits/s/Hz}$, the optimal number of streams $p_{\text{opt}}$ remains the same. The fact that, for very low $\text{SNR}$ values, the determined $p_{\text{opt}}$ value is different from the common value in most of the $\text{SNR}$ range, is due to the failure of the MMSE criterion to determine the actual optimal $p_{\text{opt}}$ value at very low $\text{SNR}$. This can be explained by the failure of MMSE criterion to relate to the actual BER performance in the very low $\text{SNR}$ range. Indeed, as previously highlighted, for low $\text{SNR}$ values, the full spatial multiplexing power allocation will certainly allocate no power to the weakest modes that fail to reach a given minimum gain, as highlighted by (6) and the subsequent discussion. In spite of the irremediably lost data and the resulting large BER figure, the exhibited $\text{MMSE}_{p}$, given by (12), will paradoxically be the smallest, mainly because the corresponding constellation exhibits the smallest average energy $E_{p}$. Consequently, the MMSE criterion is relevant starting from the $\text{SNR}$ value, at which all modes are allocated power in the case of full spatial multiplexing. Beyond this $\text{SNR}$ value, we can determine the closed-form expression of the Lagrange multiplier $\lambda$ and re-write (6) as follows:

$$\begin{align*}
\lambda = \left( \frac{\sqrt{E_{p}} \sigma_{t} \text{trace}((\Sigma_{p}^{-1})^{2})}{\rho_{T} + \sigma_{n}^{2} \text{trace}((\Sigma_{p}^{-2})^{2})} \right)^{2}.
\end{align*}$$

The equalization matrix is still $\Sigma_{T} = (\sqrt{E_{p}} \lambda / \sigma_{n}) \Sigma_{t}$, as earlier defined in (7). Using the previous expressions of $\Sigma_{T}, \Sigma_{R}$ and $\lambda$ in the expression of $\text{MMSE}_{p}$ given in (13), we get:

$$\begin{align*}
\text{MMSE}_{p} = \frac{\frac{2}{2}(M_{p} - 1)\text{trace}(\Sigma_{t}^{-2})^{2}}{\text{SNR} + \text{trace}(\Sigma_{p}^{-2})}.
\end{align*}$$

where $\text{SNR}$ was previously identified as the average total transmit power over the noise power $(\rho_{T} / \sigma_{n}^{2})$. Consequently, the final mode-selection criterion reads:

$$\begin{align*}
p_{\text{opt}} = \arg \min_{p} \left\{ \frac{\frac{2}{2}(M_{p} - 1)\text{trace}(\Sigma_{t}^{-2})^{2}}{\text{SNR} + \text{trace}(\Sigma_{p}^{-2})} \right\}.
\end{align*}$$
On the one hand, the examination of the numerator of the MMSE_p expression in (15) and the evaluation of the its evolution for different values of p show that it is a convex function of p. As such, it exhibits a minimum value. On the other hand, the examination of the denominator shows that it is a monotonously increasing function of p. Nevertheless, it was observed that, for the relevant SNR range, the attained values are not sufficient to actually alter neither the convex nature of the numerator nor the position of its minimum p_{opt}. Furthermore, as the SNR increases, it gradually outweighs \text{trace}(\Sigma_p^{-2}) and finally dominates the denominator. Since, SNR is independent of p, the previous remark establishes that the evolution of MMSE_p as a function of p is then exclusively dependent on the numerator. The SNR value, at which these effects are observed, is clearly related to the rank conditioning of the channel. In fact, the smaller the gain of the last mode is, the larger the SNR value that outweighs \text{trace}(\Sigma_p^{-2}). Nevertheless, the smaller the gain of the last mode, the larger the value of the numerator for the case of full spatial multiplexing and the more difficult it is to alter the convexity of the numerator. As a conclusion, the denominator was seen not to alter neither the convexity of the numerator nor the number of streams p_{opt} corresponding to its minimum. As result, p_{opt} corresponding to the minimum of the numerator can be identified as p_{opt} corresponding to the minimum of MMSE_p. Since the denominator is clearly independent of the SNR, we can conclude that, except for very low SNR values, the optimal number of streams p_{opt} is independent of the SNR. The optimality here pertains to the MMSE minimization.

C. Simplified Mode Selection Cost-Function

The previous analysis suggests that it is sufficient to simply consider the numerator of MMSE_p in (16) to determine the optimal number of streams p_{opt}. We subsequently refer to the numerator of MMSE_p as a simplified error \text{Err}_p:

\[ \text{Err}_p = \frac{2}{3}(2R/p - 1) \cdot \text{trace}(\Sigma_p^{-1})^2. \]  

(17)

We managed to reduce the complex MMSE_p expression of (13), which depends on a large amount of parameters and which is composed of inter-dependent quantities, into a simplified expression \text{Err}_p that preserves the same minimum and thus the same p_{opt} across all the SNR range, except very low SNRs as explained in the previous subsection. This is confirmed by Fig. 5, for the previously introduced (6,6) MIMO set-up at R = 12 \text{bits/s/Hz}. The simplified \text{Err}_p, expressed in (17), is simply the product of two terms, each depending on a single system parameter namely the channel singular matrix \Sigma_p and the reference rate R. Consequently, the proposed simplified \text{Err}_p fairly eases \text{p}_{opt}’s computation and more importantly does not require receiver noise power estimation. Finally, the simplified mode-selection criterion can be drawn:

\[ \text{p}_{opt} \approx \arg\min_p \left\{ \frac{2}{3}(2R/p - 1) \cdot \text{trace}(\Sigma_p^{-1})^2 \right\}. \]  

(18)

In the sequel, Monte-Carlo BER analysis will show that this simplified mode-selection criterion succeeds, unlike the mode-

\footnote{For which all modes are allocated power.}

\footnote{When SNR dominates the value of the denominator.}

selection criterion based on the exact MMSE_p expression, in determining the optimal number of streams p_{opt} that minimizes the BER at very low SNR values. This further suggests that the actual optimal number of streams p_{opt} is independent of the SNR.

V. PERFORMANCE ANALYSIS

In the previous section, we have proposed a mode-selection approach that determines the optimal number of spatial streams to be used by the joint Tx/Rx MMSE design, for each channel realization. The optimality criterion pertains to the global minimization of the sum mean squared error. We have also highlighted the existence of a dominant \text{p}_{opt} value for given system parameters and the considered i.i.d complex Gaussian MIMO channel model. Based on that, we have proposed an average mode selection that chooses the latter dominant value \text{p}_{opt} for all channel realizations, instead of adapting \text{p}_{opt} to each channel realization. In this section, we first investigate the BER performance improvement provided by both the “per-channel” and the average mode selection approaches over the conventional joint Tx/Rx MMSE design, which chooses arbitrarily the number of spatial streams to be used. Then, we compare the performance of our mode selection to that of a practical adaptive loading strategy [11]. The latter not only adapts the number of spatial streams p but also assumes the additional flexibility of variable constellation sizes across these spatial streams.

A. Mode Selection Versus the Conventional Joint Tx/Rx MMSE

Fig. 6 depicts the performance of the conventional joint Tx/Rx MMSE design with various fixed number of streams p as well as with both our exact and simplified mode selection, for the previously introduced (6,6) MIMO system at R = 12 \text{bits/s/Hz}. It clearly corroborates the fact that the simplified mode selection based on (18), unlike the exact mode selection based on (12), succeeds in identifying the optimal number of streams p_{opt} at very low SNR values. For the remaining SNR range, both mode selection criteria exhibit the
same performance. In all the following, we retain only the simplified mode selection and simply refer to it as mode selection. Fig. 6, more importantly, shows that our mode selection enables the best joint Tx/Rx MMSE design BER performance, outperforming those exhibited when full spatial multiplexing is used or when an arbitrary number of streams is chosen \((p = 2)\). Indeed, our mode selection offers, respectively, 10.4 dB and 2.7 dB SNR gain over the full spatial multiplexing and the \((p = 2)\) scenarios, at \(BER = 10^{-2}\). In fact, as illustrated by Fig. 3, our “per-channel” mode selection almost always chooses \(p_{\text{opt}} = 3\). This explains why its performance is basically the same as that of the “average” mode selection that chooses \(p = 3\) for all channel realizations. Nevertheless, this result only holds for the considered constellation set, namely \{QPSK, 16QAM, 64QAM\}. As earlier highlighted, allowing more granularity in the constellation sizes will certainly reduce the dominance of a single \(p_{\text{opt}}\) value and enhance the importance of other marginal \(p_{\text{opt}}\) values. This will lead to a performance gap between the per-channel and the average mode selection. Through restricting transmission to the \(p_{\text{opt}} = 3\) strongest modes, for spectral efficiency \(R = 12 \text{ bits/s/Hz}\), both mode selection strategies wisely avoid the remaining weaker modes that exhibit lower diversity orders, as argued in [12]. The same weak modes that dominate the performance of the full spatial multiplexing joint Tx/Rx MMSE design in Fig. 6. Indeed, it is because mode selection chooses to transmit only on the \(p_{\text{opt}}\) higher-diversity modes that it better exploits the available MIMO spatial diversity, as illustrated by its higher BER curve slope. Nevertheless, the decisive advantage of \(p_{\text{opt}} = 3\) over the \((p = 2)\) scenario, which even better exploits the system spatial diversity, is that it allows a more robust constellation, namely 16QAM instead of the 64QAM required when \(p = 2\). In this particular case, the former constellation relatively achieves lower BER figures given the joint Tx/Rx MMSE design’s transmit power allocation and the statistics of the MIMO channel modes. In a nutshell, as highlighted in Section IV-A, mode selection enables the best performance because it succeeds to determine the optimal pair \((p_{\text{opt}}, M_{\text{opt}})\) that strikes the best compromise between the spatial diversity exploitation and constellation size.

B. Mode Selection Versus Adaptive Loading

The adaptive loading strategy, herein considered, is simply the practical Fischer’s adaptive loading algorithm [11]. This algorithm was initially proposed for multicarrier systems. Nevertheless, it directly applies for a MIMO system, where an SVD is used to decouple the MIMO channel into its parallel spatial eigen-subchannels or modes, which are completely analogous to the orthogonal carriers of a multicarrier system. Hence, the considered adaptive loading design first performs the SVD of MIMO channel to access the parallel spatial modes. Fischer’s adaptive loading algorithm [11] is then used to determine, using the knowledge of the current channel realization, the optimal assignment of the \(R\) bits on the decoupled spatial modes, such that equal minimum symbol-error rate (SER) is achieved on the used modes. Consequently, strong spatial modes are loaded with large constellation sizes whereas weak modes carry small constellations or are dropped if their gains are below a given threshold. This scheme has excellent performance, as illustrated in Fig. 7 for the considered \((6,6)\) MIMO system at spectral efficiencies \(R = \{12, 18, 24\} \text{ bits/s/Hz}\). Furthermore, adaptive loading is shown to outperform the joint Tx/Rx MMSE with our mode selection. For instance, adaptive loading appears to offer the largest SNR gain over the optimized joint Tx/Rx MMSE design at spectral efficiency \(R = 18 \text{ bits/s/Hz}\). In this case, a 2.1 dB SNR gain is observed at BER = 10^{-3}. It is worthwhile to point out that the bit and power allocation of Fischer’s adaptive loading algorithm, as can be verified in [11], does not depend on the SNR. We have also highlighted that the optimal number of streams, determined by our mode selection, is also independent of the SNR. Consequently, both schemes keep the same bit assignment across the whole SNR range, for a given spectral efficiency \(R\). We believe that the system parameters that determine these initial assignments, namely the MIMO system dimensions, the MIMO channel statistics, the desired spectral efficiency \(R\) and the granularity of the available constellation.
family, are the parameters that determine the BER performance difference between our mode selection and adaptive loading. Clearly, the better adaptive loading performance is due to its additional flexibility of assigning different constellation sizes to different modes, whereas the joint Tx/Rx MMSE design assumes a single constellation across these modes. This higher flexibility, however, comes at the cost of a higher complexity to determine the bit assignments and signaling overhead to support different constellation sizes across the modes. These complexity and signaling overhead requirements clearly outgrow those of the “per-channel” mode selection and a fortiori those of the average mode selection. The latter scheme is further confirmed to exhibit the BER performance of the “per-channel” mode selection without a per-channel adaptation, for the herein considered i.i.d complex Gaussian MIMO channel model. Consequently, it is our preferred scheme as it closely approaches the optimal performance of adaptive loading while exhibiting a much lower complexity and signaling overhead.

VI. CONCLUSIONS

In this paper, we proposed a novel selection-diversity technique, so-called mode selection, that optimally selects, based on the knowledge of the current channel realization, the number of spatial streams used by the spatial multiplexing joint Tx/Rx MMSE design in order to optimize the BER performance. The optimality criterion pertains to the global minimization of the system’s sum mean squared error. We have assessed the significant improvement in terms of BER performance, our mode selection provides over the conventional joint Tx/Rx MMSE design. Such significant improvement were shown to be due to the more efficient transmit power allocation and the better exploitation of the available spatial diversity enabled by the proposed mode selection. Furthermore, when our mode selection is applied, the joint Tx/Rx MMSE design was shown to closely approach the optimal performance of adaptive loading while exhibiting lower complexity and signaling overhead requirements.
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