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ABSTRACT. We prove some Hardy type inequalities related to the Dirac operator by elementary methods, for a large class of potentials, which even includes measure valued potentials. Optimality is achieved by the Coulomb potential. When potentials are smooth enough, our estimates provide some spectral information on the operator.
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1. Introduction

In a recent paper [4], J. Duoandikoetxea and L. Vega proved the following weighted Gagliardo-Nirenberg inequality

\[ \int_{\mathbb{R}^d} V(x) |f(x)|^2 \, dx \leq 2 K[V] \| \nabla f \|_{L^2(\mathbb{R}^d)} \| f \|_{L^2(\mathbb{R}^d)} \quad \forall \ f \in H^1(\mathbb{R}^d), \]

for any \( d \geq 2 \) and any nonnegative function \( V \). Here the constant \( K[V] \) is given by

\[ K[V] := \inf_{a \in \mathbb{R}^d} \sup_{x \in \mathbb{R}^d} |x| \int_0^1 V(tx + a) t^{d-1} \, dt. \]

J. Duoandikoetxea and L. Vega also proved that the equality holds if \( V \) is a multiple of \( 1/|x - a_0| \), for some \( a_0 \in \mathbb{R}^d \), and in such a case, \( f \) has to be a multiple of \( e^{-c|x-a_0|} \) with \( c > 0 \) and \( K[V] = 1/(d-1) \).

As a consequence, the Schrödinger operator \(-\Delta - V\) is semi-bounded from below and satisfies \(-\Delta - V \geq -K[V]^2\) in the sense of operators, since by writing

\[ 2 K[V] \| \nabla f \|_{L^2(\mathbb{R}^d)} \| f \|_{L^2(\mathbb{R}^d)} \leq \int_{\mathbb{R}^d} |\nabla f|^2 \, dx + K[V]^2 \int_{\mathbb{R}^d} |f|^2 \, dx, \]

we obtain

\[ \int_{\mathbb{R}^d} |\nabla f|^2 \, dx - \int_{\mathbb{R}^d} V |f|^2 \, dx \geq -K[V]^2 \int_{\mathbb{R}^d} |f|^2 \, dx \quad \forall \ f \in H^1(\mathbb{R}^d). \]

This gives an estimate for the lower eigenvalue of \(-\Delta - V\), and also proves that \(-K[V]^2\) is an eigenvalue if and only if \( V \) is a Coulomb potential, i.e., \( V(x) = \nu/|x - a_0| \) for some \( \nu > 0 \) and \( a_0 \in \mathbb{R}^d \).

The Dirac operator coupled to a potential \( V \) takes the form

\[ H_V := -i \alpha \cdot \nabla + \beta - V(x) I_4 \]

where

\[ \alpha := \begin{pmatrix} 0 & \sigma_k \\ \sigma_k & 0 \end{pmatrix}, \quad k = 1, 2, 3, \quad \beta := \begin{pmatrix} I_2 & 0 \\ 0 & -I_2 \end{pmatrix} \]

and \( I_4 \) is the identity operator on \( \mathbb{C}^4 \). Here \( \sigma = (\sigma_k)_{k=1,2,3} \) denotes the family of Pauli matrices:

\[ \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]
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Such Dirac operators act on four components complex valued spinors defined on $\mathbb{R}^3$, i.e., functions of $L^2(\mathbb{R}^3, \mathbb{C}^4)$. Since the principal part of the operator is homogeneous of degree $-1$, Coulomb potentials are critical and eigenvalues are related to some kind of Hardy inequality. This deserves some further explanations.

When $V \equiv 0$, the spectrum of the free Dirac operator $H_0$ is $\sigma_{\text{ess}}(H_0) := (-\infty, -1] \cup [1, +\infty)$. If $V(x) = -\nu/|x|$, it is well-known [7] that for any $\nu \in (0, 1)$ the Dirac-Coulomb operator can be defined as a self-adjoint operator with domain $D_{\nu}$ satisfying: $H^1(\mathbb{R}^3, \mathbb{C}^4) \subset D_{\nu} \subset H^{1/2}(\mathbb{R}^3, \mathbb{C}^4)$ and spectrum $\sigma_{\text{ess}}(H_0) \cup \{\lambda_1, \lambda_2, \ldots\}$ where $\{\lambda_k\}_{k \geq 1}$ is the nondecreasing sequence of eigenvalues, all contained in the interval $(0, 1)$ and such that $\lambda_1 = \lambda_1^V = \lambda_1^\nu = \sqrt{1 - \nu^2}$, $\lim_{k \to +\infty} \lambda_k^\nu = 1$, for every $\nu \in (0, 1)$. According to [2], for a large set of radial potentials $V$ with singularities not stronger than $1/|x|$, more precisely, for all those satisfying:

$$\lim_{|x| \to +\infty} V(x) = 0 \quad \text{and} \quad -\frac{\nu}{|x|} = V \leq c_2 = \sup_{\mathbb{R}^d} V,$$

with $\nu \in (0, 1)$, $c_1, c_2 \in \mathbb{R}$, $c_1, c_2 \geq 0$, $c_1 + c_2 - 1 < \sqrt{1 - \nu^2}$, if $\lambda_1[V]$ is the smallest eigenvalue of the Dirac operator coupled to the potential $V$ in the interval $(-1, 1)$, then

$$\int_{\mathbb{R}^3} |\sigma \cdot \nabla \phi|^2 \frac{dx}{1 + \lambda_1[V] - V} + \int_{\mathbb{R}^3} |\phi|^2 \, dx + (1 - \lambda_1[V]) \int_{\mathbb{R}^3} |\phi|^2 \, dx \geq - \int_{\mathbb{R}^3} V |\phi|^2 \, dx \quad \forall \phi \in L^2(\mathbb{R}^3, \mathbb{C}^2),$$

with the understanding that some of the terms can be equal to $+\infty$. Although $H_V$ is not bounded from below, we shall say in the rest of this paper that $\lambda_1[V]$ is the ground state energy level. One can indeed prove that in the non-relativistic limit $\lambda_1[V]$ converges to the lowest eigenvalue of the limiting Schrödinger operator with the same potential $V$.

Notations in (*) deserve some precisions. We refer to [1] for more details. The spinor $\phi = (\phi_1, \phi_2)$ takes its values in $\mathbb{C}^2$ and by $|\phi|^2$, $|\nabla \phi|^2$ and $|\sigma \cdot \nabla \phi|^2$ we denote, respectively, the quantities $|\phi_1|^2 + |\phi_2|^2$, $\Sigma_{k=1}^2 (|\partial_k \phi_1|^2 + |\partial_k \phi_2|^2)$ and $|\partial_3 \phi_1 + \partial_1 \phi_2 - i \partial_2 \phi_2|^2 + |\partial_1 \phi_1 + i \partial_2 \phi_1 - \partial_3 \phi_2|^2$.

The proof of Inequality (*) relies on the following observations. The eigenfunction associated to $\lambda_1[V]$ can be characterized as a critical point of the Rayleigh quotient

$$R[\psi] := \frac{\langle \psi, H_V \psi \rangle}{\|\psi\|^2_{L^2(\mathbb{R}^3, \mathbb{C}^4)}},$$

which is obtained by decomposing $\psi = (\phi, \chi)$ into an upper component $\phi$ and a lower component $\chi$, where $\phi, \chi \in H^1(\mathbb{R}^3, \mathbb{C}^2)$ are two components spinors. Such a decomposition is known as Talman’s decomposition, see [6], and it is proved in [2] that the lowest eigenvalue in $(-1, 1)$ is given by

$$\lambda_1[V] = \min_{\phi \neq 0} \max_{\chi} R[\psi] \quad \text{with} \quad \psi = (\phi, \chi).$$

With these notations, the eigenvalue equation becomes a system

$$\begin{cases}
\mathcal{K} \chi + \phi - V \phi = \lambda_1[V] \phi,

\mathcal{K} \phi - \chi - V \chi = \lambda_1[V] \chi,
\end{cases}$$

where the operator $\mathcal{K}$ is defined as

$$\mathcal{K} := -i \sigma \cdot \nabla.$$

The method is actually fairly general, see [2] for precisions, and allows for more general decompositions than Talman’s decomposition. Moreover, other eigenvalues in the gap can also be characterized under some additional technical conditions: See [3] for a recent result in this direction and for a complete list of references.
We can now rewrite the above characterization of $\lambda_1[V]$ as
\[
\lambda_1[V] = \min_{\phi \neq 0} \lambda[\phi],
\]
where for any $\phi \in H^1(\mathbb{R}^3, \mathbb{C}^2),$
\[
\lambda[\phi] := \max_{\chi} R[\psi] \quad \text{with} \quad \psi = (\phi) \chi.
\]
With the corresponding Euler-Lagrange equation for $\chi,$
\[
K \phi - \chi - V \chi = \lambda[\phi] \chi,
\]
$\lambda[\phi]$ turns out to be implicitly defined as a solution of
\[
f_\phi(\lambda) = 0 \quad \text{with} \quad f_\phi(\lambda) := \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \lambda + V} \, dx + (1 - \lambda) \int_{\mathbb{R}^3} |\phi|^2 \, dx - \int_{\mathbb{R}^3} V |\phi|^2 \, dx.
\]
The function $\lambda \mapsto f_\phi(\lambda)$ is monotone decreasing with respect to $\lambda,$ so $\lambda[\phi]$ is uniquely defined, and for any $\lambda \leq \lambda[\phi],$ $f_\phi(\lambda) \geq 0.$ Hence, $f_\phi(\lambda[1[V])] \geq 0$ for any $\phi \in H^1(\mathbb{R}^3, \mathbb{C}^2),$ which proves $(\ast).$ Inequality $(\ast)$ is achieved by the upper component of the four-spinor of any eigenfunction associated with $\lambda_1[V].$ In particular if $V = -\frac{\nu}{|x|}, \nu \in (0, 1),$ we get
\[
\int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \sqrt{1 - \nu^2} + \frac{\nu}{|x|}} \, dx + \left(1 - \sqrt{1 - \nu^2}\right) \int_{\mathbb{R}^3} |\phi|^2 \, dx \geq \nu \int_{\mathbb{R}^3} \frac{|\phi|^2}{|x|} \, dx \quad \forall \phi \in L^2(\mathbb{R}^3, \mathbb{C}^2).
\]
By taking the limit when $\nu \to 1,$ we get
\[
\int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \frac{\nu}{|x|}} \, dx + \int_{\mathbb{R}^3} |\phi|^2 \, dx \geq \int_{\mathbb{R}^3} \frac{|\phi|^2}{|x|} \, dx \quad \forall \phi \in H^1(\mathbb{R}^3, \mathbb{C}^2).
\]
If we replace $\phi(\cdot)$ by $\varepsilon^{-1} \phi(\varepsilon^{-1} \cdot)$ and take the limit when $\varepsilon \to 0,$ we obtain
\[
\int_{\mathbb{R}^3} |x| |\sigma \cdot \nabla \phi|^2 \, dx \geq \int_{\mathbb{R}^3} \frac{|\phi|^2}{|x|} \, dx.
\]
By taking $\phi = (g, 0)$ with $g$ purely real, we end up with
\[
\int_{\mathbb{R}^3} |x| |\nabla g|^2 \, dx \geq \int_{\mathbb{R}^3} \frac{|g|^2}{|x|} \, dx
\]
for all $g \in H^1(\mathbb{R}^3, \mathbb{C}),$ which is itself equivalent to
\[
\int_{\mathbb{R}^3} |\nabla f|^2 \, dx \geq \frac{1}{4} \int_{\mathbb{R}^3} \frac{|f|^2}{|x|} \, dx \quad \forall f \in H^1(\mathbb{R}^3, \mathbb{C}),
\]
as shown by considering $f = \sqrt{|x|} \, g.$ For more details, see [1, 2]. A direct proof and improvements on the potential have even been obtained in [1]. Such results are very similar to the ones known for the Hardy inequality, see [5] for some recent result and further references, or equivalently for the lower estimates for the eigenvalues of Schrödinger operators with critical potentials, i.e., inverse square singular potentials.

Our main result is twofold. We prove a lower bound $\Lambda[V]$ for $\lambda_1[V]$ written in the spirit of the approach developed in [4], see Theorem 2. Because of the monotonicity of the function $f_\phi,$ this proves an inequality like $(\ast)$ with $\lambda_1[V]$ replaced by $\Lambda[V]:$
\[
\int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \Lambda[V] - V} \, dx + (1 - \Lambda[V]) \int_{\mathbb{R}^3} |\phi|^2 \, dx \geq - \int_{\mathbb{R}^3} V |\phi|^2 \, dx \quad \forall \phi \in L^2(\mathbb{R}^3, \mathbb{C}^2)
\]
and, under some technical assumptions, we also show that the equality case is achieved only if $V$ is the Coulomb potential. In such a case $\Lambda[V] = \lambda_1[V]:$ See Theorem 1 below.

Section 3 is devoted to the proof of Theorems 1 and 2, which are extended to measure valued potentials in the last section of this paper.
2. Definitions and main results

Define the admissible class of radial potentials $\mathcal{A}_{\text{rad}}$ by

$$V \in \mathcal{A}_{\text{rad}} \iff \begin{cases} A_+[V] := \sup_{r>0} \left( \frac{1}{r^2} \int_0^r V(t) t^2 \, dt \right) \leq \frac{1}{2}, \\ A_-[V] := \sup_{r>0} \left( \frac{1}{r^2} \int_r^\infty V(t) \frac{dt}{t^2} \right) \leq \frac{1}{2}. \end{cases}$$

With a standard abuse of notations, we have written $V(x) = V(|x|)$. Let

$$\Lambda[V] := \min_{\pm} \lambda_{\pm}, \quad \lambda_{\pm} := \sqrt{1 - 4A_{\pm}[V]^2}.$$ 

The fundamental example is the Coulomb potential $V(x) = \frac{\nu}{|x|}$ for which

$$A_{\pm} = \frac{\nu}{2} \quad \text{and} \quad \Lambda[V] = \sqrt{1 - \nu^2}.$$ 

Remark. (a) Note that for any $V \in \mathcal{A}_{\text{rad}}$, $\Lambda[V] \in [0,1]$. Moreover, $V \neq 0$ implies $\Lambda[V] < 1$ and $\Lambda[V] = 0$ only if $A_{\pm}[V] = 1/2$.

(b) If $V \in \mathcal{A}_{\text{rad}}$, then $V(x) = |x|^{-2}V(|x|^{-1})$ is also in $\mathcal{A}_{\text{rad}}$ and $\Lambda[V] = \Lambda[\tilde{V}]$. This is a simple consequence of $A_+[V] = A_-[\tilde{V}]$ and $A_-[V] = A_+[\tilde{V}]$. Note that for the Coulomb potential $\tilde{V} = V$.

With the above notations, we can state our main results.

**Theorem 1.** Assume that $V \in \mathcal{A}_{\text{rad}}$. For any $\phi \in L^2(\mathbb{R}^3, \mathbb{C}^2)$ and any $\lambda \in (-1, \Lambda[V])$,

$$\int_{\mathbb{R}^3} V|\phi|^2 \, dx \leq \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \lambda + V} \, dx + (1 - \lambda) \int_{\mathbb{R}^3} |\phi|^2 \, dx. \quad (1)$$

Moreover, if $A_{\pm} < \frac{1}{2}$ and $\Lambda[V] < 1$, then there exists a non-trivial function $\phi \in L^2(\mathbb{R}^3, \mathbb{C}^2)$ such that (1) holds as an equality with $\lambda = \Lambda[V]$ if and only if $V$ is the Coulomb potential $V(x) = \frac{\nu}{|x|}$ with $\nu \in (0,1)$, $\nu = \sqrt{1 - \Lambda[V]^2}$ and $\phi$ is a radial function such that $\phi = B r^{1 - \nu^2} e^{-\nu r}$ for some constant $B \in \mathbb{C}^2$.

Without further restrictions on $\phi$, both sides of the inequality can be infinite. As already explained in the introduction, the motivation for Hardy-type estimates like (1) comes from the Dirac operator. The goal is to give a lower estimate for the ground state level and one can prove the following result.

**Theorem 2.** Let $V \in \mathcal{A}_{\text{rad}}$. If $\mu \in (-1,1)$ is an eigenvalue of $H_V$, then

$$\mu \geq \Lambda[V].$$

As a consequence, if $V \in \mathcal{A}_{\text{rad}}$, $H_V$ has only nonnegative eigenvalues in $(-1,1)$ and $\Lambda[V]$ is a lower bound for all of them.

Actually, if $V$ is not too singular in order that $H_V$ can be defined as a self-adjoint operator with a domain contained in $H^{1/2}(\mathbb{R}^3)$, it was proved in [5] that if the maximum of all $\lambda$ such that (1) holds true is in the interval $(-1,1)$, then it is the smallest eigenvalue of $H_V$ in $(-1,1)$.

Remark. (a) If $V \in \mathcal{A}_{\text{rad}}$ and $0 \leq W(x) \leq V(x)$ a.e., then (1) holds with $W$ instead of $V$ and $\lambda \in (-1, \Lambda[V])$. Note that the left-hand side of (1) decreases and the right-hand side increases when $V$ is replaced by $W$. Note also that $W$ does not need to be radial.

(b) If $V_a(x) = V(a+x)$ is in $\mathcal{A}_{\text{rad}}$ for some $a \in \mathbb{R}^3$, then (1) holds for $\lambda \in (-1, \Lambda[V_a])$. 

Given a general potential \( W \) we can combine both remarks and proceed as follows. Consider the radial potentials defined by the least radial majorants of the translates of \( W \), that is

\[
W^*_a(r) := \sup_{\omega \in S^2} W(a + r \omega) \quad \text{for } r \geq 0.
\]

If \( W^*_a \) is in \( \mathcal{A}_{\text{rad}} \) for some \( a \in \mathbb{R}^3 \), define

\[
\Lambda^*[W] := \sup \{ \Lambda[W^*_a^+] : a \in \mathbb{R}^3, \ A_\pm[W^*_a^+] \leq 1/2 \}.
\]

The following corollary is a simple consequence of Theorem 1 and the preceding remarks.

**Corollary 3.** Assume that \( W^*_a \) is in \( \mathcal{A}_{\text{rad}} \) for some \( a \in \mathbb{R}^3 \). For any \( \phi \in L^2(\mathbb{R}^3, \mathbb{C}^2) \) and any \( \lambda \in (-1, \Lambda^*[W]) \),

\[
\int_{\mathbb{R}^3} W|\phi|^2 \, dx \leq \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \lambda + W} \, dx + (1 - \lambda) \int_{\mathbb{R}^3} |\phi|^2 \, dx,
\]

and \( \Lambda^*[W] \) is a lower bound for all eigenvalues of \( H_W \) in the gap \((-1,1)\).

Note that as a special case corresponding to \( \lambda = \Lambda[V] \),

\[
\int_{\mathbb{R}^3} V|\phi|^2 \, dx \leq \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \Lambda[V] + V} \, dx + (1 - \Lambda[V]) \int_{\mathbb{R}^3} |\phi|^2 \, dx \quad \forall \, \phi \in L^2(\mathbb{R}^3, \mathbb{C}^2).
\]

Such an inequality is the generalization to Dirac operators of the Hardy inequality for Schrödinger operators established in [4].

3. **Proof of Theorems 1 and 2**

3.1. **Preliminary results.** The Pauli matrices are Hermitian and satisfy the following properties:

\[
\sigma_j \sigma_k + \sigma_k \sigma_j = 2 \delta_{jk} \mathbb{1}_2, \quad \forall \, j, k = 1, 2, 3.
\]

With a standard abuse of notations, each time a scalar \( \delta \) appears in an identity involving operators acting on two-spinors, it has to be understood as \( \delta \mathbb{1}_2 \), where \( \mathbb{1}_2 \) is the identity operator on \( \mathbb{C}^2 \). For any \( a, b \in \mathbb{C}^3 \), we have

\[
(\sigma \cdot a)(\sigma \cdot b) = a \cdot b + i \sigma \cdot (a \times b).
\]

Applying this formula to \( a = x \) and \( b = \nabla \), we obtain the following result.

**Lemma 4.** The following equality holds:

\[
\frac{x}{|x|} \cdot \nabla = \left( \frac{\sigma \cdot x}{|x|} \right) \left( \sigma \cdot \nabla \right) + \frac{1}{|x|} \left( \sigma \cdot L \right) \quad \forall \, x \in \mathbb{R}^3,
\]

where \( L := -i x \times \nabla \) is the orbital angular momentum operator.

The next result is concerned with the spectrum of the operator \( \sigma \cdot L \). We shall denote by \( X_k \) the spectral space of \( \sigma \cdot L \) associated to the eigenvalue \( k \), and by \( P_k \) the corresponding projector in \( H^1(\mathbb{R}^3, \mathbb{C}^2) \).

**Lemma 5.** The spectrum of \( \sigma \cdot L \) is the discrete set \( \{ k \in \mathbb{Z} : k \neq -1 \} \) and \( \ker(\sigma \cdot L) \) contains all radial functions. Moreover, if \( \phi \) is a continuous function, then \( P_k \phi(0) = 0 \) for any \( k \in \mathbb{Z} \setminus \{0, -1\} \).

**Proof.** The spectrum of the operator \( 1 + \sigma \cdot L \) is the discrete set \( \{ \pm 1, \pm 2, \cdots \} \), see [7]. This can be seen by noticing that

\[
1 + \sigma \cdot L = J^2 - L^2 + \frac{1}{4}, \quad J := L + \frac{\sigma}{2}.
\]

Then, the fact that the spectrum of \( J^2 \) (resp. \( L^2 \)) is the set \( \{ j(j+1) : j = \frac{1}{2}, \frac{3}{2}, \ldots \} \) (resp. \( \{ \ell(\ell+1) : \ell = j \pm \frac{1}{2}, \, j = \frac{1}{2}, \frac{3}{2}, \cdots \} \)) proves the statement on the spectrum of \( 1 + \sigma \cdot L \).
For all $k \neq 0$, $P_k \phi$ is a linear combination of functions $\psi_m^k$, $m = 1, \ldots m_k$ which depend only on the angular variable $\omega$ and not on $|x|$, with coefficients

$$f_m^k(r) = \int_{S^2} P_k \phi(r \omega) \psi_m^k(\omega) \, d\omega$$

which are continuous functions of $r = |x|$. According to [7], Section 4.6.4,

$$f_m^k(0) = P_k \phi(0) \int_{S^2} \psi_m^k(\omega) \, d\omega = 0,$$

which proves that $P_k \phi(0) = 0$ for $k \neq 0$, $-1$.

The main points are that $L$ commutes with all radial functions and that 0 is not in the spectrum of $1 + \sigma \cdot L$. The following result is adapted from [1].

**Lemma 6.** For any $k, l \in \text{Spec}(\sigma \cdot L)$, $k \neq l$, $P_k (\sigma \cdot \nabla)^2 P_l \equiv P_l (\sigma \cdot \nabla)^2 P_k \equiv 0$ in $H^1(\mathbb{R}^3, \mathbb{C}^2)$.

**Proof.** A direct computation shows that the anti-commutator $\{\sigma \cdot \nabla, 1 + \sigma \cdot L\} = 0$, i.e., $\sigma \cdot \nabla$ anticommutes with $1 + \sigma \cdot L$. Hence $(\sigma \cdot \nabla)^2$ commutes with $1 + \sigma \cdot L$. Let $\phi_k \in X_k$, $\phi_l \in X_l$. Then

$$(\sigma \cdot \nabla \phi_k, \sigma \cdot \nabla \phi_l) = \frac{1}{l + 1} (\phi_k, (\sigma \cdot \nabla)^2 (1 + \sigma \cdot L) \phi_l) = \frac{1}{l + 1} (\phi_k, (1 + \sigma \cdot L)(\sigma \cdot \nabla)^2 \phi_l) = \frac{1}{l + 1} ((1 + \sigma \cdot L) \phi_k, (\sigma \cdot \nabla)^2 \phi_l) = \frac{k + 1}{l + 1} (\phi_k, (\sigma \cdot \nabla)^2 \phi_l),$$

which is impossible except if $(\sigma \cdot \nabla \phi_k, \sigma \cdot \nabla \phi_l) = 0$.

The radial symmetry of the potential can be taken into account as follows.

**Corollary 7.** Any function $\phi \in L^2(\mathbb{R}^3, \mathbb{C}^2)$ can be written $\phi = \sum_{k \in \mathbb{Z}, k \neq -1} \phi_k$ with $\phi_k \in X_k$ and moreover, if $W$ is a radial function,

$$\int_{\mathbb{R}^3} W |\phi|^2 \, dx = \sum_{k \in \mathbb{Z}, k \neq -1} \int_{\mathbb{R}^3} W |\phi_k|^2 \, dx,$$

$$\int_{\mathbb{R}^3} W |\sigma \cdot \nabla \phi|^2 \, dx = -\sum_{k \in \mathbb{Z}, k \neq -1} \int_{\mathbb{R}^3} W |\sigma \cdot \nabla \phi_k|^2 \, dx.$$

3.2. **Two useful inequalities.** Here we follow the approach of [4] for the Schrödinger operator. Let $\phi \in \mathcal{D}(\mathbb{R}^3, \mathbb{C}^2)$ and write

$$|\phi(x)|^2 = \Re \left( \int_0^\infty -2 \overline{\phi(t \omega)} (\omega \cdot \nabla \phi(t \omega)) \, dt \right)$$

for $r = |x|$, $\omega = x/r$. Assume that $W$ is a radially symmetric function.

$$\int_{\mathbb{R}^3} W |\phi|^2 \, dx = \int_{S^2} d\omega \int_0^\infty W(r \omega) |\phi(r \omega)|^2 r^2 \, dr$$

$$= -2 \Re \left( \int_{S^2} d\omega \int_0^\infty W(r \omega) r^2 \, dr \int_0^\infty \overline{\phi(t \omega)} (\omega \cdot \nabla \phi(t \omega)) \, dt \right)$$

$$= -2 \Re \left( \int_{S^2} d\omega \int_0^\infty \overline{\phi(t \omega)} (\omega \cdot \nabla \phi(t \omega) t^2) g_W(t) \, dt \right)$$

where

$$g_W(t) := \frac{1}{t^2} \int_0^t W(r) r^2 \, dr.$$
Using Lemma 4, for any $\delta > 0$, $\mu > -1$, and any nonnegative $V$, we obtain
\[
\left\langle \left( W + \frac{2}{|x|} g_W \sigma \cdot L \right) \phi, \phi \right\rangle = -2 \Re \left( \int_{\mathbb{R}^3} \left( \sqrt{\delta(1 + \mu + V)} \sigma \cdot \frac{x}{|x|} \right) \left( \frac{\sigma \cdot \nabla \phi}{\sqrt{\delta(1 + \mu + V)}} \right) g_W(|x|) \, dx \right) \leq \|g_W\|_{L^\infty(0, \infty)} \left[ \frac{1}{\delta} \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \mu + V} \, dx + \delta \int_{\mathbb{R}^3} (1 + \mu + V) |\phi|^2 \, dx \right].
\]

Here we use the fact that $\langle |x|^{-1} g_W \sigma \cdot L \phi, \phi \rangle$ is real.

A similar estimate holds with the integral in $r$ taken on the interval $(t, \infty)$. Let $\phi \in \mathcal{D}(\mathbb{R}^3, \mathbb{C}^2)$ and write
\[
|\phi(x)|^2 = |\phi(0)|^2 + 2 \Re \left( \int_0^r \phi(t \omega) (\omega \cdot \nabla \phi(t \omega)) \, dt \right)
\]
for $r = |x|$, $\omega = x/r$. Assume that $W$ is a radially symmetric function and that $\phi(0) = 0$. Then
\[
\int_{\mathbb{R}^3} W |\phi|^2 \, dx = \int_{S^2} d\omega \int_0^\infty W(r \omega) |\phi(r \omega)|^2 r^2 \, dr
\]
\[
= 2 \Re \left( \int_{S^2} d\omega \int_0^\infty W(r \omega) r^2 \, dr \int_0^r \phi(t \omega) (\omega \cdot \nabla \phi(t \omega)) \, dt \right)
\]
\[
= 2 \Re \left( \int_{S^2} d\omega \int_0^\infty \phi(t \omega) (\omega \cdot \nabla \phi(t \omega)) t^2 h_W(t) \, dt \right)
\]
where
\[
h_W(t) : = \frac{1}{t^2} \int_t^\infty W(r) r^2 \, dr.
\]

Using Lemma 4, for any $\delta > 0$, $\mu > -1$, and any nonnegative $V$, we obtain
\[
\left\langle \left( W - \frac{2}{|x|} h_W \sigma \cdot L \right) \phi, \phi \right\rangle = 2 \Re \left( \int_{\mathbb{R}^3} \left( \sqrt{\delta(1 + \mu + V)} \sigma \cdot \frac{x}{|x|} \right) \left( \frac{\sigma \cdot \nabla \phi}{\sqrt{\delta(1 + \mu + V)}} \right) h_W(|x|) \, dx \right) \leq \|h_W\|_{L^\infty(0, \infty)} \left[ \frac{1}{\delta} \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \mu + V} \, dx + \delta \int_{\mathbb{R}^3} (1 + \mu + V) |\phi|^2 \, dx \right].
\]

Again we use the fact that $\langle |x|^{-1} h_W \sigma \cdot L \phi, \phi \rangle$ is real.

Summarizing, we have the following result.

**Lemma 8.** With the above notations, for any $\phi \in \mathcal{D}(\mathbb{R}^3, \mathbb{C}^2)$, for any $\delta > 0$, $\mu > -1$, and any nonnegative $V$,

\[
\left\langle \left( W + \frac{2}{|x|} g_W \sigma \cdot L \right) \phi, \phi \right\rangle \leq \frac{1}{\delta} \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \mu + V} \, dx + \delta \int_{\mathbb{R}^3} (1 + \mu + V) |\phi|^2 \, dx
\]

and, assuming $\phi(0) = 0$,

\[
\left\langle \left( W - \frac{2}{|x|} h_W \sigma \cdot L \right) \phi, \phi \right\rangle \leq \frac{1}{\delta} \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \mu + V} \, dx + \delta \int_{\mathbb{R}^3} (1 + \mu + V) |\phi|^2 \, dx.
\]
3.3. **Spectral decomposition.** For a given \(V \in \mathcal{A}_{\text{rad}}\), define

\[
A_k := \begin{cases} 
\sup_{r > 0} \left( \frac{1}{r^{2(k+1)}} \int_0^r V(s) s^{2(k+1)} \, ds \right) & \text{if } k \in \mathbb{Z}, \ k \geq 0, \\
\sup_{r > 0} \left( \frac{1}{r^{2(k+1)}} \int_r^{+\infty} V(s) s^{2(k+1)} \, ds \right) & \text{if } k \in \mathbb{Z}, \ k \leq -2.
\end{cases}
\]

Since \(V\) is nonnegative, observe that \(A_k \leq A_0\) for all \(k \in \mathbb{Z}, \ k \geq 0\) and that \(A_k \leq A_{-2}\) for all \(k \in \mathbb{Z}, \ k \leq -2\). So, if \(V\) belongs to \(\mathcal{A}_{\text{rad}}\), \(A_k \leq 1/2\) for all \(k \in \mathbb{Z}, \ k \neq -1\).

3.3.1. **Nonnegative spectrum of \(\sigma \cdot L\).** Assume first that \(k \in \mathbb{Z}, \ k \geq 0\), and let us solve the equation

\[
W_k + \frac{2k}{r} g_k = V \quad \forall \ r \in (0, \infty)
\]

where \(g_k := g_{w_k}\) with the notation (2), i.e.,

\[
g_k(r) := \frac{1}{r^2} \int_0^r W_k(s) s^2 \, ds.
\]

Since

\[
\left( r^{2k} \int_0^r s^2 W_k(s) \, ds \right)' = r^{2(k+1)} W_k + 2k r^{2k-1} \int_0^r s^2 W_k(s) \, ds = r^{2(k+1)} V,
\]

Eq. (6) can be solved by taking

\[
g_k(r) = \frac{1}{r^{2(k+1)}} \int_0^r V(s) s^{2(k+1)} \, ds
\]

and

\[
W_k = V - \frac{2k}{r} g_k.
\]

Note that the relation \(g_k(r) = \frac{1}{r^2} \int_0^r W_k(s) s^2 \, ds\) amounts to a simple integration by parts, and that

\[
\|g_k\|_{L^\infty(0, \infty)} = A_k
\]

by definition of \(A_k\). Collecting the above estimates and using Lemma 8, for \(\phi = \phi_k \in \mathcal{D}(\mathbb{R}^3, \mathbb{C}^2)\) such that

\[
\sigma \cdot L \phi_k = k \phi_k, \quad k \in \mathbb{Z}, \ k \geq 0,
\]

we obtain

\[
\int_{\mathbb{R}^3} V |\phi_k|^2 \, dx = \left\langle \left( W_k + \frac{2r}{|x|} g_k \sigma \cdot L \right) \phi_k, \phi_k \right\rangle \\
\leq A_k \left[ \frac{1}{\delta} \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi_k|^2}{1 + \mu + V} \, dx + \delta \int_{\mathbb{R}^3} (1 + \mu + V) |\phi_k|^2 \, dx \right]
\]

which amounts to

\[
\int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi_k|^2}{1 + \mu + V} \, dx + (1 - \mu) \int_{\mathbb{R}^3} |\phi_k|^2 \, dx - \int_{\mathbb{R}^3} V |\phi_k|^2 \, dx \geq 0
\]

if \(\mu\) and \(\delta\) satisfy the equations

\[
1 - \mu = \delta^2 (1 + \mu),
\]

\[
A_k \delta^2 - \delta + A_k = 0.
\]
Solutions to the above system of scalar equations are given by
\[ \delta = \delta_k^\pm = \frac{1}{2A_k} \left( 1 \pm \sqrt{1 - 4A_k^2} \right), \]
\[ \mu = \mu_k^\pm = \frac{1 - |\delta_k^\pm|^2}{1 + |\delta_k^\pm|^2} = \mp \sqrt{1 - 4A_k^2}. \]

We observe that \( \mu_k^+ < 0 < \mu_k^- = \sqrt{1 - 4A_k^2} \). We can therefore choose \( \delta = \delta_k^- \) and \( \mu = \mu_k^- \) in order to maximize \( \mu \), and get
\[ \int_{\mathbb{R}^3} \frac{\sigma \cdot \nabla \phi_k}{1 + \mu_k^- + V} \, dx + (1 - \mu_k^-) \int_{\mathbb{R}^3} |\phi_k|^2 \, dx - \int_{\mathbb{R}^3} V |\phi_k|^2 \, dx \geq 0 \]
for any \( \phi_k \in \mathcal{D}(\mathbb{R}^3, \mathbb{C}^2) \) such that
\[ \sigma \cdot L \phi_k = k \phi_k \quad k \in \mathbb{Z}, \quad k \geq 0, \]

3.3.2. Negative spectrum of \( \sigma \cdot L \). Similarly, for \( k \in \mathbb{Z}, \ k \leq -2 \), let us solve the equation
\[ W_k - \frac{2k}{r} h_k = V \quad \forall \ r \in (0, \infty) \]
where \( h_k := h_{w_k} \) with the notation (3), i.e.,
\[ h_k(r) := \frac{1}{r^2} \int_r^\infty W_k(s) \, s^2 \, ds. \]

Since
\[ \left( r^{2k} \int_r^\infty s^2 W_k(s) \, ds \right)' = -r^{2(k+1)} W_k + 2k r^{2k-1} \int_r^\infty s^2 W_k(s) \, ds = -r^{2(k+1)} V, \]
Eq. (7) can be solved by taking
\[ h_k(r) = \frac{1}{r^{2(k+1)}} \int_r^\infty V(s) \, s^{2(k+1)} \, ds \]
and \( W_k = \frac{2k}{r} h_k + V \). Note that the relation \( h_k(r) = \frac{1}{r^2} \int_r^\infty W_k(s) \, s^2 \, ds \) holds as a consequence of a simple integration by parts, and that
\[ \|h_k\|_{L^\infty(0, \infty)} = A_k \]
by definition of \( A_k \), for any \( k \in \mathbb{Z}, \ k \leq -2 \).

Let \( \phi = \phi_k \in \mathcal{D}(\mathbb{R}^3, \mathbb{C}^2) \) be such that
\[ \sigma \cdot L \phi_k = k \phi_k, \quad k \in \mathbb{Z}, \quad k \leq -2, \]
and note that \( \phi_k(0) = 0 \) by the remark following Lemma 5. Collecting the above estimates, we obtain exactly as in Section 3.3.1
\[ \int_{\mathbb{R}^3} V |\phi_k|^2 \, dx = \left\langle \left( W_k - \frac{2}{|x|} h_k \sigma \cdot L \right) \phi_k, \phi_k \right\rangle \]
\[ \leq A_k \left[ \frac{1}{\delta} \int_{\mathbb{R}^3} \frac{\sigma \cdot \nabla \phi_k^2}{1 + \mu + V} \, dx + \delta \int_{\mathbb{R}^3} (1 + \mu + V) |\phi_k|^2 \, dx \right] \]
which amounts to
\[ \int_{\mathbb{R}^3} \frac{\sigma \cdot \nabla \phi_k^2}{1 + \mu + V} \, dx + (1 - \mu) \int_{\mathbb{R}^3} |\phi_k|^2 \, dx - \int_{\mathbb{R}^3} V |\phi_k|^2 \, dx \geq 0 \]
if \( \mu \) and \( \delta \) satisfy the equations
\[ 1 - \mu = \delta^2 (1 + \mu), \]
\[ A_k \delta^2 - \delta + A_k = 0. \]
The proof goes exactly as in the case of the nonnegative spectrum of $\sigma \cdot L$. Solutions to the above system of scalar equations are given by

$$
\delta = \delta_k^\pm = \frac{1}{2A_k} \left( 1 \pm \sqrt{1 - 4A_k^2} \right),
$$

$$
\mu = \mu_k^\pm = \frac{1 - |\delta_k^\pm|^2}{1 + |\delta_k^\pm|^2} = \mp \sqrt{1 - 4A_k^2}.
$$

We observe that $\mu_k^+ < 0 < \mu_k^- = 4A_k^2$. We can therefore choose $\delta = \delta_k^-$ and $\mu = \mu_k^-$ in order to maximize $\mu$ and get

$$
\int_{\mathbb{R}^3} \frac{\sigma \cdot \nabla \phi_k}{1 + \mu_k^- + V} \, dx + (1 - \mu_k^-) \int_{\mathbb{R}^3} \phi_k^2 \, dx - \int_{\mathbb{R}^3} V \phi_k^2 \, dx \geq 0
$$

for any $\phi_k$, $k \in \mathbb{Z}$, $k \leq -2$, such that

$$
\sigma \cdot L \phi_k = k \phi_k.
$$

3.3.3. Partial result on the eigenspaces of $\sigma \cdot L$. Collecting the estimates obtained in Sections 3.3.1 and 3.3.2 for smooth functions, and then using a density argument, we can state the following result.

**Lemma 9.** Assume that $V \in A_{\text{rad}}$. For any $\phi_k \in L^2(\mathbb{R}^3, \mathbb{C}^2)$ such that $\sigma \cdot L \phi_k = k \phi_k$, $k \in \mathbb{Z}$, $k \neq -1$,

$$
\int_{\mathbb{R}^3} V \phi_k^2 \, dx \leq \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi_k|^2}{1 + \mu_k^- + V} \, dx + (1 - \mu_k^-) \int_{\mathbb{R}^3} \phi_k^2 \, dx
$$

4. Completion of the proof of Theorem 1. Inequality (1) with $\lambda = \Lambda[V]$ follows from Corollary 7 and Lemma 9 using $A_k \leq A_0 = A_+ [V]$ for all $k \in \mathbb{Z}$, $k \geq 0$ and $A_k \leq A_- = A_- [V]$ for all $k \in \mathbb{Z}$, $k \leq -2$. The case $\lambda < \Lambda[V]$ is a consequence of the monotonicity with respect to $\lambda$.

With the notations of Section 3.3, if the equality case in (1) with $\lambda = \Lambda[V]$ occurs for some non-trivial function $\phi \in L^2(\mathbb{R}^3, \mathbb{C}^2)$, then equality occurs in (4) for $W = W_k$, for any $k \geq 0$, and equality also occurs in (5) for $W = W_k$, for any $k \leq -2$. If we decompose $\phi$ on the eigenspaces of $\sigma \cdot L$ as $\sum_{k \neq -1} P_k \phi$, this means that for any $k_0 \in \mathbb{Z}$, $k_0 \neq -1$, such that $\phi_{k_0} := P_{k_0} \phi \neq 0$,

1. if $k_0 \geq 0$, then $g_{k_0} \equiv A_{k_0}$ is constant a.e.
2. if $k_0 \leq -2$, then $h_{k_0} \equiv A_{k_0}$ is constant a.e.

Hence a derivation with respect to $r$ of $A_{k_0} \equiv \frac{1}{r^{2(k_0+1)}} \int_0^r V(s) s^{2(k_0+1)} \, ds$ in the first case, and of $A_{k_0} \equiv \frac{1}{r^{2(k_0+1)}} \int_r^{\infty} V(s) s^{2(k_0+1)} \, ds$ in the second case, shows that

$$
V(r) = \frac{\nu}{r} \quad \forall r \in (0, \infty),
$$

with $\nu = 2|k_0 + 1| A_{k_0}$. For this potential we compute all $A_k$’s and observe that $A_0 = A_{-2} = \nu/2$ and that $A_k < \nu/2$ for all $k \neq -2$, 0. So, $P_k \phi = 0$ for all $k \neq -2, 0$. For $k_0 = 0, -2$, $\phi_{k_0} = P_{k_0} \phi = f_{k_0}(r) F_{k_0}$, where $F_{k_0}$ is an eigenfunction of $\sigma \cdot L$ with eigenvalue $k_0$ depending only on the angular variables and not on $|x|$. Equality in (4) and $k_0 = 0$ means that $\left( \sigma \cdot \frac{\partial}{\partial r} \right) (\sigma \cdot V) \phi_0 = -\delta_0 (1 + \mu_0^- + V) \phi_0$, that is, from Lemma 4, $f_0(r)$ is a solution to the equation

$$
f_0' = -\delta_0 \left( 1 + \mu_0^- + \frac{\nu}{r} \right) f_0,
$$

where $\delta_0^- (1 + \mu_0^-) = \nu$ is solved by $\nu \delta_0^- = 1 - \sqrt{1 - \nu^2}$. Solving the equation yields

$$
f_0(r) = Ar^{-1+\sqrt{1-\nu^2}} e^{-\nu r}$$
for some constant $A \in \mathbb{C}$. On the other hand, equality for (5) and $k_0 = -2$ means that

$$(\sigma \cdot \nabla)(\chi \cdot \nabla) \phi_{-2} = \delta_{-2}(1 + \mu_{-2} + V) \phi_{-2},$$

that is, from Lemma 4, $f_{-2}(r)$ is a solution to the equation

$$f'_{-2} = \delta_{-2} \left( 1 + \mu_{-2} + \frac{\nu}{r} \right) f_{-2} - \frac{2}{r} f_{-2}$$

where $\delta_{-2}(1 + \mu_{-2}) = \nu$ is solved by $\nu \delta_{-2} = 1 - \sqrt{1 - \nu^2}$. Solving the equation yields

$$f_{-2}(r) = A r^{-1 - \sqrt{1 - \nu^2}} e^{\nu r}$$

for some constant $A \in \mathbb{C}$. Hence $f_{-2}$ is not in $L^2(\mathbb{R}^3)$ unless $A = 0$. The proof is completed by recalling that the eigenspace of $\sigma \cdot L$ corresponding to the 0 eigenvalue is the space $L^2(r^2 \, dr, \mathbb{C}^2)$, see [7], Section 4.6.4, while, reciprocally, all computations are explicit in the case $V(r) = \nu/r$. □

3.5. **Proof of Theorem 2.** Assume that $\mu \in (-1, 1)$ is an eigenvalue of $H_V$ and consider an associated eigenfunction $\psi = (\psi_1, \psi_2) \in L^2(\mathbb{R}^3, \mathbb{C}^4)$ satisfying $H_V \psi = \mu \psi$ or, what is equivalent, solutions $\phi$ and $\chi$ of the following system of two equations:

$$K \chi + (1 - V) \phi = \mu \phi, \quad K \phi - (1 + V) \chi = \mu \chi.$$ 

Using the second equation, we can eliminate $\chi$ to get

$$\chi = \frac{K \phi}{1 + \mu + V}, \quad K \left( \frac{K \phi}{1 + \mu + V} \right) + (1 - V) \phi = \mu \phi.$$ 

Multiplying the last equation by $\phi$ and integrating over $\mathbb{R}^3$, we get

$$f_\phi(\mu) := \int_{\mathbb{R}^3} \frac{\vert \sigma \cdot \nabla \phi \vert^2}{1 + \mu + V} \, dx + (1 - \mu) \int_{\mathbb{R}^3} \vert \phi \vert^2 \, dx - \int_{\mathbb{R}^3} V \vert \phi \vert^2 \, dx = 0.$$ 

By monotonicity of $f_\phi$, $f_\phi(\lambda) < 0$ for any $\lambda > \mu$. Hence, by (1), $\Lambda[V] \leq \mu$. □

4. **Measure valued potentials**

Let $\mathcal{M}^{\text{sing}}_\text{rad}$ be the set of nonnegative radial Radon measure with support in zero measure sets, with respect to Lebesgue measure. We can extend the class of admissible radial potentials $\mathcal{A}_\text{rad}$ to the larger class $\tilde{\mathcal{A}}_\text{rad}$ of measure valued potentials corresponding to

$$\mathcal{R} = V + S \in \tilde{\mathcal{A}}_\text{rad} \iff \begin{cases} V \in \mathcal{A}_\text{rad} & \text{and } S \in \mathcal{M}^{\text{sing}}_\text{rad}, \\ A_+ |\mathcal{R}| := \sup_{r > 0} \left[ \frac{1}{r^2} \left( \int_0^r V(t) \, dt \right)^2 + \int_0^r t^2 \, dS \right] \leq \frac{1}{2}, \\ A_- |\mathcal{R}| := \sup_{r > 0} \left[ r^2 \left( \int_r^\infty V(t) \, dt \right)^2 + \int_r^\infty t^{-2} \, dS \right] \leq \frac{1}{2}, \end{cases}$$

where we do for $S$ the usual abuse of notations of identifying $x$ with $|x|$. With $\delta_{\pm}$, $\lambda_{\pm}$ and $\Lambda[\mathcal{R}]$ defined in terms of $A_{\pm}[\mathcal{R}]$ exactly as in Section 2, we obtain the following result.

**Theorem 10.** Assume that $\mathcal{R} = V + S \in \tilde{\mathcal{A}}_\text{rad}$. For any $\phi \in L^2(\mathbb{R}^3, \mathbb{C}^2)$ and any $\lambda \in (-1, \Lambda[\mathcal{R}])$,

$$\int_{\mathbb{R}^3} V \vert \phi \vert^2 \, dx + \int_{\mathbb{R}^3} \vert \phi \vert^2 \, dS \leq \int_{\mathbb{R}^3} \frac{\vert \sigma \cdot \nabla \phi \vert^2}{1 + \lambda + V} \, dx + (1 - \lambda) \int_{\mathbb{R}^3} \vert \phi \vert^2 \, dx. $$

Moreover, if $A_{\pm} < \frac{1}{2}$ and $\Lambda[\mathcal{R}] < 1$, then there exists a non-trivial function $\phi \in L^2(\mathbb{R}^3, \mathbb{C}^2)$ such that (1) holds as an equality with $\lambda = \Lambda[\mathcal{R}]$ if and only if $S = 0$ and $V$ is the Coulomb potential $V(x) = \frac{\nu}{|x|}$, with $\nu \in (0, 1)$ and $\nu = \sqrt{1 - \Lambda[\mathcal{R}]}^2$. 
Proof. Consider a sequence of functions $(W_n)_{n \in \mathbb{N}} \subset A_{\text{rad}}$ such that $S = \lim_{n \to \infty} W_n$ vaguely in the sense of measures and $\Lambda_n := \Lambda[V + W_n] \geq \Lambda[\mathcal{R}] = \lim_{n \to \infty} \Lambda_n$. By Theorem 1, for all $\phi \in L^2(\mathbb{R}^3, C^2)$ and any $\lambda \in (-1, \Lambda[\mathcal{R}])$, we have that
\[
\int_{\mathbb{R}^3} V |\phi|^2 \, dx + \int_{\mathbb{R}^3} W_n |\phi|^2 \, dx \leq \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \lambda + V + W_n} \, dx + (1 - \lambda) \int_{\mathbb{R}^3} |\phi|^2 \, dx
\]
\[
\leq \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \lambda + V} \, dx + (1 - \lambda) \int_{\mathbb{R}^3} |\phi|^2 \, dx
\]
since $W_n \geq 0$. Passing to the limit in the above inequality proves (8) for all $\lambda \in (-1, \Lambda[\mathcal{R}])$. Indeed, for every $\phi$ such that the right hand side of (8) is finite, we have
\[
\lim_{n \to +\infty} \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \lambda + V + W_n} \, dx = \int_{\mathbb{R}^3} \frac{|\sigma \cdot \nabla \phi|^2}{1 + \lambda + V} \, dx,
\]
since $\lambda \geq 0$ and $S = \lim_{n \to \infty} W_n$ is supported in a 0 measure set of $\mathbb{R}^3$. □
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