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ABSTRACT: Multi-state systems have recently attracted a great deal of interest with regards to reliability and maintenance. Since most mechanical equipment operates under some sorts of stress or load, it tends to degrade over time, thus possibly resulting in discrete degradation states (damage degrees), ranging from perfect functioning to complete failure. Over recent years, Hidden Markov Models (HMMs) have been applied to model these discrete degradation states for diagnostic and prognostic purposes. However, most of the reported researches on HMMs for multi-state equipment in the literature consider only one degradation mechanism of degradation processes. The present paper proposes a novel model called multi-branch HMM (MB-HMM) to deal with deterioration processes modeling under multiple competing modes. To illustrate the proposed approach, a numerical study is given.

1 INTRODUCTION

Condition-based Maintenance (CBM) plays nowadays an important role in the maintenance of engineering systems since it has the ability to recommend in advance proper maintenance actions by basing on the information collected from condition monitoring (Jardine et al. 2006). Within a CBM program, diagnostics and prognostics are two important aspects where the former deals with fault detection, isolation and identification when it occurs and the latter helps to assess the current health state of the system and predict the remaining time before a failure occurs. An accurate prediction of the remaining useful life (RUL) could provide ample time for maintenance engineers to schedule a repair, and to acquire replacement components before they actually fail (Zhang et al. 2005). Due to the stochastic nature of the deterioration, stochastic processes have been adapted to model the deterioration processes and have shown the promising results within the CBM framework (Van Noortwijk 2009, Le Son et al. 2012, Wang and Wang 2012).

As a stochastic process, Hidden Markov Model (HMM) has been successfully applied in many domains, such as Speech recognition, genes and Deoxyribonucleic acid (DNA) analysis (Rabiner 1989) thanks to its strong mathematical basis. In the CBM context, HMMs can divide equipment conditions into several meaningful states, such as "good", "minor defect", "maintenance required" and "failure" and therefore easy to understand (Si et al. 2011). They can also characterize the stochastic relationship between the features extracted from condition monitoring data and the actual health states of the equipment. For these reasons, HMMs, in the recent year, are being more and more investigated to be used as an efficient tool for the deterioration modeling and the RUL estimation (Wang and Wang 2012). For example, Baruah et al. employed HMMs for carrying out both the diagnostics and the prognostics for metal cutting tools (Baruah and Chinnam 2005). In (Zhang et al. 2005), the authors used the HMMs to construct a health/degradation index representing the current system health status. This index was then fed into an adaptive prognostic scheme in order to estimate the RUL of a bearing. In order to better represent the real degradation mechanism, several extensions of HMMs have been adopted in the literature, such as Mixture of Gaussian HMM (Tobon-Mejia et al. 2012), age-based HMM (Peng and Dong 2011), segmented HMM (Geramifard et al. 2012), segmented Hidden Semi-Markov Model (Dong and He 2007), etc.

To our best knowledge, almost all of the HMM-based frameworks in the literature consider only the mono-mode case, meaning that there is only one degradation mode occurring at one time. In practice, however, multiple degradation modes could exist in competition. In this paper, we propose a new HMM-based structure called multi-branch Hidden Markov Model (MB-HMM) to deal with this problem. In order to evaluate the effectiveness of the
The remainder of the paper is organized as follows. Section 2 is devoted to review some basic theories of HMMs. Section 3 describes the extension to MB-HMM and its application for diagnostics and prognostics. To illustrate the methodology, a comparative study is introduced in the section 4. Conclusion follows in Section 5.

2 METHODOLOGY

2.1 Basic theory of Hidden Markov Model

Hidden Markov Model is an extension of the Markov chain in which the state process are latent and can be only revealed through an observation process. This is where the word “hidden” comes from. In the deterioration modeling framework, the hidden state process represents the health states of the equipment, while the observations can be measurable signals such as the vibration signals or the features extracted from condition monitoring data. The relation between these two processes is represented by a probabilistic model. Figure 1 illustrates an example of an HMM model.

Mathematically, the complete specification of an HMM consists of the following elements (Rabiner 1989)

- \( N \), the number of states in the model
- \( M \), the number of distinct observation symbols per state, i.e., the discrete alphabet size
- A finite set of hidden states, i.e., \( S = \{ S_1, S_2, ..., S_N \} \)
- A state transition probability distribution, i.e., \( A = \{ a_{ij} \} \), where \( a_{ij} = P(q_{t+1} = S_j | q_t = S_i) \)
- An observation symbol probability distribution, i.e., \( B = \{ b_j(k) \} \) where \( b_j(k) = P(Y_k | q_t = S_j), 1 \leq k \leq M \)
- An initial state probability distribution, i.e., \( \pi = \{ \pi_i \} \) where \( \pi_i = P(q_t = S_i), 1 \leq i \leq N \)

For convenience, in this study, an HMM is represented by a compact notation \( \lambda = (A, B, \pi) \).

2.2 HMM topology selection

In order to apply the HMM model for the deterioration modeling framework, one question is naturally raised: Given the observations, how one can choose/select a proper topology of the model. For instance, how can we choose the type of the model, how many states should be used or which observation probability distribution is suitable? These questions will be answered in this sub-section.

2.2.1 HMM type selection

There are several types of HMMs existing in the literature, such as the ergodic HMM or the left-right (Bakis) model (Rabiner 1989). Since the deterioration processes are often irreversible in reality, components cannot come back from a bad health state to a better one as time progresses. For this reason, the left-right HMM model is chosen to be investigated. More precisely, the used left-right model in this study has the characteristic that the state index can either stay the same or increase by one. In other words, the components can only stay in the current health state or move to the next one. In this case, the coefficients of the transition matrix of the model satisfy the following properties:

\[
\begin{align*}
    a_{ij} &= 0, & j < i \\
    a_{ji} &= 0, & j > i + 1 \\
    a_{NN} &= 1, \\
    a_{Ni} &= 0, & i < N \\
\end{align*}
\]

The state \( S_N \) is considered as the final (failure) state.

2.2.2 Observation model selection

The observations are usually considered as discrete symbols, hence discrete probability densities are used to model the observation probabilities. However, in the framework of machine condition monitoring, the observations obtained are typically continuous signals (Tobon-Mejia et al. 2012). In this case, the continuous HMM possessing a continuous probability density function (pdf) to model the emission probabilities could give a better accuracy in diagnostics, compared to the discrete HMM (Wang and Wang 2012). However, to ensure that the parameters of the HMM can be estimated in a convenient way, the observation pdf should be elliptically symmetric densities or mixtures of elliptically symmetric pdf (Rabiner et al. 1985). For this reason, the Gaussian pdf is used in this study as the observation model:

\[
b_j(O) = \mathcal{N}(O, \mu_j, \Sigma_j), \quad 1 \leq j \leq N
\]

where \( \mu_j \) and \( \Sigma_j \) are the mean vector and covariance matrix in state \( S_j \).
2.2.3 Number of states selection

Selecting the number of states in an HMM model is always an interesting but difficult question. It exists several methods as well as criteria for this selection purpose, such as Akaike information criterion (AIC), Bayes information criterion (BIC), Cross-validation, etc. (Knoblauch 2004). In this study, we investigate the use of BIC for selecting the number of state $N$.

The Bayes information criterion (BIC) is defined as follow

$$BIC = -2L + k \log N$$

where $L$ is the log-likelihood function; $k$ is the number of free parameters to be estimated and $N$ is the number of data points in observation sequences $O$. The chosen model will be the one having the minimun BIC value.

3 EXTENSION TO MULTI-BRANCH HIDDEN MARKOV MODEL

3.1 General principles

The idea of the multi-branch HMM have been appeared in the literature and have mainly been applied for the applications of handwriting recognition (Lee, Kim, & Kim 2001, Wang, Brakensiek, Kosmala, & Rigoll 2001). In this section, we will present the general principle of MB-HMM for modeling degradation processes under different modes. An example of a two-branch HMM is presented in the figure 2.

![Figure 2: Example of a two-branch HMM](image)

Such a multi-branch model is suitable to model the equipment deterioration process which could follow different modes due to different changes of the operating condition. Considering the propagation of the crack appearing in a bearing. In a normal condition, the bearing operates normally. However, when more stress is applied on it, the crack could initiate and then propagate with different rates. The more stress applied, the more quickly the crack propagates. In the MB-HMM model, each constituent branch is dedicated to model a different deterioration mode. It is worth noting that the observations emitted from the corresponding states in different constituent branches could be similar (e.g. having the same probability distributions). The only thing that distinguishes the branches is the rate of deterioration which is represented by the transition probabilities.

There are some important assumptions that must be made in constructing the model. Firstly, once the equipment has degraded following one mode, it will follow that mode until it reaches the end of its life. There is hence no connection between the branches. The second assumption is that, the normal condition can last very long with no special characteristics in the measurement. We are interested in the deterioration process, with the purpose of assessing the deterioration level of equipment as well as predict its residual lifetime when it has suffered a problem. For this reason, the initial state can be assumed as a dummy state with no emission of observation. Each branch can therefore be seen as a single model and is assigned an a priori probability $\pi_k$ as shown in the figure 2. These a priori probabilities satisfy:

$$\pi_k = P(\lambda_k) = K_k/K, \quad \sum_{k=1}^{M} \pi_k = 1$$

where $\lambda_k$ denotes the constituent HMM for branch $k$, $K_k$ is the number of training data sequences corresponding to mode $k$, $K$ is the total number of training data sequences and $M$ is the total number of branches of the MB-HMM.

3.2 MB-HMM for diagnostics and prognostics

The application of MB-HMM for diagnostics and prognostics can be implemented in two phases, as shown in figure 3.

In the off-line phase, the training data is classified into $M$ different groups and then, each constituent HMM model is trained individually with the data in the corresponding group. At this step, the well-known Baum-Welch algorithm can be used without any modifications. In the next step, the number of data in each group is used to assign the a priori probabilities for each model (c.f equation (2)). Finally, a trained MB-HMM model is obtained.

In the online phase, the diagnostics involves two sessions. In the first session, the mode that the equipment is following must to be identified. This goal can be achieved by using the decision theory. For instance, the model that has the maximum a posterior probability, given the data, can be chosen in order to minimize the misclassification rate, (Bishop et al. 2006). That is:

$$\hat{k} = \arg \max_k P(\lambda_k | O)$$

Note that, using Bayes’ theorem, these a posteriori probabilities can be calculated as follows:

$$P(\lambda_k | O) = \frac{P(O | \lambda_k) P(\lambda_k)}{\sum_{k=1}^{M} P(O | \lambda_k) P(\lambda_k)}$$
where \( P \left( \mathbf{O} \mid \lambda_k \right) \) is the likelihood of the model \( \lambda_i \) given the data \( \mathbf{O} \) and can be calculated thanks to the popular forward-backward algorithm. \( P \left( \lambda_k \right) \) is calculated from equation (2).

After having identified the deterioration mode, the next stage of the diagnostics is to recognize the actual health state of the equipment. This is carried out in two steps consisting of finding the single state sequence (path) which is the most probable one representing the given test data, and considering the final state as the actual health state. The first step is done thanks to the well-known Viterbi algorithm. Let \( q_t \) denote the equipment state at time \( t \) and \( Q = (q_1, q_2, \ldots, q_t) \) denote a path till the current time. Given the estimated mode, the most probable path is the one that gives the maximum joint probability of the path and the observation:

\[
Q^* = \arg \max_{Q_k} P \left( \mathbf{O}, Q_k \mid \lambda_k \right)
\]

where \( Q_k \) represents a possible path within the mode \( i \). The actual health state of the equipment is the final one of the path \( Q^* \).

### 3.2.1 RUL calculation

Given the deterioration mode and the current health state estimated from the diagnostic stage, the RUL estimation can be conducted the same as in a single HMM case and is straightforward. In the MB-HMM framework, this estimation, however, strongly depends on the mode detection. Indeed, a wrong deterioration mode detection may result in a large bias in the RUL estimation. For example, if a crack propagates with a high rate, the detection of a low rate mode may lead to an extremely larger value of the RUL than the actual one. This phenomenon often occurs at the beginning of a defect propagation since the observations are insufficient to show an obvious deterioration trend. In this study, the Bayesian Model Averaging (BMA) technique (Hoeting et al. 1999) is implemented to tackle this problem. The RUL distribution is calculated as an average of the posterior distributions under each constituent model, weighted by their posterior model probability:

\[
P \left( \text{RUL} \mid \mathbf{O} \right) = \sum_{k=1}^{M} P \left( \text{RUL} \mid \lambda_k, \mathbf{O} \right) P \left( \lambda_k \mid \mathbf{O} \right)
\]

(6)

where \( P \left( \lambda_k \mid \mathbf{O} \right) \) is calculated from the equation (4).

The RUL estimation now turns to the estimation of the individual RULs under each constituent HMM, which is straightforward and can be computed in a recursive way as follows. Given the test data, the health state of equipment is identified thanks to the Viterbi algorithm. The RUL can be defined as the necessary time steps to reach for the first time the final state \( S_N \) from the current state \( S_i \) for \( i < N \):

\[
\text{RUL} = \min \left\{ n \geq 0 : q_{t+n} = S_N \mid q_t = S_i \right\}
\]

(7)

where \( q_t \) denote the health state at the time \( t \). By this definition, the RUL can be seen as a discrete variable and its probability mass function is given by

\[
P \left( \text{RUL} = n \mid q_t = S_i \right) = P \left( q_{t+n} = S_N, q_{t+n-1} \neq S_N, \ldots, q_{t+1} \neq S_N \mid q_t = S_i \right)
\]

(8)

Denote \( h^{(n)}_i = P \left( \text{RUL} = n \mid q_t = S_i \right) \). Since the model is strictly one-order left-right topology HMM, the RUL can be calculated by the following backward recursive equations:

At state \( S_{N-1} \):

\[
h^{(1)}_{N-1} = a_{(N-1)N}
\]
\[ h^{(n)}_{N-1} = a(n-1)(n-1)h^{(n-1)}_{N-1} \]  \\
At state \( S_{N-2} \):
\[ h^{(1)}_{N-2} = a(n-2)N \]  \\
\[ h^{(n)}_{N-2} = a(n-2)(n-2)h^{(n-1)}_{N-2} + a(n-2)(n-1)h^{(n-1)}_{N-1} \]  \\
...... \\
At state \( S_i \)
\[ h^{(1)}_i = a_i N \]  \\
\[ h^{(n)}_i = a_{ii} h^{(n-1)}_{i} + a_{i(i+1)} h^{(n-1)}_{i+1} \]  \\
where \( a_{ij} \) is the transition probability from state \( S_i \) to state \( S_j \) and is obtained from the transition matrix \( A \).

After calculating all the individual components, the depth \( x \) at state \( i \) at time \( t \) given the previous depth \( x_{t_{i-1}} \) and the model parameters. By this way, the deterioration data can be generated.

For modeling different deterioration modes, the factor \( \beta \) is considered to be a function \( \beta(e) \) of the operating environment state \( e \) as below (Huynh et al. 2012):
\[ \beta(e) = \beta_b \cdot e^{\gamma_e} \]  \\
where \( \beta_b \) is the base stress level of system, the values \( \gamma_e \geq 0, e = 1, 2, \ldots, M \) determine the level of extra stress linking with the state \( e \) of the environment. Obviously, from the equations (16) and (17), the propagation rate is directly proportional to the parameters \( \gamma_e \): the greater the value of \( \gamma_e \) is, the more quickly the crack propagates.

4 NUMERICAL EXAMPLES

4.1 Fatigue Crack Growth model for data generation

To evaluate the proposed MB-HMM-based diagnostic and prognostic framework performance, it is necessary to have the data which represent several different deterioration modes. In this section, the Fatigue Crack Growth (FCG) model is used to model the crack appearing and propagating within a bearing and to generate both the training as well as the testing data. The FCG is chosen since it has been widely used to describe the crack propagation in the literature (Huynh et al. 2012, Myotyri et al. 2006). The bearing is supposed to operate under different operation conditions so that the crack will propagate with different rates which represent different deterioration modes for our purpose.

4.1.1 Fatigue Crack Model

The FCG model is constructed based on the popular Paris-Erdogan equation to express the crack growth rate:
\[ \frac{dx}{dt} = C (\Delta K)^n \]  \\
where \( x \) is the crack depth, \( t \) is the time, \( \Delta K \) is the stress intensity amplitude and \( C \) and \( n \) are constant depending on the material property. It is shown that \( \Delta K \) is roughly proportional to square root of crack depth \( x \) by a factor \( \beta: \Delta K = \beta \sqrt{x} \) (Myotyri et al. 2006).

To take into account the stochastic aspect of the crack propagation, equation (15) could be discretized and then randomized by adding a multiplicative factor following a log-normal distribution as follows:
\[ x_{t_i} = x_{t_{i-1}} + e^{w_{t_i}} C (\beta e \sqrt{x_{t_{i-1}}})^n \Delta t \]  \\
where \( w_{t_i} \) are independent and identically distributed according to a Normal distribution \( N(0, \sigma^2_w) \), \( 0 < x_{t_{i-1}} < x_{t_i} < \infty \). This discretized and randomized model allows us to determine recursively the crack depth \( x_{t_i} \) at time \( t_i \) given the previous depth \( x_{t_{i-1}} \) and the model parameters. By this way, the deterioration data can be generated.

For modeling different deterioration modes, the factor \( \beta \) is considered to be a function \( \beta(e) \) of the operating environment state \( e \) as below (Huynh et al. 2012):
\[ \beta(e) = \beta_b \cdot e^{\gamma_e} \]  \\
where \( \beta_b \) is the base stress level of system, the values \( \gamma_e \geq 0, e = 1, 2, \ldots, M \) determine the level of extra stress linking with the state \( e \) of the environment. Obviously, from the equations (16) and (17), the propagation rate is directly proportional to the parameters \( \gamma_e \): the greater the value of \( \gamma_e \) is, the more quickly the crack propagates.

4.1.2 Observation model

The actual crack depth is difficult to be directly and accurately measured because of several different reasons (Huynh et al. 2012). Hence, we need an observation model to represent the relationship between these actual values and the measure ones. In this study, the measurement is assumed to be the sum of the actual crack depth and a zero-mean Gaussian noise. Let \( X \) denote the crack depth and \( Y \) denote the corresponding measurement, the observation model is:
\[ Y = X + \xi \]  \\
where \( \xi \sim N(0, \sigma^2_\xi) \) is the measurement error.

4.2 Application of MB-HMM for FCG data

In this section, the bearing is supposed to operate under two different environments and therefore the crack propagates in two different rates. A two-branch HMM is chosen to represent these two deterioration modes. The following parameters of the FCG model are chosen: \( C = 0.005, \ n = 1.3, \ \beta_a = 1, \ \sigma_w = 1.7, \ 
\Delta t = 1, \ |\gamma_e| = [0 \ 0.75]T, \ \sigma^2_\xi = [5 \ 10]T \) where the subscript \( T \) denotes the transpose of a vector. The different variance values of \( \sigma^2_\xi \) mean that the measurement error may depend slightly on the operating condition.

The bearing is supposed to be failed once the crack depth reaches a critical level \( d = 100 \). 100 data curves have been generated by using the FCG model with the above parameters and used as the training data. Figure 4 illustrates this training data set.

In this study, the number of deterioration modes is assumed to be known beforehand. Therefore, "kmeans" tool is used to classify the failure times into 2 "clusters". Based on this, the training data can be
separated into two groups, which is then used to train different branches of the MB-HMM.

In order to train each constituent model, it is necessary to determine the number of states of each model. This task is done by using the BIC criterion. Figure 5 illustrates the BIC values with respect to different state numbers for a branch of the MB-HMM.

Since the crack propagation herein is a continuous process, the increase in the states number \( N \) will obviously reduce the BIC value. To avoid the overfitting situation, it is sufficient to take the "knee" point on the BIC curve. The value \( N_{\text{statesmode1}} = 10 \) is hence chosen for this example.

After having determined the number of states, each model is trained thanks to the Baum-Welch algorithm. The next step is to assign the a priori probability for each branch (c.f. equation (2)) and the result are: \( \pi_1 = 0.41 \) and \( \pi_2 = 0.59 \). An MB-HMM is obtained and the offline phase is terminated.

We now move to the on-line phase. One data curve representing the propagation of the crack depth from the beginning to the end of bearing life is also generated by the FCG model. This curve serves as the test data and is shown in the figure 6 (upper sub-figure). Only the red part till the actual time \( t_{\text{act}} = 100h \) are assumed to be observable. The estimated RUL pdf is illustrated in the lower sub-figure of the figure 6.

To simulate the on-line RUL estimation problem, the actual time \( t_{\text{act}} \) is gradually replaced by 30h towards the failure. After each replacement, more information about the deterioration is achieved and the diagnostic and prognostic procedures are re-implemented. Figure 7 represents the mean value of the estimated RUL associated with the 95% confidence interval. It can be realized that, at the early instances, the lack of information due to the limited observations results in the bias and large variance in the RUL estimation. However, the actual values always lie within the 95% confidence interval. As the time passes, the length of the confidence interval significantly decreases and the estimated RUL converges to the real value. This demonstrates demonstrates the accuracy of the proposed RUL estimation method.

4.2.1 MB-HMM vs average HMM

Investigating the advantage of the proposed approach naturally raises a question: given the same data set, which method between the one using the proposed MB-HMM and the one using only an "average" HMM will give the better performance in RUL prediction. To answer such question, a comparative study is given in this section with 100 test data curves. The prognostic performance of each method is characterized by the root mean squared error (RMSE) metric.

For notation convenience, we denote the average HMM by AVG-HMM. In the training phase, the training data set in the previous section is not grouped and is used as a whole to train only one AVG-HMM. This model is then used in the on-line phase to estimate the RUL. At \( t_{\text{act}} = 100h \), we obtain \( \text{RMSE}_{\text{AVG-HMM}} = 74.4 \). Compared to the corresponding result of the MB-HMM: \( \text{RMSE}_{\text{MB-HMM}} = 52.5 \), it can be concluded that the MB-HMM give a better performance.
in RUL estimation compared with the AVG-HMM for this case.

Another interesting question raised in evaluating the advantages of the proposed MB-HMM is: does the above conclusion still hold in case that the two propagation rates are not quite different, or in case that there are two obvious trends in the training data? To answer this question, it is necessary to define a “distance” between two deterioration modes. In this study, the “mode distance” is defined by the gap between the two propagation rates and can be changed through the parameter $\gamma_c$ of the FCG model. Indeed, as indicated in the section 4.1.1, the propagation rate of a crack is directly proportional to $\gamma_c$. The greater the value of $\gamma_c$ is, the more quickly the crack propagates. Therefore, by fixing $\gamma_1$ and do varying $\gamma_2$, the mode distance is changed. Figure 8 shows that, when the distance between modes increases, the RMSE given by MB-HMM approach decreases while with AVG-HMM, the RUL prediction error increases. It can be concluded that the larger the distance between deterioration modes is, the better performance in RUL estimation it is given by the proposed MB-HMM approach, in comparison to an “average” HMM.

\[
\text{Figure 8: Prediction RMSE vs } \gamma_2
\]

5 CONCLUSION

The present paper proposes a novel model called multi-branch Hidden Markov Model (MB-HMM) to deal with the deterioration modeling problem in case that there are several competing modes existing in deterioration mechanism of equipment. A diagnostic and prognostic framework based on the proposed model is also given. The actual health state recognition and the RUL estimation can be implemented in the same way as the traditional HMM. However, by using different HMM models for different modes, together with the a priori probabilities of each model, the MB-HMM shows a very promising result in dealing with the multi-mode deterioration mechanism.

Future research will be focused on the extension of the MB-HMM to a multi-branch Hidden semi-Markov Model (MB-HSMM) due to the fact that the state sojourn time of an HMM follows an exponential distribution, which may not be hold in practice. Another possible extension of the model is the ability of transition between the states of the different branches. The proposed model and the extension should also be validated on the data of real systems.
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