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Résumé et mots clés
Motilité individuelle et collective chez les systèmes

microbiens : biofilms bactériens et dispersion de spores

fongiques

Le but de cette thèse est de développer des expériences pour comprendre la
physique de la motilité dans deux systèmes microbiens, évoluant dans le do-
maine du faible nombre de Reynolds, c’est-à-dire lorsque les forces visqueuses
l’emportent sur les forces d’inertie. La première partie de la thèse traite de
la croissance de biofilms bactériens sur une surface solide. Les biofilms bac-
tériens sont des communautés de cellules étroitement empilées dans une ma-
trice polymère. Du point de vue physique, ces colonies se comportent comme
des gels et la matrice polymérique crée des flux osmotiques qui permettent
aux biofilms de se développer et de se déplacer sur une surface en tant que
communauté. Ici, je développe une expérience pour explorer la motilité collec-
tive des biofilms au contact de gradients externes de pression osmotique. Pour
produire des gradients osmotiques stables dans des gels d’agar, je développe
une configuration sur mesure au moyen de techniques de millifluidique. Les
biofilms répondent au gradient externe en développant une forme asymétrique,
conforme aux attentes. La deuxième partie de la thèse aborde le mécanisme de
décharge des spores chez les basidiomycètes à phylum fongique. Chez ces es-
pèces, une goutte coalesce avec la spore, ce qui entraîne son écoulement à des
accélérations énormes. Cette catapulte à tension superficielle atteint son effi-
cacité maximale lorsque la taille de la goutte est comparable à celle de la spore.
J’étudie les morphologies de plusieurs champignons branchiaux, où les spores
sont conditionnées à la surface de branchies complexes. Je trouve que pour ces
espèces, si les spores sont emballées au maximum comme il est généralement
supposé, la taille de la goutte qui coalesce avec la spore doit être bien contrôlée.
Cela pose la question de comment est-ce que le champignon peut contrôler un
processus purement extracellulaire, face aux fluctuations environnementales.

Mots clés: biofilm bactérien, gradient de pression osmotique, millifluidique,
champignons, décharge des spores, biomécanique
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Abstract and keywords
Individual and collective motility in microbial systems :

bacterial biofilms and fungal spore dispersal

The aim of this thesis is to develop experiments to understand the physics of
motility in two microbial systems, moving in the realm of low Reynolds num-
ber, i.e. when viscous forces dominate over inertial forces. The first part of the
thesis discusses the growth of bacterial biofilms over a solid surface. Bacterial
biofilms are communities of cells closely packed together inside a polymeric
matrix. From the physical viewpoint, these colonies behave as gels and the
polymeric matrix creates osmotic fluxes that enable biofilms to grow and move
on a surface as a community. Here I develop an experiment to explore biofilm
collective motility in contact with external gradients of osmotic pressure. To
produce stable osmotic gradients in agar gels, I develop a custom-made setup
through millifluidics. Biofilms respond to the external gradient by develop-
ing an asymmetric shape, consistent with the expectations. The second part
of the thesis discusses the spore discharge mechanism in the fungal phylum
Basidiomycetes. In these species, a drop coalesces with the spore, which re-
sults in spore discharge at enormous accelerations. This surface tension cata-
pult reaches its maximum efficiency when the size of the drop is comparable
to that of the spore. I study morphologies of several gilled mushrooms, where
spores are packaged at the surface of complex shaped gills. I find that for those
species, drop size must be precisely controlled. This poses the question of how
mushrooms may regulate a process that occurs extracellularly, despite fluctu-
ating physical conditions.

Keywords: Bacterial biofilm, osmotic pressure gradient, millifluidics, Fungi,
spore discharge, biomechanics.
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1

Introduction

The aim of my thesis is to develop experiments to understand the physics of
motility in two microbial systems, living in the realm of low Reynolds number.
All biological systems live in a physical environment that influences their de-
velopment. Fluids can bring information through chemical signals, or shape
biological behavior transporting nutrients.

The Reynolds number is a dimensionless quantity that gives the ratio of
inertial forces to viscous forces for different flow conditions and it is defined
as:

Re =
intertial forces
viscous forces

=
ρUL

µ
=

UL
ν

where ρ is the density of the fluid, U is the fluid velocity, L is the characteristic
length of the body immersed in the fluid, µ and ν are the dynamic and the kine-
matic viscosity of the fluid, respectively. At low Reynolds numbers, viscous
forces dominate and the flow is laminar (i.e. smooth); whereas if Reynolds
number is high, inertial forces dominate and the flow is turbulent.

To give an idea of the order of magnitude of the Reynolds number in differ-
ent system and how parameters change Re, I will give the example of a man,
a goldfish and a bacterium swimming in water. At 20 ◦C, water has dynamic
viscosity of µ ' 10−3 Pa · s and density ρ ' 103 kg/m3. If we consider a
1.80m tall man who can swim at U = 1.8 m/s (World record for 50 m freestyle
is 2.31 m/s), its Reynolds number is about Re ' 3.24 · 106. For a goldfish,
L ' 10−1 m and U ' 0.3 m/s [23] and the resulting Re ' 3 · 104. Finally, for
a bacterium, L ' 3 · 10−6 m and U ' 3 · 10−5 m/s [117], giving Re ' 9 · 10−5.
Consequently, for a man to have the same Reynolds number as a bacterium,
he should swim in water with a velocity of less than 1 Ȧ/s, or try to swim in
asphalt. More generally, when a body moves very slowly, or it is very small,
or the viscosity of the fluid is very high, Re→ 0. In this case, the inertial forces
of the Navier-Stokes equation can be neglected.

In the limit of small Re, viscous drag and diffusion dominate. Forces ex-
erted on the swimmer will not depend on time, and motion depends only on
the forces exerted on the swimmer at a given instant. As soon as applied forces
cease, motion ceases as well. If the bacterium we previously mentioned stops
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moving, it will travel only 0.1 Ȧ in 0.6 µs before stopping [117]. But very small
particles can experience high Reynolds number as well, for example fungal
spores are ejected from the mushroom and are quickly brought to rest by drag,
like a balloon that is thrown in the air. Their Reynolds number changes de-
pending on the species, ranging from 0.1 to about 170 [38]. But later in time
they are carried away from their source by strong and fast winds in the atmo-
sphere where Re = 109. A single bacterium swims with Re ' 9 · 10−5, but
bacteria expanding in colonies can reach Re ' 1.

During my thesis, I investigated the collective translocation of bacterial
biofilms on a gradient of osmotic pressure and the spore discharge mecha-
nism in the fungal phylum of basidiomycota. Bacterial biofilms are composed
by both metabolically active cells and dormant cells [83], whereas spores are
metabolically dormant with the potential to be reactivated. These are two very
different biological systems, but they are both micron size particles (see Fig.
1A,D) and their Reynolds number is small, hence in both situations the fluid
motion around them can be approximated by Stokes equation. As an exper-
imentalist, my work consisted mainly in combining micro and millifluidics,
microscopy and data analysis.

My manuscript is divided in two parts. In the first part I will discuss my
main project, focusing on bacterial biofilm expansion over a gradient of os-
motic pressure. This project took two thirds of my PhD thesis and was run
in collaboration with the Arkowitz team at Institut de Biologie Valrose (Nice)
and with Cyrille Claudet and Philippe Thomen from InPhyNi (Nice). For this
project, I developed the experimental setup using micro and millifluidic tech-
niques, I performed the wet lab experiments and I organized and analyzed the
data-set. The main question was if a gradient of osmotic pressure can affect
biofilm growth and, if yes, how. My experiments show that biofilms respond
to the osmotic gradient by developing an asymmetrical shape. Biofilms ini-
tially expand slightly toward the osmotic gradient, but eventually translocate
against the osmotic gradient (see Fig. 1C). We know from previous results that
biofilms translocate toward or against external osmotic gradients depending
on the relative importance of three effects. (i) The external osmotic pressure
modulates the conditions for equilibrium. This effect causes the bulk of the
biofilm to expand quicker toward the external osmotic gradient [129]. (ii) At
the same time, biofilms produce more matrix at low osmotic pressure, where
growth rate is larger. This effect pushes the biofilm against the osmotic gradi-
ent at initial stages as well as at late ones [129]. (iii) At late stages, gradients in
the wetting properties of the substrate may also be relevant [153]. My results
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FIGURE 1: Top row: (A) microscope image of Bacillus subtilis cells
labeled with GFP. Taken by Charlie Puerner at IBV. (B) SEM im-
age of cells of Bacillus subtilis, readapted from [115]. (C) Example
of result from my experiments of biofilm growing against a gradi-
ent of osmotic pressure. Bottom row: (D) confocal image of fun-
gal spores of Amanita lavendula, (E) Spore print. (F) Some purple
mushrooms (Laccaria amethystina, source: http://pixdaus.com).

suggest that (i) initiates biofilm tranlocation toward large osmotic pressure at
early growth stages, then (ii) takes over, potentially together with (iii), and the
biofilm translocates toward low osmotic pressure. These results open up fur-
ther questions: (i) which genes are modulated during the experiments? (ii)
how is biomass production rate affected by external conditions? (iii) how is
the dynamics of the contact line affected by osmotic gradients?

In the second part, I will discuss my second project, that I conducted in
collaboration with the Pringle lab at university of Wisconsin-Madison, where
I spent eight months of my PhD. I investigated the spore release mechanism
of a particular phylum of fungi, the basidiomycetes (see 1E). Fungi are an es-
sential component of the Earth ecosystems, but they are usually difficult to
study due to their hidden growth in tissues and soils. A common assump-
tion among mycologists is that fungi can not control the fate of their spores,
leaving it to chance and producing a large number of spores. The idea that I
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have explored is whether fungi have evolved morphologies that maximize the
number of produced spores investing the minimum amount of tissue for the
production. For this project, I collected specimens, I elaborated a protocol to
collect spores with the use of spore prints (Fig. 1E), I took confocal microscope
images of spores (Fig. 1D) and I conducted data analysis. The data I collected
and analyzed, as well as data taken from the literature, show consistency with
the hypothesis of maximum packing. In order to achieve maximum packing,
fungi must control the size of a droplet that grows extracellularly. Hence my
results open up the question of how fungi regulate a process that is purely
extracellular and depends on the varying external conditions.
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Bacterial Biofilms
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Chapter 1

A general introduction on bacterial
biofilms

By IUPAC definition, a biofilm is an "aggregate of microorganisms in which
cells that are frequently embedded within a self-produced matrix of extracel-
lular polymeric substances (EPSs) adhere to each other and / or to a surface"
[158]. Biofilms generally incorporate multiple species of bacteria, as well as
fungi (including yeasts), algae or other microorganisms. As a group, bacte-
rial communities appear to have several advantages over single cells: distinct
cell types perform specialized functions and manage access to nutrients, and
the matrix acts as defense mechanisms for desiccation and antagonists. As a
result, these communities of cells live in a wide variety of habitats and they
can potentially develop on every surface in a non-sterile humid environment,
even at extreme conditions. They are present in all natural ecosystems except
abyssal oceans and deep groundwater. In hospitals, they develop on various
medical devices such as central venous catheters, mechanical heart valves, uri-
nary catheters, and contact lenses. Biofilms are involved in the development
of human hospital acquired infections such as cystic fibrosis, periodontitis and
native valve endocarditis [31][49], causing additional medical costs to be more
than 3 millions of euros per year in France only [24]. They are also present
in industrial pipelines, causing clogging and increasing pipes corrosion rate.
When they form on vessels, they favor the adhesion of other marine organ-
isms to the metal surface. This reduces vessel speed, increases corrosion and
requires additional costs for cleaning and repairing [31][13]. In food indus-
try, they colonize both the industrial plants and the food, causing inefficiency
in production and posing a health risk for the consumers [15][184]. Despite
their dangerousness and harmfulness, biofilms can also be exploited for useful
purposes such as waste-water treatment and ocean cleaning from petroleum
oil spilling [101] [138]. They are also used to produce electricity from organic
waste in microbial fuel cells [11] [181]. Historically, biofilms are observed for
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FIGURE 1.1: Google scholar results for ’biofilm’ from 1990 to
2016. Data from https://csullender.com/scholar.

the first time at the end of the 17th century in the form of teeth plaque, but
for most of the time bacteria have been studied in the form of single plank-
tonic cells capable to swim in a fluid thanks to appendages called flagella. It is
only after the arrival of electron microscopy that bacterial biofilms are studied
in more detail and it is at the end of the 1970s that the theory of biofilm pre-
dominant growth state over free-floating planktonic form takes place [21]. The
outburst in biofilm research starts at the end of the 1990’s (see Fig. 1.1), when
technological advances enable the use of laser scanning confocal microscopy
and time-lapse video and genome sequencing platforms become more sophis-
ticated and fast.

In this chapter I review the most important information about biofilms I
have gone through during my PhD from both the biology and the physics
perspective. I will conclude this chapter explaining what particular aspect of
biofilm formation I investigated and the mathematical model applied. Before
reviewing the biofilm mathematical model we decided to use, I will examine
what are the features occurring in biofilms and which motility mechanisms
they adopt, with a closer look on the most important genes expressed in Bacil-
lus subtilis, the model organism I used for my experiment.

https://csullender.com/scholar
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1.1 Biofilms in biology

1.1.1 Common features of biofilms

A very direct and common way to characterize bacteria is to distinguish them
into two categories, depending on the Gram-stain test result they give: gram-
positive and gram-negative bacteria. This classification eventually distinguishes
the two categories according to the bacterial cell wall. The first are bacteria
that give a positive result in the Gram-stain test and appear violet at micro-
scope observation. This happens because the cell membrane of gram-positive
bacteria includes a thick peptidoglycan layer that makes the cells able to re-
tain the stain and appear violet after the discoloration phase of the test. Gram-
positive bacteria include species such as Streptococcus pneumoniae, Streptococcus
mutans, Staphylococcus aureus, Streptococcus sanguinis and Bacillus subtilis. The
gram-negative bacteria have a much thinner cell wall and are not able to retain
the violet stain after the discoloration phase, appearing red or pink when ob-
served under a microscope. These category includes species as Escherichia coli,
Salmonella enterica, Legionella pneumophila and Pseudomonas aeruginosa. All the
microorganisms share the ability to form biofilm. Bacterial biofilms are com-
munities of cells that appear to be extremely resistant to environmental stresses
and antibiotic treatments, this thanks to the polymeric matrix that gives also
structural integrity [89] [65] [131] [34] [80]. But molecular pathways regulat-
ing biofilm formation can differ a lot from species to species [137]. Sometimes
differences can appear also in different strains of the same species. However,
biofilm formation shows some general features common for all species and
described here.

Metabolic pathways that activate biofilm formation are triggered by extra-
cellular molecules. The extracellular molecules that trigger metabolic path-
ways activating biofilm formation are produced by cells themselves or by the
external environment [72] [134]. These molecules can activate either a quorum
sensing system response or genetic pathways independent from cell density
[86] [160]. In biology, quorum sensing is the ability of a microorganism to
coordinate gene expression and hence express specific genes as a response to
cell population density. Signaling molecules that are produced in response to
changes in cell-population density are called autoinducers. For P. aeruginosa
and many other gram-negative bacteria, quorum-sensing systems respond to
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a class of autoinducer termed acyl homoserine lactones (AHLs). For gram-
positive organisms, autoinducers are usually peptides such as AIP or surfactin.
Compounds triggering biofilm formation without involving quorum-sensing
are usually secondary metabolites such as antibiotics or toxins produced by
other organisms [7] [86].

Single species biofilms show cell heterogeneity. Single species biofilms are
a clonal population and can start even from a single cell. However, single
species biofilms show cell type differentiation. This means that the genotype
(the ensemble of genes composing cells DNA) is the same for all cells, whereas
the phenotype (the observable characteristics of an organism) changes from
one cell to the other. These phenotypic differences arise from gradients in the
extracellular conditions. These gradients can be of nutrient, available oxygen
or osmotic pressure and create microenvironments stimulating different gene
expressions [135] [139]. For example, in Streptococcus aureus, biofilms show
two distinct strata: one in proximity of nutrients at the colony-agar interface,
which is metabolically active, and one at the interface colony-air that shows no
metabolic activity [122]. Pseudomonas aeruginosa biofilms have a stronger enzy-
matic activity for alkaline phosphatase, that has an oxygen-dependent activity,
in cells closer to the oxygen-exposed areas [177]. Also Bacillus subtilis biofilms
have subpopulation of cells expressing different functions such as sporulation,
matrix production, and motility. It has been show that for this bacterium, dis-
tinct functions occur in distinct subpopulations within the biofilm [159].

Structural components of the biofilm consist in cells enveloped in a poly-
meric matrix secreted by cells themselves. The matrix is composed of polysac-
charide biopolymers and other substances, such as proteins or DNA [171] [7]
[77]. Despite the common presence of these components, the synthesis tim-
ing, the final composition and the architecture of biofilms show great variation
depending on species, strain and environmental conditions. Cellulose is an
important component of the extracellular matrix (ECM) of E. coli [183] [7]. B.
subtilis undomesticated strain NCIB3610 secretes polysaccharide EPS [6], while
the undomesticated strain RO-FF-1 produces poly-δ-glutamate (PGS)[136]. Polysac-
charide intercellular adhesin (PIA) is produced by S. aureus [105] [90] [7] [86].
Pseudomonas aeruginosa biofilms synthesize polymers alginate, PEL and PSL,
but their synthesis changes from one strain to the other [41] [94] [61] [7] [86].
Biofilm matrix includes also adhesive proteins, such as TasA for B. subtilis[6].
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Straphilococcus aureus expresses multiple biofilm- associated proteins (Bap pro-
teins) used to hold cells together. Escherichia coli produces Type I fimbriae, that
help adherence on plastic surfaces [114] [175], and curli protein [16] [3] [86].
In P. aeruginosa, type IV pili or the CupA fimbriae allow adherence on surfaces
[107] [155] [22] [71], while two lectin-binding proteins (LecA and LecB) help
cell-matrix and cell-cell interactions [149] [27][86].

Examples of structural components of biofilm matrix

Species Biopolymers Proteins

B. subtilis EPS, PGS TasA
E. coli cellulose Type I fimbria
P. aeruginosa alginate, PEL, PSL type IV pili, CupA fimbriae, LecA, LecB
S. aureus PIA Bap

1.1.2 Generic biological model of biofilm growth

As biofilms of different species share common features, previous and current
work is devoted to establish a developmental model of biofilm formation that
could be valid across species. This model is based on changes in genetic ex-
pression and characterized by a multistage process that includes the following
steps:

• initial adherence of free-floating bacteria cells to a surface or interface;

• cell-to-cell adhesion and formation of a monolayer of cells;

• formation of a multilayer colony;

• secretion of extracellular matrix;

• maturation of the biofilm 3-D structure into an architectural complex
biofilm;

• detachment and dispersal of cells [82][50].

The molecular mechanisms that regulate growth vary from species to species.
The initial phase of surface attachment is different between motile or non motile
cells and between gram-positive and gram-negative bacteria. Motile species
need to perform a switch from the expression of flagella genes to production
of extracellular matrix. The presence of flagella seem to be anyway neces-
sary for biofilm formation, as flagella-defective mutants present less structured
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biofilms. Apparently this is because flagella movement overcomes repulsive
forces between the bacteria and the surface [114] [165] [81] [82]. But flagella-
mediate motility is not the only mechanism used. Some gram-negative bac-
teria such as P. aeruginosa use type IV-pili motility, which is absent in gram-
positive bacteria like B. subtilis. On the other hand, non-motile cells raise ad-
hesins expression when they encounter a surface to promote adhesion on the
same surface [46] [78] [82]. An example of this is S.aureus, which produces Bap
proteins when interacting with other cells or surfaces (Lasa and Penades 2006)
[82].

1.1.3 Cooperative motility

One of the main focuses of this part of the thesis is bacterial biofilm motil-
ity. In many bacterial species, single cells are able to swim in liquid medium
thanks to flagella driven by a rotational movement powered by transmem-
brane proton potential. Each flagellum is composed by a basal motor encased
in the membrane and connected to a left-handed helical filament outside of
the cell through a short curved external section, called the hook. The exter-
nal filament is typically 5− 10µm long with a diameter of 20 nm and can rotate
counterclockwise or clockwise, which will cause the cell to undergo the typical
run-and-tumble trajectories.

On the other hand, biofilms are communities of bacteria able to colonize
surfaces and translocate collectively, using different motility mechanisms de-
pending on the species. These communities can remain localized, or translate
to colonize new surface, or produce fruiting bodies for spore release depend-
ing on the available nutrients and on the surface conditions. Mechanisms for
cooperative surface motilities in biofilm formation include:

• Swarming. It requires presence of flagella and allows rapid movements
(2− 10µm/s) across solid or semi-solid surfaces. It can be viewed as a
form of swimming on a surface. Swarmers’ cells are hyperelongated,
hyperflagellated and more localized at the edge of the colony. The hy-
perflagellation is probably because cells have to overcome higher surface
friction and viscosities of the matrix than in the planktonic state. They
usually move only in one direction and reverse only on impact with an
obstacle on the outer edge of the colony. Cells in the inner part of the
colony display less motility and switch to a vegetative state. Some of
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the genera showing this kind of motility are Bacillus, Escherichia, Pseu-
domonas, Salmonella. In some species, swarming requires self-production
of biosurfactant [52] [51].

• Gliding/adventurous gliding. It allows for colony extension rates of 0.025−
10µm/s over surfaces of low aqueous films. A specific model for mech-
anisms involved in this type of motility was proposed and recently de-
veloped [145]. In this case, cells can move back and forward along their
long axis. This kind of motility is observed in myxobacteria, cyanobacte-
ria and the Cytophaga-Flavobacterium group [53].

• Twitching/social gliding/retractile motility. It is a jerky movement that re-
quires presence of type IV pili that actively extend from the cell, bind
to a surface and retract [95]. It allows for colony expansion rates of
0.06− 0.3µm/s over moist surfaces both forward and backward. Pili are
4µm long with a diameter of 6 nm. In twitching, in case of nutrient de-
pletion, cells accumulate together to form fruit bodies, while in nutrient-
rich conditions it promotes outward movement of colonies. Examples of
bacteria showing this kind of motility are: Legionella, Pseudomonas, Strep-
tococcus. When establishing microcolonies, P. aeruginosa twitching cells
slow down,accumulate and deposit further EPS components when they
encounter high EPS deposition areas [182].

• Sliding/spreading. It is a form of passive translocation as it doesn’t require
motile organelles. It allows for expansion rates of 0.03 − 6µm/s. Slid-
ing involves production of biosurfactants as lipopeptides, lipopolysac-
charides and glycolipids, that reduce surface tension. The reduction of
surface tension combined with the expansion of growing biofilm mass
produces sliding. It is observed in Bacillus, Escherichia and Streptococcus,
among others [53][51].

In general, environmental conditions influencing motility are moisture, abun-
dance of nutrients, matrix compounds, and temperature [51].

1.1.4 A case study: Bacillus subtilis

For our experiments, we decided to use B. subtilis. This is a non-pathogenic
gram-positive bacterium found in soil and in the gastrointestinal tract of rumi-
nants and humans. Its cells are rod-shaped and are about 2− 4µm long and
about 1.0µm in diameter [54] [64]. B. Subtilis is a model organism that has been
broadly studied in the field of molecular genetics in the past decades. The
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molecular pathway controlling endospore formation in single floating cells as
a response to starvation and high population densities is very well known [9]
[47] [133] [113] [82] and B. Subtilis biofilms have been recreated in the labora-
tory in form of pellicles and colonies [8]. B. subtilis strain NCIB 3610 (hereafter
referred to as "wild type" (WT)) can form robust and highly structured biofilms
both in liquid and on solid medium. Moreover, there is a particular solid agar
recipe containing Minimal medium (MSgg)[8] that in B. subtilis promotes gene
expression for extracellular matrix production. When placed on MSgg sur-
face, cells develop into complex wrinkled colonies. Genomic data, ease of ge-
netic manipulation, availability of experimental protocol and non-pathogenity
make B. subtilis a very good candidate to study biofilm growth.

Several different cell types compose B. subtilis biofilm. Here I focus on three
cell types: motile, matrix producers and sporulating. As I pointed out previ-
ously, single species biofilm can originate from a single mother cell, in which
case they are a clonal population. However, in biofilms, the clonal popula-
tion is composed by multiple subpopulations that are genetically identical (i.e.
they have the same DNA) but phenotypically heterogeneous (i.e. each sub-
population expresses different genes). At first, cells express motility genes and
produce flagella. Once they find a suitable host surface, they adhere to it and
most cell differentiate into non-motile, matrix producing cells. At the initia-
tion of biofilm formation, the cells that switched to matrix production form
chains, grow and aggregate surrounded by the extracellular matrix. The lat-
ter is composed of EPS and proteins, protects the cells during the maturation
of the biofilm and guarantees adherence to the surface. In mature biofilms,
matrix producing cells eventually differentiate into sporulating cells. Eventu-
ally, biofilm disperse when nutrient resources begin to be limited and waste
products accumulate (see Fig. 1.2)[160].

FIGURE 1.2: Life cycle of B. subtilis biofilm [160]

A complete survey of the genetic pathways involved in biofilm formation
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by B. subtilis is beyond the scope of this thesis. However, I decided to sum-
marize the most important molecular mechanisms involved for sake of com-
pleteness. In B. subtilis there are several regulatory pathways involved in con-
trol of biofilm formation and dispersal. The most important genes involved
in motility are hag, lytABC and lytF, whereas for extracellular matrix produc-
tion tapA-sipW-tasA and eps operons and bslA gene are involved. hag encodes
flagellin. lytABC and lytF encode autolysins, needed for cell separation. tapA-
sipW-tasA operon encodes TapA, a protein membrane needed for anchoring
and assembling, the type I signal peptidase W, and TasA, a fiber component.
eps operon encodes synthesis of EPS. bslA gene encodes biofilm surface layer
protein, providing hydrophobicity to the biofilm (see Table 1.2)

Genes involved in ECM production in B. subtilis colonies

Gene Role of encoded protein Mutant phenotype

eps operon produces EPS flat colonies
tapA anchors TasA fibers to the cells flat colonies
sipW signal peptidase required for TapA

and TasA production
flat colonies

tasA major protein component of TasA
fibers

flat colonies

bslA provides surface hydrophobicity flat colonies

TABLE 1.2: Genes involved in ECM production in B. subtilis
colonies. Readapted from [160]

Multiple cues can lead to matrix production in B. subtilis biofilms. Below
I describe the main pathways for this phenotypic transition, which undergoes
three successive stages: (i) kinase activation, (ii) phosphorylation of Spo0A,
(iii) upregulation of matrix genes (see Fig. 1.3).

Kinase activation. One of the possible ways to trigger matrix production is
when a subpopulation of cells senses potassium leakage in their membranes.
The leakage of potassium is induced by the lipopeptide surfactin, which is usu-
ally secreted by the biofilm cells (or by other organisms in soil) [86]. In B. sub-
tilis, surfactin does not interact with all the cells at the same time. Instead, the
subpopulation secreting surfactin is distinct from the subpopulation of cells
that sense and respond to surfactin. Surfactin is a quorum-sensing molecule
(i.e. a molecule that regulates gene expression and whose concentration is pro-
portional to the cell population density) and is one of the primary inducers of
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Red lines indicate transcriptional regulation; blue lines indicate protein–protein interac-
tions; green lines indicate extracellular signals; solid and dashed lines indicate direct and
indirect regulation, respectively. Pointed arrows indicate activation. Flat arrows indicate
inhibition. Green circles are kinases; red and blue circles are proteins; pink rectangles are

operons.

FIGURE 1.3: Simplified schematic of molecular pathways that
lead to matrix expression in B. subtilis. Readapted from [160].

potassium leakage in cell membranes. Those cells where a membrane sensor
kinase, KinC, detects potassium leakage from the membrane of the cell, acti-
vate KinC itself. Similarly, there are four other kinases (KinA, KinB, KinD and
KinE) that are activated by extracellular signals, e.g. small molecules [130] and
osmotic pressure [124]. These kinases also activate by phosphorylation a pro-
tein called Spo0A, see ref. [160] for a review of the molecular pathways leading
to these phenotypic transitions in B. subtilis biofilms.

Phosphorylation of Spo0A. Spo0A is a central transcriptional regulator and
controls the expression of many genes, counting those necessary in matrix de-
velopment and sporulation [98]. Spo0A is activated with a phosphorelay, a
multi-stage process where one of the kinases donates a phosphoryl group to
an aspartate residue of Spo0A. Spo0A and its phosphorylated form Spo0A-P
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are always present in the cell, but their concentrations vary and they regu-
late genes expression in the cell as described above. When Spo0A-P inside the
cell overcomes a certain level, the gene production of matrix is activated. As
biofilm maturation continues, Spa0A-P level raises further and subsequently
sporulation is activated [160].

De-repression of SinR. Spo0A-P controls matrix gene expression though at
least two parallel pathways involving (i) SinI/SinR complex and (ii)AbrB. In
the first pathways, Spo0A activates protein SinI, that is the antirepressor (i.e.
a protein that blocks or inactivates a repressor) of protein SinR. SinR is a mas-
ter regulator that represses tapA-sipW-tasA and eps operons and the regulatory
gene slrR. SinI binds to SinR and makes SinR incapable of binding to DNA,
thereby de-repressing expression of tapA-sipW-tasA and eps operons.

There is a second independent pathway that leads to matrix production.
In this second pathway, Spo0A represses AbrB, which is also a repressor of
the two operons responsible for matrix production, tapA-sipW-tasA and eps.
Additionally, AbrB also represses slrR, which works synergistically with SinI
to represses SinR and ultimately upregulates expression of tapA-sipW-tasA and
eps operons. Hence, when Spa0A-P represses AbrB, tapA-sipW-tasA, eps and
slrR are expressed. Specifically when SlrR levels are low, SinR is active, matrix
genes are off and cells are motile. When SlrR levels are high, it binds to SinR
and blocks its activity, thus derepressing matrix genes.

Interestingly, the same pathways described above upregulate matrix, and
at the same time repress motility and promote chaining. Indeed, the second
role of the SinR-SlrR complex is to repress the motility gene hag and autolysins
genes lytABC and lytF, thus allowing the formation of chains of cells. Hence,
when SlrR levels are high, cells form chains and activate matrix production.
This switch is made possible by a positive feed-back loop: Spo0A-P activates
SinI, that represses SinR and allows accumulation of SlrR, that in turn rein-
forces inhibition of SinR.

I discussed above the transition between three different cell types: motile ,
matrix producers and sporulating cells. There are other phenotypes involved
in B. subtilis biofilm formation, that I have not discussed. Here I will mention
one additional cell type: the cannibal. Two operons encode secretion of toxin
peptides Skf and Sdp and are upregulated at intermediate levels of Spa0A-
P. The cells secreting Skf and Sdp are also resistant to the same toxins, hence
Skf and Sdp kill most of the cells except their producers. Dead cells are then
cannibalized by the toxin-producing cells. Interestingly, the subpopulation
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of cannibals overlaps largely to the subpopulation of matrix producers [87].
Hence, only matrix producers survive to multiplicate themselves. This pro-
cess is thought to be a mechanism to delay the onset of sporulation, as spore
development is energy demanding [45]. Here I just resumed the main path-
ways that lead to biofilm initiation. For a more complete review of the other
mechanisms involved, you can see [160].

1.2 Biofilms in physics

So far, I introduced a general description of what are biofilms and where we
can find them. I described what general features can be found in all biofilms
and what are the different stages of growth. Then I described in more detail
the biological pathways involved in the model species we decided to use, B.
Subtilis. Now I will shift the focus on what is the physics involved in biofilm
development. I will briefly describe what are the artificial systems used to
study biofilm growth. I will introduce how biofilms can be viewed in the con-
text of soft matter physics, I will give some example of mathematical models
that prove a direct connection between gene expression and the role of specific
physics phenomena and I will conclude with the description of the model that
we used for our experiments.

1.2.1 Biofilms in external environments and in the laboratory

I recalled previously how different biological pathways can regulate biofilm
formation. Despite the biological differences, some general features are ex-
pressed across different species. As I have already underlined, biofilm for-
mation as well as its final architecture depend on phenotypic differences in
subpopulations of cells composing the biofilm. These phenotypic differences
are triggered not only by biological signals, but also from physical constraints
that depend on the physical environment, as flow rate and direction, or tem-
perature. Biofilm 3-D structures show similarities when developing in similar
physical conditions [111]. Submerged biofilms growing under the action of
high-shear flows develop as filamentous streamers or in ripple structures. In
the first case, microcolonies develop an upstream "head" attached to a surface
and a downstream "tail" that oscillates freely in the fluid current [125] (see Fig.
1.4), whereas ripple structures show a wavy growing pattern [118] (see Fig.
1.5). Two examples in nature of these kind of biofilms are periphyton in rivers
and in algal mats. On the other hand, when the biofilm grows in quiescent or
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Species: Pseudomonas aeruginosa. (A) curved channel, scale bar 50 µ m (B) straight channel
with a lateral hemi-cylindrical bump, scale bar 25 µ m. Red and blue colors indicate
velocity components orthogonal to the plane of the channel, and directing, respectively,

upwards (positive y) and downwards (negative y).

FIGURE 1.4: Comparisons between numerical simulations of the
secondary flow and experimental observations of the streamers,

from [125].

Biofilm growing in a turbulent flow cell taken at days 4. The ripples were aligned per-
pendicularly to the flow direction (right to left). Scale bar, 200 µm.

FIGURE 1.5: Image of Pseudomonas aeruginosa biofilm ripple
structures. [118].

(A) Biofilms are from the Biscuit Basin thermal area, Yellowstone National Park, USA.
(B)Pseudomonas aeruginosa biofilm grown in a flow cell with a flow of 0.03 m/s.

FIGURE 1.6: Biofilms growing in quiescent or low-shear environ-
ments. [49]
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low-shear fluid, it develops a circular structure with isotropic patterns, both in
the case of submerged biofilms and for biofilm growing at the interface with air
[49] (see Fig. 1.6) This capability of changing their structure depending on the
applied external stress condition can be reproduced also in laboratories. With
time, four artificial systems have become of common use among the countless
ways to generate biofilm formation in a laboratory, here described.

• Flow cells. They are used to study submerged biofilms. They consist of
small chambers with transparent walls where the flow rate can be con-
trolled in real time and flow is used to feed biofilms with fresh nutrients.
This system can be easily adapted for real-time observation of biofilm
evolution and placed on a confocal scanning laser microscope (CSLM)
stage, but has the disadvantages of being a slow process to examine dif-
ferent mutants [17] [7] [82] and of being suitable only for the observation
of the initial stages of biofilm formation.

• Microtiter dishes. They are also used to study submerged biofilm, but
in batch culture under condition of no flow. The biofilm is visualized
through microscopy and visualization is often improved by the use of
a nonspecific dye. This system is easy to use and allows faster analy-
sis for gene identification than in the case of flow cells [107] [106] [114]
[165][166] [156] [82].

• Standing cultures. They are used to study pellicles, that is floating biofilms
that develop at the air-liquid interface [8] [41] [48] [32] [82]. The combi-
nation between the absence of a solid surface and the slow-moving flow
favor assembly of cells in complex structures at the interface between air
and liquid. This system is easy to use and allows fast analysis for gene
identification.

• Agar-solified media. They are used to study colonies, that is biofilms
with highly structured morphologies. The level of complexity in biofilm
morphology correlates with the levels of production of extracellular ma-
trix [40] [179] [82]. Mutants defective of matrix production genes develop
smooth and flat colonies. This system is highly versatile, easy to use and
adaptable.

Unfortunately, no experimental approach among the four listed above en-
ables to investigate at the same time all the processes involved in biofilm ini-
tiation and development. In the last decades, advancements in genome se-
quencing made it possible to broadly explore bacteria’s genetic expression and
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partially uncover the variety of processes involved in microbial communities.
However, the physical aspects involved in gene regulation of microorganism
are still inquired. At the present date though, it is still not clear which one be-
tween genetics (active response) and environment (passive response) has the
major impact on the evolution of biofilm morphology. The two kinds of re-
sponse seem to be somehow related and several research groups in the last
two decades have tried to study them simultaneously. Despite the advance-
ments in technology and research, no definitive answer has been given so far.
[50]. Thoughtful experiments and interdisciplinary collaborations are needed
to understand how the two interact and their relative importance in dictating
biofilm morphology.

1.2.2 Biofilms as soft materials

Until now, I have listed the biological aspects of biofilm formation and I have
given some examples about how physical environment can also shape biofilm
growth. Now I will introduce tools from physics that can be applied to biofilm
research to characterize and predict how a microbial community will evolve
in time. Biofilm formation is a dynamic process that can be investigated from
the perspective of soft matter physics. From this viewpoint, biofilms can be as-
similated to hydrogels developing at the interface between a solid and a fluid
and whose thickness ranges from tens of microns to few millimeters. From this
colloidal gel perspective, bacteria are the microscopically dispersed insoluble
particles and the extracellular matrix is a network of hydrated polymer chains
held together by protein- and polysaccharide-mediated cross links. Bacterial
cells can be viewed as spherical or rod shaped rigid particles that hardly de-
form under external stresses, but biofilms as a whole are dynamic materials
that can adapt to the external environment. About the matrix, little is known
about its mechanical properties, or about how the physical and chemical con-
ditions of the external environment interact with its development, but it is
suggested to be the source of bacteria cohesive strength [70][164][174] [112]
and to offer protection from external agents. In this subsection, I will give an
overview of biofilm mechanics and dynamics. The mechanical properties of
hydrogels depend on their composition, in particular on the water content at
equilibrium. Biofilms can regulate the composition of the extracellular matrix,
thus regulating their water content and controlling their mechanical proper-
ties. Bacteria control also their interfacial properties, secreting surfactants to
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promote cell-cell interaction within the biofilm. Local heterogeneities in poly-
mer production, cell proliferation rate and biosurfactants secretion can deter-
mine changes in the biofilm life cycle. These changes are caused by local gradi-
ents in nutrient or oxygen concentration, or in osmotic pressure. Hence, iden-
tifying the physical cues that control bacterial gene expression is a key point in
getting a better understanding of biofilm dynamics.

Viscoelasticity. It has been reported that a wide range of biofilms grown un-
der the action of a fluid flow shows classic viscoelastic behavior [141][70] [73]
[150] [49] like most soft materials. Accordingly, they present a time-dependent
response to mechanical stress characterized by elastic shear modulus G, that
is the relation between applied force and relative deformation, and relaxation
time τ, that is the time necessary for a perturbed system to return to equi-
librium. In soft matter physics, the elasticity of an hydrogel has the form of
the thermal energy per unit volume of the empty space within the polymer
mesh G ' kBT/ξ3, where kB is Boltzmann’s constant, T is the temperature and
ξ is the polymer mesh size [43]. This relation arises from the contraposition
between deformation of polymer chains and entropic fluctuations of the ma-
terial. Biofilms can behave elastically over short time scales, absorbing rapid
changes in shear stress like those expected in aquatic environments such as
seas and rivers during stormy seasons. If shear stress loads the biofilm over
long time scales, then viscous flow comes into play and the biofilm flows over
the surface or reduces drag assuming a streamlined shape or ripple-like wave
structure [118] [142] [49], with the viscous response of the biofilm depending
on τ of the biofilm itself.

Importantly, viscoelastic properties of colloidal gels depend also on the
fractions of liquid volume and colloidal volume in the material, which may
be regulated by the biofilm. For spherical cells, like those of S. Aureus, when
the colloidal volume fraction φ reaches an intermediate value φ∗, the surfaces
of the colloidal particles begin to touch and the biofilm starts to show elastic
behavior. For φ > φ∗, the elastic modulus G grows as a function of φ for a dis-
ordered system of repulsive spheres and the biofilm behaves like a solid paste,
displaying stress relaxation on very long times. When φ < φ∗, the material
is a liquid suspension. For rod-shaped cells like those in B. Subtilis, the same
process occurs but the onset of elasticity happens at higher φ∗, as the rods are
considered as anisotropic particles that can rotate when packed. In both cases,
the elasticity at very high φ depends on the elasticity of the colloid. In biofilms,
the bacterial volume fraction φb is considered the same as the volume fraction
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φ of colloids. Indeed, although 80% of bacteria cells volume is made of water,
that water is not freely available in the extracellular space. For pellicles, φb is
usually less than 0.2 and the elastic properties of the biofilm depend mainly
on the extracellular matrix [174]. For biofilms grown on agar gel, φb is high
and the material complexity limits a well defined characterization. This com-
plexity is reflected also on available data: for biofilms grown in vitro, G is
(10−1 − 103) Pa and viscosity η is (105 − 108)Pa · s; for biofilms from natural
hot springs, 103 < G < 105 and 107 < η < 108Pa · s [143] [56][49]. Also for
studies involving single species biofilm as the one in [70] on P. aeruginosa, G
can show complex behavior, such as hysteresis in stress-strain curves between
loading and unloading sections. When subject to large deformations, some
biofilms show an increase in G (strain-stiffening behavior) [55] [141], which is
common in structural biopolymer network such as fibrin gels in blood coag-
ulation [144],[62]. However, the physics behind this strain-stiffening behavior
remains unclear.

Osmotic pressure. When put in contact with a liquid, a polymer chain in a
good solvent spontaneously swells and eventually gets dispersed in the liquid
to maximize entropy. If the polymer solution is separated from the solvent
by a semipermeable membrane, i.e. a membrane that allows only the sol-
vent to flow through it by diffusion, then the polymer inside the membrane
exerts osmotic pressure on the membrane. If the polymer is entangled, water
flows through the membrane from the outside to the inside, the polymer swells
and chain cross-links get stretched until the osmotic pressure π and the elastic
modulus G balance and the system reaches equilibrium. In this perspective,
having π ' G at equilibrium means that the water content of the polymer
and its resistance to elastic deformation are directly interconnected and this
can be applied also to biofilms. For pellicles and submerged biofilms, that
have a much smaller volume than the water source they are in contact with,
the limit on the uptake of water they can absorb is imposed by the number of
cross-links. This limitation prevents complete dissolution into water [174].

Material heterogeneity. The material properties of a biofilm are heteroge-
neous in space and time. Indeed, extracellular polymers exert osmotic pressure
on the medium where they grow in or onto. If the concentration of polymers
within the biofilm is heterogeneous, gradients in osmotic pressure (and con-
sequently in mechanical elasticity) arise and fluid flow through the matrix is
inhomogeneous, creating local compression or expansion in the biofilm. Even
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if the environment is initially perfectly homogeneous, like in a Petri dish or
in a standing liquid culture, heterogeneity in the biofilm material arise due to
gradients in nutrient depletion. When nutrients and oxygen diffuse though
the matrix surface, the cells closer to the surface consume them at the expense
of inner cells, posing a limitation on the transport of molecules across the ma-
trix. As a consequence, a spatial concentration gradient of nutrient, gases and
metabolites occurs, posing a limit on growth size and affecting the physiol-
ogy of the whole biofilm [25] [139] [174]. The effects of these gradients are not
clear, but a few examples can be cited. Stratified patterns of DNA Replication,
protein synthesis, and oxygen concentration within bacterial biofilms reveal
heterogeneity in their physiological states in S. epidermidis, S. aureus, P. aerugi-
nosa and B. subtilis [163] [121] [159]. These heterogeneities in cellular composi-
tion and metabolic activities depend on the concentration of available nutrient,
which depends on the penetration depth of the nutrient within the colony. The
percentage of each cell type in the global population and their localization are
dynamic.

Surface heterogeneity I have introduced in subsection 1.1.3 the different types
of collective surface motility. Swarming and twitching depend on motor-driven
cellular appendages as flagella or type IV pili. Whereas gliding and sliding
are motor-independent and involve extracellular production of amphiphilic
molecules such as fatty acids, proteins, biosurfactants, lipids etc.. In the view of
complex fluids, the properties of these molecules give insights also on cooper-
ative surface motility. Spreading forces can be generated from heterogeneities
in concentration of surfactant at the surface. Gradients of surfactant concentra-
tion create gradients in surface tension. These gradients are the driving force
of the Marangoni effect at the interface between fluids, that generates spread-
ing forces [128] [1] [174]. It is recognized that biosurfactants influence surface
tension gradients in biofilm, lubricating surfaces and helping colonies spread-
ing [67] [68] [4] [153]. How the material properties of a biofilm depend on
the presence of environmental gradients, rather than consumption driven gra-
dients, has not been understood. In my thesis I will consider the effect of a
different environmental gradient: a gradient in osmotic pressure.

1.2.3 Coupling Fluid Dynamics with Biofilm Structure

Biofilm development is a complex dynamical process influenced by physical
and chemical principles and affected by biological variability. The role of math-
ematical models for biofilm formation has become essential to obtain a broader
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understanding of biofilm development. Mathematical models can be used to
test understanding of the mechanisms underneath biofilm formation, link phe-
nomena occurring at different time and length scales, make quantitative pre-
dictions on the experimental results, create new experimental design and opti-
mize operating strategies. The range of available models and their complexity
have increased considerably in the last 30 years, becoming a multidisciplinary
effort that usually combines microbiology, biochemistry, and fluid and solid
mechanics. The level of model complexity depends on the chosen biofilm sys-
tem and on the questions posed. In general, models can be classified as con-
tinuum models, diffusion-limited aggregate models, continuum-discrete diffu-
sion model and biofilm-fluid coupled models. In this study, the used approach
is the one coupling fluid dynamics with the biofilm structure. The main dif-
ficulty when using this kind of models is that they usually require material
parameters such as elastic modulus, adhesive or tensile strength. These ma-
terial parameters can vary enormously from species to species and are com-
plicated to measure, requiring the use of nontraditional techniques such as
microrheology [92] [123], atomic force microscopy [79], or microfluidics [55].
Recently, theoretical approaches have focused on modeling specific physical
aspects, such as the wetting properties of the biofilm on the agar [152] [153], or
surface tension driven flow [33]. In our case, we focus on the osmotic pressure
in the extracellular matrix [174] [129].

1.2.4 A mathematical model to investigate the role of osmotic

pressure

I have previously introduced the main characteristics of bacterial biofilms,
their growth model and the mechanisms bacteria use to translocate as a com-
munity. I continued reviewing the main regulatory pathways that govern the
transition from motility to matrix production and to sporulation in B. subtilis.
I listed the main configurations used to study biofilms in a laboratory and in-
troduced the idea that soft matter and fluid dynamics can be used to create a
model for biofilm expansion. Given this global picture, I will now proceed to
introduce the hypothesis at the base of this thesis.

Bacillus Subtilis is a gram-positive soil bacterium and it is a well known bi-
ological model. When it adheres to a moist surface, it starts downregulating
flagella hag gene expression and initiates production of extracellular polymeric
matrix through the eps operon. At first, the biofilm grows vertically until it
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reaches a critical height, above which it starts expanding radially and even-
tually develops wrinkles [129], whether the biofilm is grown on agar surface
[174] [2] or in floating pellicles [151]. During the first 24h, expansion happens
by spreading motility and is driven by the difference in osmotic pressure ex-
erted by the matrix and the agar media. To confirm this, experiments were
conducted using three different strains: B. subtilis WT, flagellar mutant hag
and eps mutant [129]. The WT strain and the hag mutant show no difference
in colony behavior, whereas the eps mutant, the one unable to produce matrix,
displayed a dramatically slow expansion. These experiments demonstrated
that there is a relation between the presence of the matrix and the expansion.
To confirm that osmotic pressure is the physical mechanism driving expansion,
as the biofilm absorbs water from the agar and swells, the authors developed
a mathematical model that predicts the evolution of the cross-section profile of
the biofilm in response to osmotic pressure gradients raising up by secretion
of EPS.

In this model, which is inspired by similar models in [19] [147] [148] for a
polymer in contact with a solvent, the colony is considered as a two phase mix-
ture of biomass and extracellular water that behaves like a gel. At equilibrium,
the biomass volume fraction is constant φ = φ∞ and the osmotic pressure is
the same in biofilm and in agar. As cells deplete nutrient and water to produce
biomass, φ varies and the osmotic pressure in the biofilm changes accordingly.
An increase in osmotic pressure causes intake of water from the substrate to
reestablish osmotic equilibrium. Throughout this process, the mass of water
and biomass are conserved. At quasi-static conditions, minimizing the sum
of free energy change and dissipation gives two equations of motion for the
relative motion of water and biomass. Because the biofilm is much larger than
it is thick, equations of motion yield a single partial differential equation for
biofilm shape, i.e. for the height of the biofilm as a function of the distance
from the center and time.

∂th− K
R
r

[
rh3(gh)r

]
r
= g(r)h (1.1)

where h(r, t) is the height of the biofilm at distance r from the center and time
t; g(r, t) is biomass production rate; R is biofilm radius and K is the sole non-
dimensional parameter of the theory and depends on the equilibrium with the
external environment. This equation demonstrated that a biofilm in contact
with agar will first swell vertically, and eventually start to expand horizontally.
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The predicted transition is observed at the early stages of B. subtilis develop-
ment, and is reproduced quantitatively by this simple model, using a single
non-dimensional parameter:

K =
1

3(1− φ∞)2
µw

µb

h3
0

ξ2
∞R0

(1.2)

Here φ∞ and ξ∞ are the biomass volume fraction and mesh size in the biofilm
when this is in equilibrium with the agar, hence these quantities depend on the
environmental conditions; µb and µw are the dynamic viscosities of biomass
and water respectively; h0 and R0 are the initial height and radius of the biofilm.
At long times, biofilm expansion appears to be driven by the contact line,
rather than the bulk. The behavior of biofilm’s advancing front was recently
modeled in [153], where the surface tension was introduced to explain why
surfactin mutants expand slower than the wild type.

The osmotic spreading mechanism proposed in [129] was then found to
drive expansion in other species: for example, Sinorhizobium meliloti spreads
under osmotically driven mechanisms [28]. Osmotic swelling drives expan-
sion in colony-biofilms of Vibrio cholerae as well [178]. In [178], osmotic ex-
pansion was quantified directly, by allowing biofilms grown on agar to sit
overnight on standing medium at 4 ◦C where no cell growth was measurable.
The radius grew of 16%, compared to 38% when growth was resumed, demon-
strating that biofilm expansion does not need growth. Osmotic forces are po-
tentially relevant for expansion in other species: Cyanobacteria have been ob-
served to spread preferentially where extracellular matrix is excreted, although
the physical mechanism is not understood [154]. Enterobacter species and
Stenotrophomonas species isolated from plant roots showed a dependence on
external osmotic pressure as well [66]. The aim of my thesis was to investigate
the following questions: if B. Subtilis biofilm is able to spread thanks to the
difference of osmotic pressure between the agar media and the matrix, what
happens when it grows in contact with a gradient of osmotic pressure?
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Chapter 2

Methods

In this chapter I will explain the methods I used to realize my experiments
before I expose my results. Most of my PhD consisted in developing an exper-
imental setup that enabled to test the hypothesis that osmotic spreading can
cause net translocation when the biofilm grows in contact with external gra-
dients. The development of the experimental setup required almost two years
of work before I could run production experiments. Methods that I developed
but discarded for technical reasons are described in annex A.

2.1 Properties of agar gel

I have pointed out already that the physical environment where biofilms de-
velop seems to be connected to biofilm growth. In my experiments I used
solidified-agar gel, and here I spend a few words about properties of agar gels,
which are essential to understand how environmental gradients affect osmotic
expansion. One of the most common protocols for studying microbial colonies
consists in plating a drop of bacteria on a Petri dish 9cm in diameter containing
a growth medium solidified with agar. Popularity of this tool stems from its
adaptability, which makes it possible to easily add selected compounds to the
growth medium, and monitor how they affect growth. Petri dishes are easy
to prepare and can be stored wrapped in parafilm at 4◦C for a long time, even
months, before use. Petri dishes are shallow cylindrical glass or plastic lidded
dishes commercially available in multiple dimensions. Agar is a thermoset-
ting polysaccharide extracted from red seaweed that gelifies when is put in so-
lution, boiled and cooled below ~40◦C, via formation of hydrogen bonds [10]
[146]. Once gelified, agar gel is thermoreversible and can melt again above
80◦C temperature [102]. Agar gels show a porous microstructure filled with
water, with pores distribution ranging from 50 up to hundreds of nanometers
depending on the agar concentration [12] [18] [110] [119] [176] with clusters
of non- covalently crosslinked polysaccharides of about 1 nm diameter [173].
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They behave as viscoelastic soft solids whose mechanical properties such as
elastic modulus mainly depend on the amount of agar dispersed in the gel
[104] [120]. The capacity to hold water in the gel depends on the internal chem-
ical structure [93], and loss of water content due to evaporation over long times
shrinks the gel and eventually detaches it from the walls of its container [29].
Agar shows a toughness increasing linearly with agar concentration for con-
centrations up to 5% and brittle failure behavior [108]. In particular, the value
of the critical yield strain depends on the molecular weight of the polymer
[104] [91]. When multiple colonies are present in a Petri dish, the distribu-
tion of the diameters of the colonies is similar to a Gaussian distribution and
changes with the conditions of the plate. The average diameter decreases as
the number of colonies in the plate increases, suggesting that the factor for lim-
iting growth is the depletion of a component in the plate. In particular, final
rate of growth is limited mainly by diffusion of nutrients, and the finals size
depends on the number of colonies in the plate [20]. For my experiments, I
chose to solidify the agar medium with a 1.5% w/v concentration of agar and
to maintain this concentration constant with time. From my experiments and
trials, I could observe that adding to the medium a final concentration of PEG
higher than 5% made it impossible for the agar to polymerize, independently
from the molecular weight of the PEG. I got inspired by [126] and [57] to try
to create a linear osmolarity gradient directly in a Petri dish, that I describe a
little bit more in detail in annex A. From my observation, this technique is very
useful to get preliminary results, as it is very easy to realize, but the surface of
the Petri dishes gets often irregular during the preparation and it doesn’t offer
much choice over the desired shape of the gradient, as it is limited only to the
linear shape. Moreover, the agar limits the final concentration of PEG in the
medium, making the gradient not very steep. That is why in the end we de-
cided to do my experiments with a more developed setup that offers a better
control over the shape of the gradient and the surface of agar.

2.2 Properties of Poly(ethylene glycol)

Poly(ethylene glycol) (PEG) is a flexible polymer soluble in aqueous solutions
and in organic solvents. It is relatively cheap, commercially available with dif-
ferent molecular weights and biocompatible. We decided to use PEG to gener-
ate osmotic pressure gradients for these reasons, and also to have a reference
with a previous study [124] that analyses the influence of osmotic pressure
on B. subtilis growth using PEG of different molecular weights. A particular
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property of PEG is that it does not show a linear relationship between con-
centration and osmotic pressure like the one usually depicted by van’t Hoff
equation π = iCRT, where π is the osmotic pressure, i is the van’t Hoff factor,
C is the molar concentration of the solute in mol/L, R = 8.314 J/(K ·mol) is
the universal gas constant and T is temperature in K, as it can be seen in Fig.
2.1. That is because for polymers, van’t Hoff equation is valid only at low con-

(A) Osmotic pressure vs concentration (mol L)
for PEG-200 through 10k, sucrose and KCl

(B) Osmotic pressure vs average molecular
weight for three different concentration of

polymer. Sucrose shown for reference.

FIGURE 2.1: Osmotic pressure reference data of aqueous solu-
tions of PEG measured using vapor pressure osmometry. The
same concentration of different polymers in solution does not

generate the same osmotic pressure. Data from [100].

centrations, whereas at high concentrations osmotic pressure depends not only
on the concentration, but also on the polymer molecular weight and on the sol-
vent used. One way to model this is by the Flory-Huggins mean field theory,
where the polymer solutions are characterized as a periodic lattice where each
site is occupied either by one chain monomer or by a solvent molecule. In this
model, the free energy F = U − TS of the system depends (i) on the interac-
tion energy between adjacent molecules and (ii) on the entropy related to the
number of possible chains configurations for a given polymer volume fraction,
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Φ = ca3, where c is the concentration (number of monomers per cm3) and a3

is the volume of the unit cell in the cubic lattice. For the energy, the Flory in-
teraction parameter χ describes how good the solvent is and depends on van
der Waals attractions between molecules, temperature and pressure. However,
Flory-Huggins theory is valid only in the limit of ideal chains, i.e. chains where
monomers do not interact with each other and steric effect are not taken into
account. Scaling laws are much more suited to describe real polymers, but
they use similar notation to the Flory-Huggins theory. If χ is close to 0, the
solvent is very similar to the monomer, hence it is good solvent and temper-
ature has no effect on the solution structure, so that the solvent is "athermal".
For real chains in good (athermal) solvents, χ � 1/2. In this limit, there are
two regimes: diluted solutions and semi-diluted solutions, where the limit be-
tween the two is set by a threshold concentration c∗ = 1/(a3N4/5) = Φ∗/a3,
where N is the number of monomers per chain. When c < c∗, the solution is
diluted and can be considered as a perfect gas, and

π =
c
N

T f or c −→ 0

or, if the interaction between coils is considered:

π =
c
N

T +
c2

N1/5 T

For c > c∗ and Φ∗ � Φ � 1, the solution is semi-diluted and the monomers
overlap even though the volume fraction of polymers is low. In this case:

π =
kΦ9/4

a3 T

or, if we look at the solution as a network with average mesh size ξ(Φ) ' a
Φ3/4

π ' T
ξ3

When T = θ,the van der Waals attraction and the steric repulsion balance each
other and dilute chains are nearly ideal, then χ(T = θ) = 1/2 . When χ > 1/2
the solvent is a poor solvent and a two phase region appears, as polymers tend
to segregate in the solution. For semi-dilute solutions in poor solvent close to
T = θ, the osmotic pressure becomes:

π ' Φ3

3a3 T
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which can be written again as π ' T/ξ3, but in this case ξ is the correlation
length and is given by ξ ' a

Φ . In our case, we are in the good solvent regime,
or in the limit of bad solvent regime at T ' θ [43].

This premise is to explain why we decided to use PEG 200 Da for my exper-
iments. Previous works use PEG 20 kDa solutions at 15% m/v to demonstrate
that B. subtilis pellicles respond to the external osmotic pressure. The scaling
arguments summarized above imply that the osmotic pressure exerted by 5%
m/v of PEG 200 Da is similar to the one exerted by a solution with 15% m/v
PEG 20 kDa solution, with the advantage that PEG 200 Da is liquid, whereas
PEG 20 kDa is solid, so the chance to make mistakes due to serial dilution
is lower. Moreover, PEG 200 Da has a much lower viscosity than a solution
with 15% m/v. In fact we measured viscosity of a range of PEG solutions, and
we determined that a 5% v/v PEG solution has viscosity identical to that of
water(data not shown).

2.3 A robust method to develop centimeter scale gra-

dients in agar gels

While multiple setups have been proposed to create microscopic gradients, in
my thesis I developed a setup to create stable gradients of various shapes over
several cm, and for several days. The possibility to create a defined surface or
solution gradient for biological and chemical applications has been an interest-
ing experimental challenge. The experimental set-up and protocol I describe
here is the last of a long list of trials I made during my thesis. For details about
the trials not listed here, you can see Appendix A.

2.3.1 Microfluidic setups

Microfluidic setups have long been proposed to generate controlled gradients
at small scales. To realize that, these systems employ a network of microchan-
nels where two different concentrations of a given chemical are imposed at
either side of a microfluidic setup. The two solutions of different composition
flow laminarly side by side and get mixed thanks to lateral diffusion. Hence,
by diffusion, the chemicals create a gradient interpolating between the two
conditions [60]. With the same principle based on lateral diffusion, more com-
plex gradients have been created by using micromixers that take three solu-
tions as input and through a series of serpentines interpolate, either linearly
or non-linearly, the inputs to create the desired gradient [63] [26] (see Fig. 2.2).



34 Chapter 2. Methods

FIGURE 2.2: Schematic design of a representative gradient-
generating microfluidic network [63].

Also in this case, the different solutions flow side by side in a chip, and lateral
diffusion smooths out the desired gradient. As these approaches are based
on diffusion, the characteristic timescale to create the steady gradient is equal
to τ = L2/D, where L is the lengthscale over which the desired gradient is
needed and D is the diffusion coefficient. For small molecules, D ' 10−9 m2/s,
hence diffusion will create a gradient across 4 cm in about 18.5 days. As this
experiment timescale is rather impractical, we changed perspective to shorten
it: instead of relying on lateral diffusion we will impose the desired gradient
at the bottom of the agar gel and we will let diffusion transmit the imposed
gradient vertically and smooth it out horizontally. In this configuration, as the
agar layer is only 5 mm thick and the diffusion time scales as L2, the diffusion
timescale is reduced of a factor ~64 from 18 days to about 7 hours.

2.3.2 Numerical simulations

The goal of this project is to observe biofilm growth on osmotic gradients. In
the next few paragraphs I describe an experimental setup using millifluidics
to impose a gradient of PEG at the bottom of a custom made Plexiglas dish. To
design the geometry of the setup, so that the gradient of PEG imposed at the
bottom of the agar will diffuse to the upper surface of the agar without being
deformed too much, I ran numerical simulations to predict the concentration
of PEG diffusing through agar. The simulation solves a 2-D Laplace equation
by the Finite Difference Method. The numerical scheme used is a second order
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central difference in space (5-point difference). The equation solved is

∇2c = 0

where c is the PEG concentration in adimensional units and I imposed no flux
boundary condition on the sides and top of agar, and a given concentration,
following the desired horizontal gradient at the bottom.

∂c(z, x = −L/2)
∂x

= 0
∂c(z, x = L/2)

∂x
= 0

c(z = 0, x) = −αx +
α

2
∂c(z = H, x)

∂z
= 0

The equation is solved in two dimensions x ∈ [−L/2, L/2] and z ∈ [0, H =

ε = 0.1, α = 1 ε = 0.1, α = 5 ε = 0.1, α = 10
(A) Results of numerical simulations of diffusion in agar with aspect ratio ε = 1/10 and for
different slopes α of the gradient. Top row: color plot of concentration for aspect ratio 0.1 and
slope of the gradient imposed at z = 0, α = 1 (left), α = 5 (center), α = 10 (right). Bottom row:

concentration at the bottom (blue) and a the top (red).

ε = 0.1, α = 1 ε = 0.5, α = 1 ε = 1, α = 1

(B) Results of numerical simulations of diffusion in agar as in panel (A), at different aspect
ratios from 0.1 (left), 0.5 (center), 1 (right) and constant slope of the gradient at z = 0.

FIGURE 2.3: Simulations of ∇2c = 0 imposing a linear gradient
at the bottom of the cross section

εL], where L represents the width, H is the thickness of the gel, α is the rate
of change of the concentration along the width of the agar and ε is the aspect
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ratio of the agar gel. Simulations are run in adimensional units where the
coordinate x and z normalized with respect to the width L of the agar gel. Fig.
2.3 represents the results of the simulation. In every subfigure, the top row
represents the concentration of polymers throughout the cross section of the
agar gel color coded from 0 (blue) to−αL (yellow). The bottom row represents
polymer concentration at the bottom z = 0 (blue) and at the top z = H (red).
The simulations show that at small aspect ratio (here ε = 0.1) the concentration
of polymers imposed at the bottom diffuses to the top without much change
(Fig. 2.3a) independently on the slope of the concentration imposed at the
bottom. If the aspect ratio changes, it severely affects the slope of the solution
at the top of the cross section (Fig. 2.3b).

2.3.3 Final setup

To observe bacteria growth in presence of a gradient, I developed an exper-
imental setup where I impose an external gradient of PEG, causing a corre-
sponding osmotic pressure gradient of a desired shape in the agar substrate
where biofilms grow. We designed Plexiglas rectangular dishes of internal di-
mensions (7± 0.2)cm× (10± 0.2)cm and fabricate them at InPhyNi together
with their cover with drilling techniques (see Fig. 2.4). Eight equidistant holes
for each short side were drilled, to connect a dispensing needle of 17 GA 1/2”
diameter which was sealed to the Plexiglas using epoxy glue. Eight parallel
channels were cast directly in agar, going from one short side to the other. To
create the channels, eight metal sticks of 1mm diameter and length (13± 1)cm
were inserted in the eight dispensing needles encased in each of the short sides,
and connected the eight inlets and the eight outlets. I then tested the presence
and stability of these channels by placing the sticks prior to pouring the agar,
and then pouring 1.5% agar dissolved in distilled water. The agar was then left
to dry at room temperature for 24h. Metal sticks were removed after 24h once
the medium was dried. The removal of the sticks resulted in channels carved
directly into agar. I verified that it was possible to flow water from the inlet to
the outlet through the channels without breaking them apart. For the biofilm
experiments, the setup and the metal sticks were sterilized with EtOH and ex-
posed under UV light for 30 minutes before pouring MSgg medium with 1.5%
agar [8]. For each test, one setup was used; for each experiment with bacteria,
two setups connected in series to accumulate more statistics. To create the gra-
dient inside the growth medium during the trial test, different solutions of dis-
tilled water and PEG 200 Da, each one with different concentrations of PEG 200
Da going from 0% to 5%v/v, were injected inside the channels going through
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FIGURE 2.4: Sketch of the experimental setup with picture of a
top view and side view of the setup dish. Solutions go from 0%

concentration (light blue) to 100% concentration (dark blue)

the growth medium gel. For the biofilms experiments, the same procedure
was followed flowing MSgg solutions with PEG 200 Da in the channels. In the
channels, PEG 200 concentration ranged from 0% to 5% v/v. Clearly, to avoid
diluting the growth medium, when PEG was mixed with liquid MSgg, the
corresponding volume of water was removed from the original recipe. During
the tests and the experiments, the dishes were kept inside a Plexiglas chamber
where temperature was controlled and maintained at 30◦C. To maintain and
control the flow rate inside channels for at least 36h hours, I used a system
of eight Mariotte’s bottles (the principle behind Mariotte’s bottles is explained
in the following subsection). Each bottle was connected to a different chan-
nel. The difference in height between the entrance of the siphon and the outlet
point of the fluidic circuit was kept at (30± 5)cm. The eight Mariotte’s bottles
filled with MSgg medium with no agar and different PEG concentration were
then connected to the eight inlet dispensing needles (see fig. 2.4) of the first
dish through (60 ± 0.5)cm long flexible tubes of inner diameter 0.5mm. The
two dishes were connected in series with each other with (10± 0.5)cm long
flexible tubes of inner diameter 0.5mm. The outlet dispensing needles of the
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second dish were then connected to a waste reservoir through (55 ± 0.5)cm
long flexible tubes (fig. 2.4 shows only one dish for simplicity).

Concentration of PEG 200 Da used during experiments

Linear gradient Step gradient Spiked gradient

# Chan % v/v % w/v # Chan % v/v % w/v # Chan % v/v % w/v

1 0 0 1 0 0 1 0 0
2 0.625 0.7025 2 0 0 2 0 0
3 1.25 1.405 3 0 0 3 5 5.62
4 1.875 2.1075 4 0 0 4 0 0
5 2.5 2.81 5 5 5.62 5 0 0
6 3.75 4.125 6 5 5.62 6 5 5.62
7 4.375 4.9175 7 5 5.62 7 0 0
8 5 5.62 8 5 5.62 8 0 0

TABLE 2.1: Concentrations of PEG used in tests and experiments
with bacteria.

Mariotte’s bottles. The Mariotte bottle is a tool that supplies a liquid with
constant flow rate [162] [96]. In a normal bottle with a hole at the base, as a
liquid flows out, the change of liquid free surface height changes the hydro-
static pressure at the bottom of the bottle. Consequently, in this configuration,
the flow rate decreases with time. On the contrary, this is not the case for a
Mariotte’s bottle. This device provides a constant pressure and consequently
a constant rate of flow. It consists of an airtight bottle where two vertical tubes
cross the stopper. The lower end of the tubes reaches the bottom of the bot-
tle. One tube lets air into the bottle through an air filter, the other one lets the
solution in the bottle flow outward into an external channel that goes into the
millifluidic circuit. The flow rate does not depend upon the height of liquid
column within the bottle, but rather on the difference in height between the
bottom of the vertical tube connected to the air and the lower point of the mil-
lifluidic circuit, corresponding to the lower points of the tubing through which
solutions flow to waste.

The principle governing the Mariotte bottle is the Bernoulli’s equation. Ini-
tially, the air tubing is filled with solution at the same level as the rest of the
bottle (Fig. 2.5A). At this time, at the bottom of the air tubing the pressure is
pB = pT + ρgh, where pB and pT are the pressures at the bottom and top of
the bottle (levels B and T in Fig. 2.4), ρ is liquid density, g is gravity and h is
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(A) Initially, the air tubing is filled with solution at the same level as the rest of the bottle.
(B) Bottle is sealed and solution is forced to flow out, the level of solution within the air
tube lowers and air fills the tube little by little. (C) Air tube is entirely filled with air. Flow
rate does not change and depends on the vertical distance H. As pT goes down an air

bubble enters from the tube at the bottom of the bottle and travels upward.

FIGURE 2.5: Sketch of Mariotte’s bottle functioning.

the height of the liquid column within the bottle (difference between height at
level T and height at level B). At the same time, pressure at the top of the bottle
pT is equal to the atmospheric pressure p0. Upon sealing the bottle and forcing
solution to flow out, the level of solution within the air tube lowers and air fills
the tube little by little (Fig. 2.5B). In this process, as the bottle is airtight and
solution is flowing out, pressure in the air at the top of the bottle decreases be-
low the ambient pressure, so pT < p0. Once the air tube is entirely filled with
air, pB = p0 and pT = p0 − ρgh (Fig. 2.5C). As the solution flows out of the
bottle, h changes with time. However, the flow rate will not change, because
as pT goes down an air bubble will enter from the tube at the bottom of the
bottle and travel upward (Fig. 2.5C) to maintain pB ' p0. At this point, the
bottle has reached an equilibrium: pressure at the base of the bottle equals the
ambient pressure at all times since air must be in equilibrium with the external
atmosphere. Hence pressure at the bottom of the bottle does not depend on
the level of the solution within the bottle [69].

In conclusion, the speed at the end of the millifluidic circuit will depend
on the vertical distance H between the end of the millifluidic circuit (level W
in 2.4) and the bottom of the bottle (level B in 2.4, see also fig. 2.5), or more
precisely the height of the lower end of the tube flowing air into the bottle.



40 Chapter 2. Methods

FIGURE 2.6: Image of the setup with the used x-y convention and
positions of where osmotic pressure was measured.

2.3.4 Measure of polymer concentration in agar

I measured osmolality on the surface of the growth media with a Wescor 5500
Vapor pressure osmometer. I frequently recalibrated the osmometer using
standard solutions.

The osmometer is not designed for gels, but rather for solutions. In the
standard protocol, 10 µL of solution are aspirated with a micro-pipette tip and
deposited onto a filter paper disk that is positioned in the sample holder. Once
the sample holder is inserted in the sample chamber, the osmometer measures
total solution concentration, or osmolality (in mmol/kg). The sensing element
consists in a single wire thermocouple hygrometer suspended in a metallic
frame that forms the sample chamber when joined with the sample holder. A
second thermocouple senses the external temperature of the air and sets it as
a reference while the vapor pressure in the sample chamber reaches equilib-
rium (see Fig. 2.7). The thermocouple in the sample chamber then looks for
the dew point temperature in the chamber and gives an output proportional to
the differential temperature between the dew point and the external temper-
ature. This temperature depression is a function of the vapor pressure of the
analyzed solution (which in turn is a linear function of the osmolality) and is
given by the relation ∆T = ∆e/S. ∆T is the dew point temperature depression
in degree Celsius, measured as a voltage signal by the thermocouple and then
multiplied by the thermocouple responsivity. ∆e is the difference between sat-
uration and chamber vapor pressure. S is the slope of the vapor pressure tem-
perature function at ambient temperature, given by the relation S = e0λ/RT2,
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FIGURE 2.7: Sketch of the major components of a vapor pressure
osmometer. [157].

where e0 is the saturation vapor pressure, λ is the latent heat of vaporization,
R is the universal gas constant and T is temperature.

In the dilute regime, the molal concentration is referable to osmotic pres-
sure by van’t Hoff law, π = CRT, where C is the osmolality in mol/kg and
RT = 2.446 kg · MPa/mol at 21 ◦C and π is measured in MPa, as in ref-
erence [100]. I verified that for the concentration of PEG I used, the poly-
mers are in the dilute regime and van’t Hoff relation is applicable. The max-
imum concentration of PEG I used for my experiments is 5.62% w/v of PEG
200 Da, corresponding to 0.028 mol/L. One molecule of PEG 200 Da is com-
posed of 4 monomers of size a = 0.35 nm. PEG 200 Da is a short poly-
mer, but as a reference, De Gennes [43] scaling for long polymers suggests
that the switch from dilute to semidilute solutions occurs at concentration
c∗ = 1/(N4/5a3) = 12.8mol/L of PEG 200 Da, that is much larger than the
highest concentration I used. These arguments are consistent with measures
obtained in [124] with a freezing point osmometer and in [100].

2.4 Strains and media

Wild type Bacillus subtilis NICB3610 bacteria were used for all biological ex-
periments. For each experiment I extracted a small sample of bacteria with
a sterile pipette tip from stocks kept at −80◦C, I streaked them on TYE agar
medium and let them grow in a 30◦C incubator overnight. Once single colonies
appeared, bacteria were grown in shaking TYE medium at 37◦C from 4 to 6
hours. OD600 was measured with Novaspec III Visible Spectophotometer and
bacteria were diluted to an OD600 ' 1. MSgg medium [8] was prepared and
poured into the setups or the Petri dishes, solidified through addition of 1.5
% agar. The plates were then dried at 20◦C for 24h before bacteria deposition.
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MSgg medium is a mixture of different salts, aminoacids and sugars (recipe
in Appendix B). All solutions need to be sterilized (autoclaved or filtered) be-
fore use. I first autoclaved the needed quantity of water with 1.5% agar and
then added all salts and other components when agar mixture temperature
dropped to ~66◦C. To avoid salts precipitation during the media preparation,
I mixed Msgg manually before pouring it into each plate. For Petri dishes,
(25± 0.5) ml of Msgg were used for every plate. For setups, (42.5± 0.5) ml of
Msgg were poured in each setup. During the tests and experiments, all sam-
ples were stored for at least 36h at a controlled temperature of 30◦C.

2.5 Experimental protocol

In order to run one experiment per week, my work required planning and a
systematic checklist. Here I expose the single steps of the protocol, which will
be described in more detail in annexe B.
Day 0:

• Clean bottles from residues of solutions with surfanios: leave bottles one
hour with surfanios inside, then rinse with distilled water;

• clean tubes and connectors with EtOH 70% + distilled water;

• wrap bottles and other pieces of equipment in aluminum foil an take
them to the autoclave service.

Day1:

• prepare missing solutions for MSgg preparation (if needed).

Day 2:

• take back bottles from autoclave service;

• sterilize set-up and metal sticks;

1. clean it with surfanios and distilled water and leave it for one hour
in this solution;

2. rinse with EtOH;

3. sterilize under hood with UV lights for 30 minutes.

• sterilize set-up plastic box (this is a box where I store the set-up when I
take it from IBV to INPHYNI. I use it just to protect the setup):
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1. rinse with EtOH and let it dry under the hood;

2. sterilize under hood with UV lights for 30 minutes.

• prepare Mssg + 1.5% agar or variants (i.e. with PEG):

1. autoclave water + agar 1.5%;

2. prepare solution with other components and leave it at room tem-
perature;

3. make autoclave water + agar 1.5% cool down in hot bath at 60 ◦C.

• prepare plates + set-up with its cover;

• leave under hood for 24h face up;

• after 18h00: take bacteria out of -80 ◦C freezer, streak them on Petri dishes
with TYE medium and put them in incubator at 30 ◦C, then wait up to
the moment where colonies start to be visible (or not more than 14 hours)
before taking them out of the incubator.

Day 3:

• before 10h00: take bacteria out of incubator at 30 ◦C and put them in 5
ml TYE in shaking incubator at 37 ◦C, then wait for about 4h;

• prepare solutions for Mariotte’s bottles:

– use Msgg recipe without agar, removing required volume of water
when solution needs to be mixed with PEG 200 Da;

– add from 0 to 5% PEG 200 Da at max to solutions, depending on
needs;

– filter sterilize with Stericup filters;

– put filtered solutions in autoclaved bottles using a flame next to you.

• after 4h measure TYE + cells solution OD and take it to 1;

• remove metal sticks from setup;

• plate bacteria solution into set-up and control Petri dishes, wait for it to
dry;

• wrap setup and Petri dishes in parafilm and put them in the sterile plastic
box prepared the day before;
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• take everything to InPhyNi;

• set-up the experiment:

– connect all components with each other, always next to a flame;

– rinse every now and then gloves with EtOH;

– make flow start.

day 4-5:

• check the experiment, remove bubbles.

day 6 = day 0

• take osmotic pressure measurements;

• start again protocol from day 0.

2.6 Imaging and image analysis

Samples were imaged with 8-bit greyscale photographs taken every hour by
a multifocal objective Navitar TV Zoom 7000 equipped with a camera sys-
tem (PixeLINK PL-B74 1280x1024 Resolution) assembled on a motorized stage
mounted above the Plexiglas chamber and controlled through a custom-made
LabView interface, developed by Gregory Sauder (InPhyNi, Nice).

I performed image analysis with ImageJ v1.50 and following versions. I
developed this protocol to analyze them:

1. Original images were imported in ImageJ as a stack.

2. The length scale was set in the image stack using the image of a ruler
taken during the experiment as reference. The ruler was originally posi-
tioned on the same plane as the biofilm-agar interface during the experi-
ment.

3. Images in the stack were aligned using "Linear Stack Alignment with
SIFT" plugin [88].

4. A rectangular selection of 800× 500 pixel was selected and cropped, in
order to have the biofilm in the center of the frame and selection was
duplicated for the whole stack.
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5. The first image of the duplicated stack was subtracted from the whole
duplicated stack using "Difference" function from Image Calculator com-
mand, which gives as result of the operation img3 = |img1− img2| in
pixel values, leaving visible only the difference in grey values between
the background and the biofilm shape (see fig.2.8b).

6. The resulting image was adjusted manually in brightness and contrast in
order to underline the edge of the biofilm.

7. The images were thresholded and converted to binary using the "Trian-
gle" method [180] (see overlayed selected area in fig.2.8d). The threshold
was selected manually in order to underline every biofilm feature, in-
cluding the thin layer that appears in some of the experiments (see fig.
2.9 as example). When the threshold is applied, all grey scale values are
binarized (grey scale values above and below threshold are converted
respectively into 0 and 1 respectively.

8. The biofilm surface was measured using the Analyze particles command.
Biofilm with a surface of 2 mm2 or smaller where not taken into account to
avoid artifacts. When necessary, biofilm surface was selected manually.

This analysis produces as output a stack of binary images representing the
biofilm measured surface (see fig.2.8e) and a text file containing the area di-
mensions in mm2, the coordinates in mm of the centroid positions, and the
stack position of the measured area. I chose this method as it seemed the more
effective and reproducible to obtain quantitative data from the images. I chose
to perform point 3 for the following reasons: first to correct the shift of 2 or 3
pixels that the camera sometimes performs from its original position; second
to correct displacements that I imposed involuntarily when monitoring the
experiments. I chose to perform point 5 to correct non uniform background il-
lumination and to enhance the actual difference between the background and
the biofilm. Before using this protocol I was selecting manually the area of
the biofilm for each picture, as it was impossible when binarizing the image to
separate the biofilm from the background. This old method works pretty well,
but it is hardly reproducible and relies mainly on the eyes of the observer, in-
creasing the chance of error. Moreover the method I finally used is much faster
than the manual one.

Binary images of the biofilm taken at intervals of 6h were then imported
into Matlab v2017b and analyzed with custom made scripts. I used one script
to locate the center of mass of the biofilm for each frame and visualize it, to
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(A) Original images

(B) Difference resulting images

(C) Thresholded resulting images

(D) Edge overlay with the difference image of the selected particle

(E) Mask of the measured area

FIGURE 2.8: Example of image analysis sequence. Scale bar is 1
cm.

(A) Original image (B) Low threshold (C) Right threshold (D) High threshold

FIGURE 2.9: Example of biofilm edge and artifacts selection when
different thresholds are applied.
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verify that the displacement of the colony happens along the same direction
of the gradient, and to quantify biofilm contour as it grows in time. For each
selected frame, the script measures the distance ρ between the points on the
biofilm leading edge, and the center of the biofilm at the time when the biofilm
starts to be visible in the pictures. The calculated distance is plotted as ρ = ρ(θ)

where ρ is the distance module and −180◦ < θ < 180◦ is the angle for which ρ

is measured. I used then a second script to plot the average ρ(θ) for each type
of experiment.
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Chapter 3

Results

3.1 Bacillus subtilis biofilm morphology on gradi-

ents

When grown on homogeneous agar plates, biofilm develop a symmetric shape
expanding radially on the surface. In B. subtilis, this behavior is driven at the
biological level by expression of genes implicated in secretion of polymeric ma-
trix combined with the physical transfer of water and nutrients suction from
the substrate. In order to fit the experimental data of biofilm expansion on agar,
a minimal model was proposed where production of biomass was the driving
mechanism of expansion, and growth was described at small deviations from
osmotic equilibrium. These deviations due to osmotic gradients are counter-
balanced by intake of water, where water flow is ruled by conservation laws
for mass and momentum. If a biofilm grows symmetrically when absorbing
water and nutrients from an isotropic medium, and this growth is driven by
local osmotic pressure gradients between the biofilm and the media, then what
happens if the biofilm is in contact with a medium where there is a gradient of
nutrient, or osmotic pressure? To our knowledge, this question has not been
previously considered and biofilms have never been exposed to controlled os-
motic gradients. Fig. 3.1 shows a sketch of the cross section of two biofilms:

(A) Symmetric morphology on homoge-
neous agar plate.

(B) Unknown morphology on external
chemical gradients.

FIGURE 3.1: Sketch of biofilm growing on agar in two different
cases.
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one growing in contact with an isotropic substrate and the other in contact with
an anisotropic substrate. As I will show below, the expectation from the model
in reference [129] would be that the biofilm may expand toward or against
the external gradient of osmotic pressure, depending on whether physical or
biological effects are more important. The first step to find out which is the
case requires the development of an experimental setup, where the gradient in
the agar medium can be reproducibly created and controlled in a sterile and
temperature-controlled environment. In this chapter, I will present the results
of my experiments for the development of the osmotic gradient and for bacte-
ria growth in contact with a gradient of osmotic pressure. I will then conclude
this part with final remarks and future perspectives.

3.2 Prediction from theory of osmotic spreading

I report here the main results for the theory of osmotic spreading put forward
in [129], adapted to the case where an external osmotic gradient is applied.
This theory captures correctly the initiation of biofilm spreading. After the
initial vertical growth, the biofilm spreads horizontally. The late stages are
likely affected by the dynamics at the contact line [129][153], that initially can
be overlooked in the model as the biofilm is growing without changing its ra-
dius. If the external gradient perturbs growth without altering it dramatically,
the thin film approximation of the equations of motion described in chapter 2
remains valid, with parameters that now depend on space as well as time:

∂th− K(r, θ)
R
r

[
rh3(gh)r

]
r
= g(r, θ)h (3.1)

where h(r, θ, t) is the height of the biofilm at location defined in polar coor-
dinates by the distance from the center r and azimuthal angle θ and time
t; g(r, θ, t) is biomass production rate; R is biofilm radius and K(r, θ) is the
sole non-dimensional parameter of the theory and depends on the equilibrium
with the external environment:

K =
1

3(1− φ∞)2
µw

µb

h3
0

ξ2
∞R0

(3.2)

Here φ∞ and ξ∞ are the biomass volume fraction and mesh size in the
biofilm when this is in equilibrium with the agar, hence these quantities de-
pend on the environmental conditions; µb and µw are the dynamic viscosities
of biomass and water respectively; h0 and R0 are the initial height and radius
of the biofilm. Equation 3.1 is a non-linear diffusion equation with biomass
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Colors indicate 5 different simulations obtained for different values of K from 10−5 to
10−1 color coded from dark blue to yellow. (A) evolution of biofilm radius in time com-
pared with theoretical prediction from self similar solution; (B) exponential growth of
volume normalized by its initial value; (C) Profile of the biofilm after 5 division times,
with indication of the point of maximum slope, defining biofilm radius; (D) evolution of
maximum slope in time, plateauing at a finite value, as expected; (E) plateau value for the
slope as a function of the parameter K. The larger K, the smaller the slope and the faster

the spreading.

FIGURE 3.2: Results of finite difference simulations of equation 1
with constant parameters g and K recovers the self similar solu-

tion obtained in[129].
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Left column: Biofilm profile after 5 division times, t = 5/g0, normalized by bulk height
at time 0 (h0), obtained from numerical simulations of equation 3.3 with g and K varying
in space. Right column: profile of g and K in space, normalized by their values g0 and
K0 at the left edge. (A) At constant g and varying K the biofilm translocates toward the
osmotic gradient; (B) at constant K and varying g the biofilm translocates against the
osmotic gradient; (C)-(D) when both g and K vary, the direction of translocation depends
on which of the two parameters dominates. (E) Sketch of gradients in the biofilm: at high

osmotic pressure, K is expected to increase and g is expected to decrease.

FIGURE 3.3: Biofilm profile for different g and K.
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growth and variable coefficients and cannot be solved analytically. We solve
this equation with the built-in Matlab routine pdepe (which uses finite element
methods to compute derivatives in space and an implicit scheme for time in-
tegration) [132]. We use a large domain, with no flux condition at r = 0 and
h = 0 for r → ∞. Note that this last boundary condition causes the maxi-
mum slope of the biofilm to saturate at a finite level, as predicted in [129]. The
effects of varying environmental conditions can be understood by comparing
simulations with different values of g and K, considered constant in space. In
this case, we recover the results of [129] (see Fig. 3.2). Given g, larger K cor-
responds to faster expansion (compare purple and yellow in Fig. 3.2C). On
the other hand, if K is kept constant, larger g corresponds to faster expansion,
see e.g. green curve in Fig. 3.2A, where radial growth is shown as a function
of gt, hence when g is large, expansion occurs at an earlier dimensional time
t. To confirm this picture and illustrate the effects of an uneven osmotic envi-
ronment on biofilm morphology, we simulate eq. 3.1 in one dimension, which
reads:

∂th− K(x)R[g(x)h3hx]x = g(x)h (3.3)

where h(x, t) is the height of the biofilm as a function of distance from the
center, x, and time t. We solve this equation with Dirichlet boundary condi-
tions at x → ±∞, and using different forms of the coefficients K and g with
x. Fig. 3.3 shows that when g is constant the biofilm expands toward large K
(panel (A), left and right), whereas when K is constant the biofilm translocates
toward large g (panel (B), left and right). But when a biofilm is exposed to
gradients of osmotic pressure in the environment, both K and g vary in space
with an opposite pattern (see sketch in Figure 3.2(E)). K varies because of the
physics of osmotic equilibrium: regions of the biofilm in contact with a higher
osmotic potential have large K because equilibrium with the environment oc-
curs at a larger biomass volume fraction φ∞ and smaller mesh size ξ∞. From
the relation 3.2 it is clear that K in these regions is large, as (1− φ∞) and ξ∞

would be very small. Conversely, K at low osmotic pressure is small. On the
other hand, biological response to osmotic pressure is expected to affect g in
the opposite way: [124] demonstrated that B. subtilis pellicles downregulate
matrix expression at large osmotic pressure, hence g is large when the osmotic
pressure is small. Additionally, nutrient flows into the colony due to osmoti-
cally driven water flow, and this effect is larger at low environmental osmotic
potential, which will further enhance growth in these regions (as shown in
[178]). In summary, physics causes K to be disproportionately large at high
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osmotic pressures, which works to push biofilms toward these regions. Biol-
ogy works in the opposite direction, causing large g at low osmotic pressures
and pushing the biofilm that way. Who wins? Whether the biofilm translo-
cates toward or against external osmotic environments depends on the relative
magnitude of variations in g and K; in Figure 3.3(C-D) I show two examples
where either g or K wins. At later stages, the detailed dynamics of the con-
tact line must be modeled in order to obtain predictions for the spreading rate.
Osmotic spreading pushes the biofilm outward; but once spreading starts, the
bulk soon reaches the contact line, and radial expansion slows down with re-
spect to the exponential prediction put forward in [129]. In this regime, the
contact line likely limits expansion and the details of the wetting properties of
agar with and without added polymers should be considered [153]. In partic-
ular, the spreading velocity in this case is linear in the wettability parameter
that measures the relative importance of wetting and entropy, and can be in-
ferred from the contact angle, the height of the prewetting layer and the mesh
size [153]. Experiments including the full profile of the biofilm are beyond the
scope of my thesis and are left for future studies.

3.3 Heterogeneous agar plates

As the goal of my thesis is to investigate what happens to bacterial growth in
contact with a gradient of osmotic pressure, it is important to ensure repro-
ducibility of osmotic pressure gradients in a gel medium. In subsection 2.3.2
I presented the numerical simulations I developed to predict the concentra-
tion of a molecule, diffusing in agar, when a gradient is imposed at its bottom.
Here I will list all the experimental results I obtained using the final prototype
of my setup. Results of experiments using the old prototype are discussed in
Appendix A.

3.3.1 Fluorescein gradient

Fluorescein is an organic dye usually available in the form of red powder,
that once dissolved in water gives it a yellow to green color, depending on
the quantity used. To test if the experimental setup was correctly generating
chemical gradients, we decided to first use solutions of fluorescein and water,
so that the eventual gradient could be quantified through image analysis. For
the substrate, I used distilled water solidified with 1.5% agar. For the solutions
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(A) Raw color picture of
agar with gradient of flu-
orescein and xyz refence

used.

(B) Green color channel of
image in (A). Areas 1 to 4
are selected to be analyzed.

FIGURE 3.4: Test of fluorescein gradient. Scale bar: 1 cm.

in the bottles, I used distilled water combined with linearly increasing con-
centrations of fluorescein and PEG. Fig. 3.4a is the picture of the agar surface
at the end of the experiment, exposed to a UV light source. The experiment
was conducted for 24h. I took the picture with a Canon EOS 450D using an
exposure time of 1/4 s. As fluorescein emits in the green color wavelength
(λ = 520-530 nm), I split the RGB color channels and I analyzed with ImageJ
only the green channel. Fig. 3.4b shows the green channel extracted from the
picture in Fig. 3.4a. In order to verify that the gradient does not depend on
the position along the y-axis, I selected four areas (1 to 4 in Fig. 3.4b) and com-
puted the light intensities averaged in the y-direction, across these four areas.
The light intensity incident on the biofilm, I0, is computed summing the aver-
age of the image intensity in the blue and the red channels of Fig. 3.4a. For a
uniformly concentrated layer of fluorescein solution, the intensity of the signal
I/I0 depends on the concentration of fluorescein. In Fig. 3.5 I/I0 is plotted
as a function of x is shown for the four areas, demonstrating that the gradient
depends on x only, as expected. The color code used in fig. 3.4b and 3.5 is sim-
ilar: light colors correspond to areas next to the inlet (area 1) and progressively
darken towards the outlet (area 4). The small spikes in the image correspond
to artifacts for the presence of channels. Indeed, once disconnected from the
fluid circuit, channels get filled with air and appear brighter than the agar gel,
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FIGURE 3.5: Light intensities of the green channel in the areas
selected in 3.4b normalized with respect to the sum of the light
intensities of the blue and red channels values in the same areas.

which corresponds to a larger value in the grey scale. These data show that
the gradient is stable along the y direction of the setup and preserves the linear
slope imposed across the channels.

3.3.2 Osmotic gradients: tests

To run tests on the gradient of osmotic pressure, I poured distilled water so-
lidified with 1.5% agar in the setup and I prepared solutions with distilled
water combined with concentrations of PEG 200 ranging from 0% to 5% v/v
concentration. I chose to avoid using MSgg [8] for these test in the interest of
time and also because the compounds required are much more expensive and
longer to prepare than simple mixtures of water and PEG. Fig. 3.6 shows the
average values of osmolarity in mmol/kg on the top surface of the agar, mea-
sured with the vapor pressure osmometer as described in Chapter 2. Fig. 3.6
represents the average concentration of PEG molecules as a function of x, at
different times from the beginning of the experiment (left column: 0h black,
24h magenta, 48h cyan) and at different distances from the inlet (right column:
2.5 cm from inlet red, 2.5 cm from outlet blue, note setup is 10 cm long. The xyz
reference is the same as used in Fig. 2.6 and 3.4a. At two different distances
from the inlet, concentration was measured in eight points, by placing eight
filters at the x coordinates of the channels, as in Fig. 2.6. Fig. 3.6a shows the
average and standard deviation in the case of a linear gradient obtained across
three trials. Fig. 3.6b and fig. 3.6c show test performed imposing a step and a
spiked gradient respectively.
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(A) Linear gradient in time and space

(B) Step gradient in time and space

(C) Spiked gradient in time and space

Left: values of osmolarities obtained by averaging over the two lines, one closer to the in-
let and one closer to the outlet (see sketch in Fig. 2.6). Dots: Black: agar 0h, magenta: agar
24h, cyan: agar 48h, green circles and dashed lines: solutions flowing through channels
for 48h. Right: values of osmolarities obtained by averaging measures at 24h and at 48h.
Red dots: agar close to inlet, blue dots: agar close to outlet, Red diamonds: agar close to
inlet at 0h, blue diamonds: agar close to outlet agar close to inlet at 0h. Green circles and

dashed lines: solutions flowing through setup.

FIGURE 3.6: Left: values of osmolarities measured at different
times. Right: values of osmolarities measured at different loca-
tions on the setup. Shades represent standard deviation (A) and

standard error ((B) and (C)).

These two tests were performed once, to verify that it is possible to impose
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(A) Test linear gradient. (B) Test step gradient.

FIGURE 3.7: Data of osmolarities compared to result of numerical
simulation.

gradients with different shapes. I have two measures for each experiment.
In Fig. 3.6b and Fig. 3.6c, the dots represent the average between these two
values and the shades represent the absolute difference between the two values
measured for each point.

All the gradients represented in 3.6 show good agreement with the concen-
trations imposed in the different channels, stability over a long period of time
(left column) and over a the setups length (y direction) (right column). In all
panels in 3.6, the green dots represent the PEG concentration in the solutions
flowed though the channels. Concentration in the solutions results slightly
smaller than the concentration in the gel. Part of the reason is because the gel it-
self generates a non-zero value of osmolarity, probably because not all the agar
polymers are entirely cross-linked, and some may dissolve thus contributing
to the effective concentration. Part of this discrepancy can be attributed to in-
strument limitations when measuring effective concentration values between
0 and 200 mmol/kg. This effect is visible also from superposition of data with
numerical simulations (Fig. 3.7a and 3.7b), but disappears when using MSgg
instead of pure water, as osmolarity values are higher than 200 mmol/kg (see
Fig. 3.10). I simulated the gradient imposed at the bottom fitting the real data
with straight lines. I cannot correct for osmolarity caused by the agar gel, be-
cause the osmometer is not reliable at small concentrations. Except for this
shift, simulations agree well with real data in this case as well.

A big advantage of our millifluidic device, is that it is expected to be ex-
tremely robust with respect to changes in the flow rates across the different
channels. The flow rate should simply be non-zero, but different flow rates
will not impact the dynamics. Indeed, solutions need to flow in the channels
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in order to preserve a fixed boundary condition for the concentration of poly-
mers. As long as the flux is non-zero, and fast enough so that polymers in
the channels are neither diluted nor concentrated, the system is expected to
preserve the imposed gradients. In order to verify this expectation, I also mea-
sured the flow rates at the end of the millifluidic circuit. Fig. 3.8 shows the flow
rate measured in µL/min and the correspondent averaged osmolarity values.
Both flow rate and osmolarity are shown as a function of channel position in
order have the same horizontal axis in 3.8a and 3.8b. The osmotic gradient is
stable despite large fluctuations in flow rate, hence there is no apparent corre-
lation between flow rate and osmolarity on top of agar, as expected.

Linear gradient Step gradient Spiked gradient

(A) Flux rates measured at different times during the experiments. Black: 1h, magenta: 24h,
cyan: 48. Green dots and line: average, Green shade: standard deviation

(B) Measures of osmolarity averaged across 48h. Red: average osmolarity in agar; green dots
and lines: osmolarity in the solutions. Red shade: standard deviation.

FIGURE 3.8: Osmotic gradients are robust with respect to the so-
lution flow rate in the channels. Left: linear gradient, average

over 3 samples, center: step gradient; right: spiked gradient.

3.3.3 Osmotic gradients in experiments with biofilms

In experiments with bacteria, it is not possible to measure concentration of
polymers on the surface of agar during the advancement of the experiment,
because this would certainly perturb biofilm growth and cause contamination.
Instead, I measured the effective concentration at the end of each experiment.
Each experiment lasted from 30h to 48h. I prepared eight different solutions of
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(A) Experiment with flux and no gradient (B) Experiment with flux and gradient

FIGURE 3.9: Values of osmolarities for injected solutions and agar
in two different experiments. Black: flowed solutions; red: agar.

Shades: standard deviation.

MSgg medium with a variable amount of PEG 200 Da, and I measured poly-
mer concentration using the vapor pressure osmometer as described in section
2.3.3. In Fig. 3.9 the black circles and lines represents the osmolarity measured
in the solutions flowed into the channels, whereas the red circles and lines rep-
resent the osmolarity measured on agar. For the control experiments in Fig.
3.9a, I used eight solutions of MSgg with no PEG and data are average values
from in three different setups. For the experiments in Fig. 3.9b, I used four
solutions of MSgg with 5% vol/vol concentration of PEG 200 flowed in four
channels (−30 < x < 0 mm) and four solutions of normal MSgg flowed in the
other four (0 > x > 30 mm). The data are collected from six setups. The values
of concentration measured in the control experiment in the absence of gradi-
ent (Fig. 3.9a) are comparable to those in the x > 0 region of Fig. 3.9b, which
further confirms reproducibility of the data. There is good agreement between
the measured gradient and the one expected from numerical simulations of
diffusion in agar, as shown in Fig. 3.10. Concentration of PEG at the bottom of
agar undergoes an abrupt change at x = 0 as imposed by the concentrations
in the channels; this abrupt change is smoothed out by diffusion, and results
in a more gradual osmotic gradient at the top surface of agar. Data accord well
with predictions with only slight deviations between x = 15 cm and x = 0 cm.
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FIGURE 3.10: Superposition of real data over numerical simula-
tion of diffusion in the xz plane. Blue dots: border condition im-
posed at z = 0; red small dots: numerical solution at z = H; red
big dots: osmolarity measured on agar, black dots: osmolarity of

liquid solutions injected; shades: errorbar.

3.4 Morphology of biofilms growing on osmotic gra-

dients

The data produced during an experiment consist in a collection of 8-bit greyscale
pictures of (1280 × 1024) pixel resolution, taken with a frequency of 1 pic-
ture/hour. An example of the resulting pictures is given in Fig. 3.11 for dif-
ferent experiment cases. Rows represent different conditions in the substrate.
Columns represent time when the picture was taken. I analyzed the images
using the methods described in section 2.6. Data analysis yielded (i) binary
images of the colonies surfaces, (ii) the surface area, (iii) the coordinates of the
centroid positions and (iv) the stack position (which corresponds to the time
from the beginning of the experiment).

3.4.1 Temporal evolution of area

Fig. 3.12 represents the average surface area of a biofilm in time. Differ-
ent colors correspond to different experiments, where biofilms were grown:
in the presence of flux and osmotic pressure gradient (red), in the presence
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FIGURE 3.11: Examples of images collected during different ex-
periment, at progressing hours, for different substrate conditions.

of flux and no osmotic pressure gradient (blue), in Petri dishes with normal
MSgg-agar medium (yellow), in Petri dishes with MSgg-agar and a homoge-
neous concentration of 2.5% v/v PEG 200 Da (cyan) and in Petri dishes with
MSgg-agar medium and a homogeneous concentration of 5% v/v PEG 200
Da (green). At initial times (6-12h), biofilms growing in setups with flux (red
and blue) and controls growing in Petri dishes at different conditions (yellow,
cyan and green) show a similar behavior. After 12h, the biofilms in the Petri
dishes grow slower than biofilms in setups. This can be related to nutrient
limitation in the Petri dish. The difference in rate of growth between biofilm
in petri dishes on normal MSgg-agar medium and biofilm in petri dishes on
MSgg-agar medium and PEG can be imputed to the higher osmotic pressure in
mediums with PEG, that limits suction of water and nutrients by the biofilm,
and that is in agreement with [7]. This last phenomenon happens also in pel-
licules grown on MSgg liquid medium [124].

The analysis of the average surface area of biofilm colonies contain no in-
formation about a potential translocation of the biofilm in the direction of the
gradient, which is the essential feature I target with my experiments.

3.4.2 Biofilm translocation on osmotic gradients

To quantify the displacement, I used a custom-made Matlab script that reads
the binary image of a single biofilm produced with ImageJ as input. It selects
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FIGURE 3.12: Evolution of area of the biofilms with time. Red:
bacteria in setup with gradient; blue: bacteria in setup with flux
without gradient and without PEG; yellow: bacteria in petri dish;
cyan: bacteria in petri dish with 2.5% PEG 200 Da; green: bacteria
in petri dish with 5% PEG 200 Da. Shades: standard deviation.

the mask of the biofilm for each snapshot and define its contour (with the in-
struction contour()). The script then calculates the center of mass as the average
of the x and y coordinates of the pixels within each mask. Finally, the scrips
plots the contours and centers of mass of the biofilm.

Fig. 3.13 (top) shows two examples of biofilm contours and centers of mass
at different times, as well as the corresponding concentrations in the agar (bot-
tom). Contour and center of mass are shown for t= 12h, 18h, 24h and 30h, color
coded from yellow (12h) to blue (30h). Initially, a drop of bacteria suspension
is deposited in at coordinate x = 0, which is where the biofilm eventually ap-
pears: hence the biofilm is centered initially at the center of the slope of the
osmotic gradient in the agar. Fig. 3.13a shows no significant displacement of
the center of mass of the biofilm, consistent with the fact that this colony is
growing in an homogeneous osmotic environment in the absence of a gradi-
ent. On the contrary, Fig. 3.13b shows that the center of mass of the biofilm
shifts toward the positive x values with time, hence moving against the os-
motic gradient. Fig. 3.14 shows all the biofilms I grouped for experimental
condition. Fig. 3.14A shows biofilm grown in contact with a step gradient (see
Fig. 3.13b), 3.14B shows controls grown on Petri dish with MSgg-agar, 3.14C
shows controls grown on Petri dishes with MSgg-agar with 2.5% v/v PEG 200
Da and 3.14D shows controls grown in the millifluidic setup with flow and no
gradient (i.e. all bottles contain MSgg medium and no PEG). For visualiza-
tion purposes, I show snapshots every 6h, color-coded from yellow (12h) to
blue (30h). Nine out of eleven biofilms grown in contact with the step gradient
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(A) Experiment with
flux and no gradient

(B) Experiment with
flux and gradient

FIGURE 3.13: Top row: corresponding example of biofilm con-
tour and center of mass evolution over time. Contours are plotted
at 12h (yellow), 18h, 24h and 30h (blue) in each column. Bottom
row: average values of osmolarities for injected solutions and
agar in two different experiments. Black: flowed solutions; red:

agar. Shades: errorbar.

show a significant shift in the position of the center of mass, whereas controls
grown in contact with a homogeneous environment show no displacement of
the center of mass. To move beyond visualization, the next step consisted in
quantifying the displacement of the center of mass.

As shown in 3.14A, the displacement of the center of mass occurs both in
the x and y direction. I then compared biofilm translocation along the direc-
tion of the gradient (x) and orthogonal to the direction of the gradient (y) (see
Fig. 3.15). I used the centroid positions obtained from the ImageJ analysis de-
scribed in the previous chapter and calculated the average displacements in
the horizontal and vertical directions for each biofilm. Fig. 3.15 represents the
average displacements along x (red) and y (blue) with their respective standard
deviations for all the different experiment conditions. Fig. 3.15a shows the ex-
periment with the step gradient: in 8 out of 11 biofilms, the center of mass
first translocates slightly towards higher osmotic pressure (0.05 to 0.76 mm),
contributing to a slight negative translocation of the center of mass (which is
not significant when averaged over all colonies, as this transient occurs at dif-
ferent times for each colony and not for all colonies). Eventually, all colonies
tranlocate toward the positive x-axis (average displacement (1.9 ± 0.9) mm,
whereas the average displacement of the center of mass along y remains close
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FIGURE 3.14: Biofilms analyzed (A) in presence of flux and os-
motic pressure gradient , (B) in Petri dishes with normal MSgg-
agar medium, (C) in Petri dishes with MSgg-agar medium with
2.5% v/v PEG 200 Da (D) in presence of flux and no osmotic pres-

sure gradient

to zero. This analysis shows that while the biofilm translocates reproducibly
along the x direction where the osmotic gradient is imposed in the agar, it
may translocate sometimes toward the inlet and sometimes toward the outlet
which results in no net y displacement on average. This comparison supports
the hypothesis that the displacement of the center of mass is mainly driven by
the external osmotic gradient and not by potential artifacts including e.g. a
water flux on the agar surface caused by the underlying millifluidics. Controls
grown in homogeneous osmotic environments show no displacement (see Fig.
3.15b). This result further corroborates the hypothesis that osmotic gradients
drive the observed displacement.

3.4.3 Biofilm contour

In order to complement the information regarding displacement, I proceeded
to compare the shape of the contour. I first defined the location of each point on
the contour labeled by its angular position θ ∈ [−π, π] with respect to the hori-
zontal line as sketched in Fig. 3.16. Consistent with the convention throughout
the thesis, the positive x-axis corresponds to θ = 0, and defines the direction
where I impose the external osmotic gradient. For each snapshot, I computed
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(A) Experiments with gradients. (B) Controls with no gradient.

FIGURE 3.15: Displacement of the center of mass. Red: displace-
ment along the x direction; blue: displacement along the y direc-

tion.

the distance ρ(θ) of each point on the contour from the center of the biofilm
defined at t=0 (shown in Fig. 3.17 center). To compare different biofilms, I nor-
malized surface area to unity, and defined the normalized biofilm contour by
calculating the normalized distance ρ∗(θ) (shown in Fig. 3.17 right). For a per-
fectly circular biofilm, ρ∗(θ) = 1/

√
π for all values of θ and all times, whereas

deviations from a circular biofilm correspond to deviations from this flat line.
Fig. 3.17 shows the results of this analysis. Rows represent different con-

ditions; columns represent from left to right: an example of biofilm contours
and centers of mass for each condition, ρ(θ) and ρ(θ)∗. As for the previous

FIGURE 3.16: Scheme of the convention for the angle θ ∈ [−π, π]
that defines points along biofilm’s contour.
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results, time is color-coded from light green (12h) to dark green (30h). Dashed
lines and shades correspond to average and standard deviation of biofilm con-
tour computed on all biofilms grown under the same conditions. In the third
column the scale is the same for all figures. These results show that when a
gradient of osmotic pressure is applied (Fig. 3.17a), ρ increases faster in the
region near θ ≈ 0 corresponding to low osmotic pressure, and more slowly in
the regions near θ ≈ π corresponding to high osmotic pressure. Consistently,
ρ∗ > 1/

√
π near θ ≈ 0, whereas ρ∗ < 1/

√
π near θ ≈ π. Note that the very

first curve in Fig. 3.17a (light green) shows a weaker pattern in the opposite
direction that is ρ∗ . 1/

√
π near θ = 0 and ρ∗ & 1/

√
π near θ = π that is

consistent with the initial translocation toward higher osmotic pressure show
in Fig. 3.15a.

None of the controls produced a significant deviation from the circular
shape. Biofilms grown in the millifluidic device with no imposed gradient (Fig.
3.17b) appear more noisy than controls in Petri dishes (Fig. 3.17c,3.17d,3.17e).
This is likely a genuine effect, although I did not pursue quantification of bor-
der instabilities, which would require much more statistics (in Fig. 3.17b, I
am including data for two colonies). Deviations of the normalized distance ρ∗

from 1/
√

π are present at early times, likely due to the initial condition, and
vanish at later times when both colonies become circular. In all the other cases,
when a gradient is not applied and biofilm are growing in Petri dishes (Fig.
3.17c,3.17d,3.17e), the value of ρ∗ is stable around 1/

√
π for the entire length

of the experiment and the errorbar is very small. These results confirm that
biofilms may translocate first, transiently, toward osmotic gradients, but they
eventually move against osmotic gradients imposed in their environment.

3.5 An interesting observation to be analyzed fur-

ther

In the analysis I presented above, I focused on the first 30 hours of the ex-
periment. In fact, at later times, I reproducibly observed an interesting phe-
nomenon that deserves further inspection. Fig. 3.18 shows a typical old biofilm
growing on my millifluidic device with the step gradient osmotic pressure as
described above. Contamination appears reproducibly in all of my experi-
ments under these conditions and I observe new colonies of what clearly ap-
pears as B. subtilis biofilm across the entire surface. I hypothesize that this
phenomenon is driven by one biological and one physical factor. On the one
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(A) Experiments on millifluidic setup with flux and a step gradient of PEG 200 Da.

(B) Controls on millifluidic setup with flux and no osmotic gradients.

(C) Controls in Petri dishes with MSgg-agar.

(D) Controls in Petri dishes with MSgg-agar and PEG 2.5%.

(E) Controls in Petri dishes with MSgg agar and PEG 5%.

Figure 3.17: Left: An example of biofilm contour and relative center of mass. Center:
< ρ(θ) > at 12h,18h,24h,30h. Right: < ρ(θ)∗ > obtained by normalizing the surface area

of the biofilm to 1 at 12h,18h,24h,30h. Horizontal axis corvers the range θ ∈ [−π, π].
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FIGURE 3.18: Example of contamination appearing at late times
in one of the experiments with gradients.

hand, large osmotic pressures have been shown to inhibit matrix production
in a KinD dependent way. Correspondingly, B. subtilis cells at high osmotic
pressure transition quickly into sporulation, earlier than on low osmotic pres-
sure [124]. However, a quick and potentially more effective sporulation is not
sufficient to explain the contamination shown in Fig. 3.18. Indeed, I only ob-
serve this effect on my millifluidic setups, and not in control experiments on
Petri dishes with any percentage of PEG. I hypothesize that enhanced sporu-
lation is coupled to additional physical effects that allow spores to spread on
the millifluidic device. Although in the interest of time I did not pursue fur-
ther experiments, I believe this will be an interesting direction to understand
biofilm disassembly and spore dissemination.

3.6 Conclusions

All the results are in good agreement with the hypothesis that biofilm spread-
ing depends on gradients of osmotic pressure. The prediction from previous
results [129] [153] is that biofilms translocate toward or against external os-
motic gradients depending on the relative importance of three effects. (i) Equi-
librium with the environment depends on the osmotic pressure in the sub-
strate; at larger osmotic pressure, the biofilm is in equilibrium with the sub-
strate at large biomass concentration and small mesh size. This effect causes
the bulk of the biofilm to initiate expansion more quickly at large osmotic
pressure, hence pushing the biofilm toward the external osmotic gradient. (ii)
On the other hand, osmotic spreading pushes the biofilm towards the regions
where the biomass growth rate is larger. And because biofilms overexpress
matrix at low osmotic pressure, this effect pushes the biofilm against osmotic
gradients. This effect is at play both at osmotic spreading initiation [129] and
at later stages dominated by the dynamics of the contact line [153]. (iii) At
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these late stages, gradients in the wetting properties of the substrate may also
be relevant [153].

My results suggest the following hypothesis: (i) may often cause a small
translocation toward large osmotic pressure at early stages, although the effect
is small, but then (ii) and potentially (iii) take over, and eventually the biofilm
translocates reliably toward small osmotic pressure.

These results suggest further experiments to corroborate this picture: it
would be interesting to monitor matrix gene expression on these heteroge-
neous environments, as well as measuring the height of the biofilm close to
the contact line to measure contact angles and monitor potential gradients in
wetting induced by either the external environment or the biological response.
With the protocol I developed, it is now possible to first tune the conditions
(temperature, agar medium, polymer concentration) to maximize this effect,
ad then observe the effect of other shapes of osmotic gradients. Potentially, this
could lead to principles to develop controlled patterning of biofilm growth on
surfaces, which could be used in the long term to direct biofilm growth toward
or away from regions of interest.

Osmotic spreading is a fundamental physical mechanism and applies to
other species of bacteria and fungi [28] [154][178]. Hence the methodology
and ideas developed here could be applied to other species to ultimately test
whether biofilms take advantage of osmotic spreading to direct growth toward
the best conditions for their growth.
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Part II

Fungal Spore dispersal
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Chapter 4

Introduction

So far, I have focused my research on understanding how bacteria translocate
when they are in contact with a gradient of osmotic pressure. In this second
part, I will introduce another research topic that I decided to address, the spore
dispersal in a particular phylum of the fungal kingdom, called Basiodiomy-
cota. This part of my research took about ten months of my PhD, and it was
conducted in strict collaboration with Prof. Anne Pringle and her group at
University of Wisconsin-Madison, where I spent eight months between 2016
and 2017.

Fungi, together with Animals and Plants belong to the Eukaryota domain.
These organisms usually grow in soil and dead matter and include among
them molds, yeasts and mushrooms. They have an important role in ecology,
as they can be saprotrophs (i.e. they break down decomposing matter in sim-
pler compounds), mutualistic symbionts of animal and plants or parasites. As
symbionts, they have an important role in exchanging nutrients with plants,
in a symbiotic association where the fungus provides phosphorus and other
compounds from the soil and the tree provides carbohydrates from photosyn-
thesis (mycorrhizal association). They are widely employed in food industry:
yeasts are used for bread, wine and beer fermentation. Finally, they are also a
source of food in the form of edible mushrooms and truffles [169].

Interestingly, Fungi were classified as part of the Plants kingdom from the
beginning of taxonomy classification by Linnaeus in 1735 [84] until exactly
50 years ago [172]. The mistake seems understandable when we think about
fungi, especially mushrooms: they are motionless, rooted into earth and they
disperse spores like plants disperse seeds. But despite looking more similar
to plants at first sight, they are genetically closer to animals [161] and may
have separated from them about 900 million years ago [5]. Unlike plants, they
do not photosynthesize and they are heterotrophs, i.e. they require to absorb
nutrients from the external environment. The main component of the fungal
cell wall is chitin, rather than cellulose found in plants. But, similar to plants,
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FIGURE 4.1: Sizes of fungal spores and other airborne particles.
Some species are wind dispersed (e.g., Puccinia graminis), while
others have other means of dispersal (e.g., Gigaspora rosea). The
smallest plant seed, Wolffia angusta, the pollen grains of Hibiscus
syriacus and T. aestivum, and a glomerospore of the arbuscular
mycorrhizal Gigaspora rosea are provided for comparison. Species

labeled with an asterisk are not fungi [44].

fungi also have a cell wall, although their composition is different. As fungal
cells are more closely related to animal cells than bacteria are, it is difficult to
develop antifungal drugs effective against fungal cells without the side effect
of impacting also human cells.

This kingdom expresses a huge biodiversity, however, little is known about
its true extension. The real number of existing species is estimated to be be-
tween 500,000 and 10 million [58]. Different species are able to survive in very
different environments. This resistance and distribution ensures the presence
of fungi all over planet Earth and affects most ecosystems [30], as fungi are
major decomposers, but can be also pathogenic. In recent years, new fun-
gal diseases affecting crops and animals have started to attract the interest of
researchers more and more, as they cause losses of million of dollars of food
waste and affect animal survival and ecosystem equilibra [109] [75] [39]. Fungi
are mainly immobile and hidden within a substrate. In the case of mushrooms,
the fruiting body is only a small part of the whole fungus, compared to the
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(A) The basidiocarp develops from a secondary mycelium and produces an high number
of basidia on the surface of its gills beneath the cap of the basidiocarp (B). (C) Badidia mat-
urate and combine their nuclei (karyogamy), producing a zygote with a diploid cell. (D)
Through meiosis, each basidium produces four basidiospores, each containing a single
haploid nucleus. (E) Basidiospores are discharged by the surface-tension catapult mech-
anism. (F) Discharged basidiospores germinate to form haploid (monokaryotic) mycelia
with simple transverse septa. (G) Plasmogamy (i.e. the fusion) between the hypha and
the oidium forms a dikaryotic mycelium. If environmental conditions allow it, the dikary-

otic mycelium eventually produces a basidiocarp (A).

FIGURE 4.2: Semplified diagram of the life cycle of a basid-
iomycete, inpired by [169].

mycelium that grows as a net within the soil and whose extension can be of
several square meters. Because of their immobility, their only way to repro-
duce and travel far from a particular location is to release numerous spores in
the air [44]. Spores can be dispersed in such high concentrations that they can
cause allergies and respiratory diseases [76]. Once released, spores are then
carried more or less far away from the sourcing sporocarp by wind. When a
spore lands on a favorable host, it is important for it to be still alive in order to
germinate and extend its life cycle. The colonization of the host happens then
through development of a system of tubes called hyphae, that from branches
to build up the mycelium. However, fungi can grow less frequently also as
discrete yeast cells, thallus or plasmodium [169]. To get an idea of the multiple
shapes spores can have, see Fig. 4.1.

Among fungi, one of the biggest phyla is the one of Basidiomycetes. They
are among the most common fungi and fill very different ecological roles. Most
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of them grow in land soil and have spores dispersed by wind, but some of them
grow in water or marine habitats. They include among them pathogens as Puc-
cinia graminis (wheat stem rust) and Phakospora pachyrhizi (Asian soybean rust),
as well as hallucinogens such as Amanita muscaria and Psilocybe spp. They can
be mycorrhizal associates or saprothophs. The phylum is defined by basid-
iospores. The basidiospores are sexual spores (i.e. the result of nuclear fusion
and meiosis, see Fig.4.2) whose size range is between 3 and 20 µm. They are
packed on the gills of mushroom fruit bodies caps, usually attached in groups
of four (but the number goes from one to nine) to a basidium by subtle excres-
cences called sterigma, connected to a single spore via a hilum. Spore shape
and color can vary from one species to an other, going from almost spherical
and transparent to an almond-like shape with dark pigmentation. The spore
walls can be smooth or jagged [169]. In my work, I focused only on woodland
mushrooms with a gilled cap. This part of my thesis focuses on how the spores
of Basidiomycetes may be related with the mushroom gills morphology. In the
next section I will explain more in detail how these spores are released by the
fruit body for most of the Basidiomycetes species.

4.1 Basidiospore discharge

Most of the Basidiomycetes use as dispersal mechanism for their spores a sys-
tem know as ballistospore discharge, or surface tension catapult, where the
spores are actively ejected away from basidia. This mechanism was originally
proposed by Buller [14] and Ingold [59]. Typically, the ejection happens once a
drop of liquid, known as Buller’s drop and formed extracellularly at the base
of a spore, reaches a critical size and collapses onto another drop, called adax-
ial drop and formed above Buller’s drop, along the longitudinal axis of the
same spore [99] [116]. This coalescence produces a larger liquid drop that ef-
fectively reduces the total surface of the two drops. The released energy is
thus converted to kinetic energy transmitted to the spore, which is ejected hor-
izontally away from the basidium and the gill (or pore) that held it within the
mushroom. The spore is rapidly decelerated by air resistance. After travel-
ing horizontally for a short range (typically less than 2 mm), the spore then
falls vertically and ends up underneath the mushroom cap where it can reach
dispersive airflows to be carried away [99]. This trajectory has been named
sporabola, and the horizontal range of the spore right after discharge must be
small enough that spores do not hit the opposite gill surface once ejected. The
discharge of basidiospores has been an interesting phenomenon for scientists
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(A) the spore is attached to the sterigma before the Buller’s drop formation. The black
circle represents the center of mass. (B) The Buller’s drop appears at the hilar appendix
and the adaxial drop forms on the spore wall, both increasing in size. The center of
mass of the spore-drop complex moves towards the hilar appendix. (C) The two drop
coalesce, the center of mass of the spore-drop complex moves rapidly away from the hilar
appendix and the spore-drop complex acquires kinetic energy and momentum thanks
to the reduction of surface energy, exerting a force on the sterigma (F). The spore-drop

complex is thus ejected away from the hilar appendix.

FIGURE 4.3: Sketch of the events associated with ballistospore
discharge. Image readapted from [169].

since over a century by now. It was first observed by Schmitz in 1843 [127].
The first one to observe this mechanism in more detail was Buller at the begin-
ning of the 20th century. He described the development and the discharge of
a spore, observing the secretion of a drop at the hilum (the junction between
the spore and its sterigma) preceding the discharge of the spore together with
the drop [14]. Further statements need to wait up to the arrival of camera
recording. Webster et al. presented photographic evidence of a drop of liquid
forming at the hilar appendix right before discharge, proposing a two-phase
mechanism for spore ejection: the first phase involves the liquid drop wetting
the spore surface, acquiring momentum; the second involves the sharing of
momentum and movement of the center of mass of the spore-drop complex
due to the rapid wetting. This redistribution of mass and consequent result-
ing momentum is what ejects the spore-drop complex away from the sterigma
[167]. Pringle et al. discuss a similar mechanism where the energy and di-
rectional momentum of the drop-spore complex are given by the release of
surface tension at the moment of coalescence between Buller’s drop and a sec-
ond drop present on the side of a spore (adaxial drop) [116]. The two merging
drops coalesce and move to the distal end of the spore, exerting a force on the
sterigma, generating a rotation of the spore towards the drop and the follow-
ing ejection [116]. Noblin et al. proposed a four-stage ballistospore ejection
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mechanism. This starts with the growth of the Buller’s drop and the motion of
the center of mass of the spore-drop complex towards the end of the sterigma.
It is then followed by the early coalescence of the adaxial drop and the Buller’s
drop, which generates two forces of equal magnitude but opposite direction
exerted by the spore and the drop. The momentum of the resulting merged
drop is transferred to the spore during the late stage of coalescence, putting
the hilum under tension and eventually breaking it [103]. The common char-
acteristics of the above-described models is that they are purely based on an
energetic balance and give no information about the launching direction of the
spore. Recent publication integrating the model with simulations and exper-
iments states that the Buller’s drop surface reduction releases surface energy
and gives momentum to the spore-drop complex, while the launching direc-
tion is dictated by the spore adaxial plane orientation [85].

4.2 The reasons behind the work

It has long been hypothesized that mushrooms form gills in order to increase
the surface area for spore production, to pack the maximum number of spores
with minimum biomass investment [14] [97] [36]. [97] and [36] modeled the
effects of different gill arrangements on the total surface area for spore pro-
duction. From both models [97] and [36], it appears that the cap radius, the
distance between gills and the gills width affect the most the maximum gill
area. The resulting configurations with the greatest possible packing efficiency
would be that of a single spiral or a Venetian blind gill, that does not appear in
nature, probably because these arrangements are incompatible with the radial
symmetry of the mushroom caps. These works analyze only the fruit-body cap
morphologies of gilled mushrooms, without developing the association with
the size of the spore, although they propose it as a further development.

Some mushroom species form a single array of gills, like Russula cremicolor,
but most of the gilled mushrooms appear to develop secondary gills when
enough space between two primary gills is formed far from the stipe [36]. The
spacing between the gills has an important role in the basidiospores ejection
mechanism. If the distance between two gills is too narrow, once ejected a
spore can impact the opposite gill. Ejection velocity is another key parameter:
if the velocity is too low, the horizontal range that the ejected spore travels will
be too short, and the spore will remain trapped within the gill. To achieve the
optimal morphology (i.e a morphology where the maximum number of spore
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is packed and ejected out of the mushroom cap) the size of Buller’s drop, the
size of the spore and the distance between gills should be finely coordinated.

The study of optimality in mushroom morphology is not new to biophysics.
Previous work on the phylum of Ascomycetes, where ascospores are ejected
out of an ascus (i.e. a fluid-filled sac) through an apical ring, shows that the
dimension of the spores and the apical ring are tightly coupled to minimize
energy losses during ejection [42]. In Basidiomycetes, while spore size and gill
distance may be under genetic control [74], Buller’s drop appears to be formed
extracellularly by water vapor condensation around a hygroscopic substance
execreted from the hilar appendix [170][168]. Whether or how fungi control its
size remains unknown, although data reporting characteristic sizes of Buller’s
drop for different species suggest that individual species control size [37] [116]
[140].

The goal of my work is to obtain new insights in the understanding of bal-
listospore discharge, aiming to better understand the role of the different mor-
phological features involved in this physical process. In particular, I explored
whether the morphologies of gilled mushroom enable maximum packing of
spores within the gills. I collected mushroom of different species and mea-
sured the statistics of spore size and intergills distance to analyze if they corre-
late with each other i.e. if farther gills correspond to bigger spores sizes. The
data were then fitted with theory that relates ejection velocity and flight time
to the horizontal distance traveled by a spore from the moment of launch to the
moment it begins sedimenting out from underneath the gills, as in [14] [116]
[103] [37] [140] [85]. The ejection velocity is obtained through an energy bal-
ance between the surface energy released during coalescence and the kinetic
energy of the spore-drop complex. As result of this balance, velocity depends
on size and densities of the spore and the Buller’s drop. The ballistic distance
traveled by the spore is predicted by combining ejection speed and flight time
of the spore-drop complex before sedimentation begins. Assuming that the cri-
terion for maximum packing is that the spores travel exactly midway between
two gills, from two of three variables among (i) Buller’s drop radius, (ii) spore
radius and (iii) intergill distance, the third one can be predicted. The theory
generates a phase space made up of the three variables that gives the condi-
tion for maximum gill packing. The results of the real data superimposed onto
the phase space will be discussed in the following chapter.
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Chapter 5

Data and theory of maximum
packing for mushroom caps

5.1 Data collection

To compare the theory with real data, I collected mushroom of several species
directly in the field to quantify the distribution of the spore size along the cap
radius and the intergills distance. I collected mushroom from several locations
around University of Wisconsin-Madison Lakeshore Natural Preserve, Madi-
son, WI, and in the Huron Mountain Club, in the Upper Peninsula of Michigan,
MI with the help of the members of Pringle lab. Unfortunately, 2017 was a par-
ticularly dry year, which made the collection of the specimens difficult: most
of the mushrooms I found were too old or too dry to get reliable data out of
them.

To get a spore print from the mushrooms, I separated the cap from the stems
and placed the caps with gills facing down onto a aluminum foil and paper and
left them overnight. I then isolated samples of the spores from different regions
of the spore print: close to the stipe, close to the edge of the cap and halfway
between the stipe edge and the cap edge. I took images of the spores using
confocal microscopy (Zeiss Elyra SLM 780 and Zeiss LSM 710) and analyzed
the images with the Analyze particles command implemented in ImageJ to trace
and measure the area of the spores. I then calculated the average spore radius
as Rs =

√
S/π. To measure the distance between the gills, I took pictures of

the fresh caps before taking the spore prints and then analyzed the pictures
with ImageJ. To analyze the picture, I identify the center of the caps by eye
and then traced manually concentric circles around it. I then used a plugin
command available with ImageJ v1.51 and following called Oval profile. The
command gives as an output the plot of the gills profile along each circle mea-
sured as grey values. I then used a custom made Matlab script to quantify the
intergills distances d as the peak to peak distance minus the half width of the
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peaks. The data show that the spore size changes from species to species, but
does not change along the single mushroom cap. Hence, mushrooms produce
spores of about the same size within the sporocarp. Also the intergills distance
remains constant within the sporocarp, thanks to the appearance of secondary
or tertiary gills towards the edge of the mushroom cap. The only species not
showing this behavior is the Russula spp., that has no secondary gills and shows
an intergill distance that grows linearly with the distance from the stem edge.
Among the species I measured, the intergills distance ranges from 0.25 mm to
1.5 mm, but there is no obvious correlation between the intergill distance and
the size of the mushroom cap. In fact, this work started with the idea of mon-
itoring the variation of spore size in a single individual mushroom fruit body,
and comparing spores of mushrooms with and and without secondary gills.
In species with no secondary gills like in Russula spp. sample, the distance be-
tween the gills increases proceeding from close to the stipe to the edge of the
cap. Hence the dimension of either the Buller’s drop or the spore should vary
across a single individual in order to maintain maximum packing. Unfortu-
nately, I managed to collect only the Russula spp. sample with no secondary
gills, but further work could investigate this point.

5.2 Mathematical model

Ejection velocity. The ejection velocity is calculated from the balance be-
tween the surface energy released during coalescence, that is ~πγR2

B (γ is the
surface tension and RB is the Buller’s drop radius), and the kinetic energy of
the spore-drop complex, obtaining:

v0 = U

√
y2

y3 + β
(5.1)

where v0 is the ejection velocity. y = RB/Rs is the normalized Buller’s
drop radius. β = ρs/ρB is the ratio between the spore density and the Buller’s
drop density. U =

√
3αγ/(2ρBRs) is a velocity scale, where Rs is the radius

of the sphere with the same volume as the spore and α takes into account the
energy dissipated to break the spore apart from the hilum. The size of Buller’s
drop that maximizes ejection speed is derived by imposing the derivative of
5.1 equal to zero and gives ymax = (2β)1/3. If 1 < β < 2, the equation im-
plies that at ymax, 1.26Rs < RB < 1.59Rs. Using values of Buller’s drop of
13 species of basidiomycetes taken from literature, it appears that in nature
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ydata = RB/Rs ' 0.35 ± 0.11, suggesting that this fungi do not eject at the
maximum speed possible predicted from theory, although other species may.

The ballistic range. Once the spore is ejected away from the gill together
with Buller’s drop, air drag causes rapid deceleration of the spore-drop com-
plex and the relaxation time can be approximated by the Stokes time:

τ = T(y3 + 1)2/3 (5.2)

where T = 2R2
s /(9νβ). ν is the air kinematic viscosity. β is the ratio between

the density of air and the density of the spore-drop complex. The complex
is considered to be a sphere with volume equal to the sum of the spore and
drop volumes. After discharge, the spore-drop complex travels an horizontal
distance equal to x = v0τ, after which it stops abruptly and starts to sediment
vertically out from two facing gills, following a "sporabola" trajectory.

Maximum spore packing. To successfully escape the mushroom cap, the
spore must travel far enough to avoid entrapment within basidia and spores
underneath it, but less far than the distance between two gills to avoid entrap-
ment in the opposing gill. Assuming that all gills are reproductive, then the
safety criterion for the intergill distance should be d > 2x. To pack as many
spores as possible and avoid inefficient empty spaces between one gill and the
other, the distance between two gills should be close to the minimum value
d ∼ 2x where d is the intergill distance and x = v0τ. Combining the values of
v0 and τ given in 5.1 and 5.2, we obtain:

( y2
pack

y3
pack + β

)1/2

(y3
pack + 1)2/3 =

β

α

d
Rs

Re−1/2
B (5.3)

where ypack is the normalized Buller’s drop radius and the pedix pack is to
stress that this prediction is valid at maximum packing. 1/α =

√
27/(8α)

and ReB = ν2ρB/(Rsγ) is the Reynolds number based on the spore equiva-
lent radius and the capillary velocity. Eq. 5.3 predicts the relation between
intergill distance d, nondimensional Buller’s drop radius ypack and spore ra-
dius Rs when the maximum packing condition is satisfied. Given the values
of two of the three parameters among d, ypack and Rs (in our case, d and Rs)
eq. 5.3 predicts the third (ypack) under the assumption of maximum packing.
Fig.5.1 shows the numerical solution of 5.3 for ypack color-coded from 0 to 5 for
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FIGURE 5.1: Prediction for normalized Buller’s drop radius at
maximum packing, ypack , obtained by numerically solving Equa-
tion 5.3. ypack is color coded from 0 (cyan) to 4.4 (black). Symbols
correspond to data of intergill distances and spore radii measured

from 8 species collected in Michigan and Wisconsin.

different combinations of intergill distances and spore radii. The color repre-
sents the value of normalized Buller’s drop radius that allows for maximum
packing. The experimental data represent the average and standard deviation
of spore radius and intergill distances across single individuals. The compar-
ison of the experimental data that I collected in this study with the theoreti-
cal prediction of maximum packing shows that real species lie in a region of
the phase space where the Buller’s drop radius that maximizes spore packing
ranges from Rs = 23 to 50%Rs. Previous data in the literature suggest that
Buller’s drop radius scales as RB ∼ 32%Rs. An approximate solution of 5.3
valid at small y is outlined in the paper attached at the end of this chapter and
demonstrate that this linear scaling of Buller’s drop and spore radius implies
intergill distance must scale as R3/2

s for an optimally packed mushroom. All
data up to date are consistent with the hypothesis of maximum spore packing,
suggesting that Buller’s drop radius is finely tuned to control range and speed.
How this fine tuning works in a process that appears to be extracellular and
depending on environmental conditions remains a fascinating question for fu-
ture research. The results I obtained in this chapter are being submitted for
publication to Mycologia.
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Abstract. Basidiomycete fungi eject spores using a

surface tension catapult; a fluid drop forms at the base of

each spore and after reaching a critical size, coalesces with

the spore and launches it from the gill surface. Although

basidiomycetes function within ecosystems as both devas-

tating pathogens and mutualists critical to plant growth,

an incomplete understanding of ballistospory hinders pre-

dictions of spore dispersal and impedes disease forecasting

and conservation strategies. Building on a nascent under-

standing of the physics underpinning the surface tension

catapult, we first use the principle of energy conservation to

identify ejection velocities resulting from a range of Buller’s

drop and spore sizes. We next model a spore’s trajectory

away from a basidium and identify a specific relationship

among Buller’s drop and spore radii, and intergill distances,

enabling maximum packing of spores within a minimal

amount of gill tissue. We collected data of spore and gill

morphologies from wild mushrooms and compared data to

the model. The data of real species suggest that in order to

pack the maximum number of spores into the least amount

of biomass, Buller’s drop should be smaller but comparable

to the spore. Previously published data of Buller’s drop

and spore sizes support our hypothesis pointing and also

suggest a linear scaling between spore’s and Buller’s drop

radii. Morphological features of the surface tension catapult

appear tightly regulated to enable maximum packing of
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spores. Moreover, if mushrooms are maximally packed and

Buller’s drop radii scale linearly with spore radii, we predict

that intergill distance should scale as spore radius to the

power 3{2.

Introduction. Molds, yeasts and mushrooms are
ubiquitous across Earth. Estimates of the number of
fungal species range from 1 to more than 5 million [1]
and fungi in ecosystems function as decomposers, mutu-
alists and pathogens. Emerging fungal diseases endan-
ger crops as well as wild plants and animals, threaten-
ing food security, but also altering forest dynamics and
contributing to the extinction of animals. Losses cost
millions of dollars of damage [2, 3, 4].

Fungal bodies are immobile, typically hidden within sub-
strates. Fungi use spores to reproduce and travel away
from a natal habitat. Spores are carried in currents
more or less far away from a source and when a spore
lands in a favorable environment, it germinates and be-
gins or extends the life cycle. Basidiomycetes are among
the most common fungi, encompassing pathogens like
Puccinia graminis (wheat stem rust) and Phakopsora
pachyrhizi (Asian soybean rust), as well as charismatic
mushrooms like Tricholoma matsutake (matsutake) and
Amanita muscaria (the fly agaric). The phylum is de-
fined by the basidiospore. Typically, basidiospores are
launched via a surface tension catapult. In species with
mushrooms, spores grow in groups of four from basidia
arranged along the gills or pores of a mushroom, each
spore attached to a sterigma. A drop of liquid, known
as Buller’s drop, forms extracellularly at the base of
each spore when water condenses on the spore’s hilar ap-
pendix. Buller’s drop then collapses onto another adax-
ial drop formed along the longitudinal axis of the spore
itself (see sketch in Figure 1). Upon coalescence, surface
energy is converted into kinetic energy and transmitted
to the spore which is ejected horizontally away from the
basidium and sterigma. The spore decelerates to rest
after a few milliseconds and then falls vertically between
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two gills or within the pore.

Figure 1: Diagram illustrating our current understanding of the
surface tension catapult. First, Buller’s drop forms and grows
by condensation at the base of the spore. At the same time, the
adaxial drop grows in contact with the spore also by condensation.
At a critical size, Buller’s drop collapses onto the adaxial drop
and reduces the total liquid surface, thus releasing energy. The
released energy is converted into kinetic energy, catapulting the
spore away from its parent. The size of Buller’s drop, together
with material parameters, determines the speed of spore discharge.
Image adapted from [5]. Condensation onto Buller’s drop and the
adaxial drop is visualized through blue arrows.

Ballistospore discharge is a phenomenon that has fasci-
nated scientists for over a century. It was first observed
by Schmitz [6]. In the 20th century, Buller described the
phenomenon in more detail, observing the development
and discharge of the spore, describing the formation of
the drop at the hilar appendix and the subsequent dis-
charge of the spore together with the drop [7]. The drop
is now referred to as Buller’s drop and the discharge
understood as a “surface tension catapult”. Progress in
understanding of the anatomy and the physics of the sur-
face tension catapult was enabled by the development of
cameras. Webster et al. provided photographic evidence
of Buller’s drop forming at the hilar appendix just before
discharge and proposed a two-phase mechanism for spore
ejection: the first phase involving Buller’s drop envelop-
ing the spore surface, acquiring momentum; the second
involving the sharing of momentum and movement of
the center of mass of the spore-drop complex, a result
of the rapid wetting [5]. Subsequent works modeled the
conversion of surface energy into kinetic energy with dif-
ferent degrees of complexity and imaged ballistospore
launch with progressively faster cameras [8, 9, 10, 11, 12].
Pringle et al. [8] observed coalescence while Noblin et
al. [9] describe the process as encompassing four stages
and estimate approximately half of the total surface en-
ergy is dissipated during launch. Recently, Liu et al.
moved beyond considerations of energy balance to gener-
ate simulations of the fluid dynamics within the Buller’s
drop and the adaxial drop during coalescence, as well as
describe experiments with biomimetic drops [12]. Liu et
al [12] find that coalescence occurs in a regime where vis-
cous dissipation in the Buller’s drop is negligible. Hence
energy is not dissipated to set Buller’s drop in motion,

but presumably to break the spore from the sterigma.
In addition, Liu et al. find that pinning of the contact
line provides directionality for the spore/drop complex
as it ejects away from the originating gill.

It has long been hypothesized that mushrooms form
gills to increase the surface area for spore production
and pack the maximum number of spores into a min-
imal investment of biomass [7, 13, 14]. To achieve an
optimal morphology, the size of Buller’s drop, the size of
the spore, and the distance between gills must be finely
coordinated. While spore size and intergill distance may
be under genetic control [15], Buller’s drop forms extra-
cellularly [16]. Whether and how fungi control the size of
Buller’s drop remains unknown, although data reporting
characteristic sizes of Buller’s drop for different species
suggest individual species do control size [10, 17, 8, 11].

To explore whether the morphologies of gilled mush-
rooms enable the maximum packing of spores within
tissues, we first revisit the theory relating ejection ve-
locity and flight time to the horizontal distance trav-
eled by a spore from the moment of launch to the mo-
ment it begins sedimenting out from underneath the gills
[7, 8, 9, 10, 11, 12]. Using energy balance we obtain the
ejection speed and highlight its dependence on the sizes
and densities of the spore and Buller’s drop. By com-
bining expressions for ejection speed and flight time we
predict the distance travelled ballistically by the spore-
drop complex before sedimentation starts. We then use
our theory to elucidate the criteria enabling maximum
packing of spores. In the phase space made up of the
three variables (i) drop radius, (ii) spore radius and (iii)
intergill distance, the criterion for maximum packing is
that spores must travel ballistically exactly midway be-
tween two facing gills. Given two of the three variables
(i)-(iii), our theory predicts the third, assuming maxi-
mum packing. To compare models to data, we collected
mushrooms of eight different species and measured the
statistics of spore size and intergill distance. By placing
these morphological data on the phase space generated
from our theory, we discover that for collected species,
the radius of Bullers drop must range between 23% and
50% of the radius of the spore (depending on the pre-
cise value of spore density and efficiency of energy con-
version). To elucidate the exact relationship between
Bullers drop and spore radii, we revisit previously pub-
lished data for an additional 13 species [10, 17, 8, 11] and
find Bullers drop scales as 32% of spore size, consistent
with our prediction. In fact these data [10, 17, 8, 11]
suggest Bullers drop radius scales linearly with spore ra-
dius, and combined with our theory, generate a second
prediction: to enable maximum packing, intergill dis-
tance should scale as spore radius to the power 3/2. In
the aggregate our work synthesizes thinking about the
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morphologies of Bullers drop, spores and gills, while pro-
viding insights into the principles shaping ballistospory.

Results

Ejection speed. The surface tension catapult reaches
a maximum ejection speed when the spore and Buller’s
drop have nearly the same volume. The two drops that
coalesce to power the surface tension catapult are made
from condensed water vapor and appear following the se-
cretion of hygroscopic substances by the fungus. When
Buller’s drop coalesces with the adaxial drop, the re-
sulting reduction of surface area provides the surface en-
ergy to accelerate the spore. Because the adaxial drop is
pinned to the surface of the spore, Buller’s drop acceler-
ates along it towards the distal tip of the spore. But once
the moving drop reaches the tip of the spore, capillarity
and contact line pinning decelerate water and its mo-
mentum is transferred to the spore. Momentum transfer
causes the force that breaks the contact between spore
and sterigma, resulting in spore ejection away from the
basidium. The release of surface energy by coalescence
is „ πγR2

B , where γ is surface tension and RB is Buller’s
drop radius. By balancing surface energy to kinetic en-
ergy of the spore-drop complex, we obtain:

v0 “ U

d

y2

y3 ` β
(1)

where v0 is the ejection velocity; U “
a

3αγ{p2ρBRsq is
a velocity scale independent of Buller’s drop radius; Rs

is the radius of a sphere with the same volume as the
spore, this is the “equivalent radius” of the spore and
we will call it “spore radius” for short; y “ RB{Rs is the
normalized Buller’s drop radius i.e. the ratio of Buller’s
drop to spore radii; ρB and ρs are densities of Buller’s
drop and spore respectively and β “ ρs{ρB is the ratio
of Buller’s drop to spore densities.

We use the parameter α to account for the fraction of
available energy dissipated when the spore breaks apart
from the hilum, the point of attachment between the
spore and the sterigma (see Figure 1). Viscous dissi-
pation during the dynamics of coalescence can be ne-
glected because ballistospory operates in a regime of low
Onhesorge number [12]. After exploring the dynamics
of ejection velocity, we realized that the simple energy
balance discussed at length in the literature and recapit-
ulated in equation (1) predicts there will be a radius of
Buller’s drop that maximizes v0 (see Figure 2). By ze-
roing the derivative in (1) we obtain the size of Buller’s
drop that maximizes ejection speed: ymax “ p2βq

1{3 and
when considering spores with densities once to twice the

Figure 2: Energy balance from eq (1) predicts discharge speed.
We represent the normalized speed v0{U as a function of y defined
as the ratio of Buller’s drop radius RB divided by spore radius Rs

(red line). The thickness of the red line represents predicted speed
for β ranging from 1 to 2, where β is the ratio of spore to drop
density. Velocity peaks at ymax “ p2βq1{3 “ 1.26 to 1.59 (grey
shades) for β ranging from 1 to 2.

density of water[18], β “ 1 to 2, this equation implies
that at ymax Buller’s drop radius will be comparable to
the equivalent radius of the sporeRB „ 1.26Rs to 1.59Rs

(the grey shade in Figure 2 marks all values of ymax, for
β ranging from 1 to 2). Note that at ymax control of
the ejection speed is robust, i.e. ejection speed becomes
insensitive to small deviations from the exact value of
Buller’s drop size. Buller’s drop is generally assumed to
scale with spore length [10] and this scaling appears to
hold for at least 13 species of basidiomycetes, as shown
in [10, 17, 8, 11]. Supplementary Figure 1 uses these
published data to calculate spore radius Rs, pointing to
y literature “ RB{Rs „ 0.35 ˘ 0.11 where we report av-
erage ˘ standard deviation. y literature are represented
in cyan on the horizontal axis in Figure 2, suggesting
these fungi do not operate at maximum ejection speed,
but rather remain on the rising slope well away from the
maximum. Note that only three out of their 13 species
are gilled mushrooms (the rest are either pored), but
these three species line up with the rest of the data and
show no clear departure from the rest of the collected
data (Supplementary Figure 1).

Ballistic range. Once the spore-drop complex is
ejected, air drag causes rapid deceleration and the com-
plex’s relaxation time is well approximated by the Stokes
time [19, 20]:

τ “ T py3 ` 1q2{3 (2)

3

88
Chapter 6. Paper: A precise relationship among Buller’s drop, ballistospore

and gill morphologies enables maximum packing of spores within gilled
mushrooms.



where we have considered the complex as a sphere with
volume equal to the sum of the spore and drop volumes.
In equation (2), T “ 2R2

s{p9νβ̄q, ν is the air kinematic
viscosity and β̄ is the density of air divided by the density
of the spore-drop complex.

After discharge, spores travel horizontally a distance

x “ v0τ

with v0 and τ from equations (1) and (2). Next a spore
stops abruptly and starts to sediment vertically, out
from beneath a pair of facing gills, following a trajec-
tory commonly known as a “sporabola” (represented in
Figure 3A).

Maximum spore packing. In order to successfully
escape the mushroom, a spore must travel away from
its basidium a distance x into the clear space between
gills, before sedimentating; it must travel far enough to
avoid entrapment within the basidia and spores under-
neath it. If x is in fact dictated by this safety criterion,
and assuming all gills are reproductive, then the distance
between two facing gills, d, should be at least twice x,
hence d ą 2x. To pack as many spores as possible within
a mushroom and avoid inefficient empty spaces, the dis-
tance between gills must be close to this minimum value:

d „ 2x

where x “ v0τ . Plugging in the values of v0 and τ given
by equations (1) and (2) we obtain:

´ y2pack
y3pack ` β

¯1{2

py3pack ` 1q2{3 “
β̄

ᾱ

d

Rs
Re

´1{2
B (3)

where ypack is the normalized Buller’s drop radius and
we add the suffix pack to stress that this prediction is

valid at maximum packing. Here 1{ᾱ “
a

27{p8αq,
and ReB “ ν2ρB{pRsγq is a Reynolds number based
on spore radius and capillary velocity γ{pνρBq.
Equation (3) predicts the relationship between three
variables: nondimensional Buller’s drop radius ypack,
spore radius Rs and intergill distance d - at maximum
packing. Hence given two of these three variables,
equation (3) predicts the third, assuming maximum
packing and given the values of the parameters (spore
density, energy conversion efficiency). For example, for
any combination of spore radius and intergill distance,
equation (3) predicts the optimal radius of Buller’s drop
that achieves maximum packing. We solve Equation (3)
numerically and show the result for ypack in Figure 3
color-coded from 0 (cyan) to 5 (black) for different
combinations of intergill distances and spore radii using
parameters listed in table 1. At each point in the phase
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Figure 3: Mushroom cap morphology and the maximum packing
of spores. (A) From left to right: Drawing of a mushroom; close-
up of gills; magnified view of adjacent gills with basidia and ba-
sidiospores. Several trajectories of individual spores (sporabolas)
are represented in faint gray in the center panel and black arrows
in the right panel; adapted from Buller’s drawing [7]. Maximum
packing implies that spores initially travel a distance x “ v0τ to
reach the midpoint between two facing gills separated by d “ 2v0τ
with v0 and τ given by equations (1) and (2). (B) Prediction for
normalized Buller’s drop radius at maximum packing, ypack, ob-
tained by numerically solving Equation (3) with the parameters
listed in Table 1. ypack is color coded from 0 (cyan) to 4.4 (black);
white corresponds to the value xy literaturey “ 32%. Symbols cor-
respond to data of intergill distances and spore radii measured
from 8 species collected by us in Michigan and Wisconsin (see Fig-
ure 4). The optimal Buller’s drop radius for the 8 collected species
is ypack „ 0.32˘ 0.12, where we report average ˘ standard devia-
tion. The free parameters α and ρs are chosen within their range
of natural variation, to fit the average optimal Buller’s drop to
data published in the literature. However, the prediction varies
little across the range of variation of α and ρs.

space defined by spore radius and intergill distance, the
color represents the value of normalized Buller’s drop
radius that achieves maximum packing. Symbols and
errorbars represent our own data, described, analyzed
and discussed below.

Data collection. To place real species on the phase
space generated by our theory, we collected data of spore
and gill morphologies for eight wild mushroom species
(see Table 2). We cut mushroom caps free from stipes
(stems) (Figure 4A) and placed caps with gills facing
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Figure 4: Data collection. (A) An image of the underside of a
mushroom cap collected in Fall 2017 from the Huron Mountain
Club. (B) Spore print obtained by placing the spore cap on half
aluminum foil/ half paper overnight. (C) Confocal microscope
image of a sample of spores from the spore print. (D) Segmen-
tation of image, used to recover spore contours. (E) Concentric
circles around the center of the cap mark where intergill distances
were measured and define the azimuthal angle θ, used to compute
intergill distance. (F) Grey scale values from image in E, as a
function of azimuthal angle θ. Peaks correspond to gills (white in
the image of E), while troughs correspond to the spaces between
gills (dark or black in the image of E). To obtain intergill dis-
tance, we marked all peaks (note arrows) and kept track of their
azimuthal angles. (G) Close-up image showing locations of two
peaks, marked by arrows 1 and 2. Intergill distance ∇θ is defined
in radiants, as the peak to peak distance (difference in azimuthal
angle of two adjacent peaks) minus the width of the gills them-
selves (width 1 and width 2 - see Materials and Methods). We
calculated intergill distances in mm by multiplying ∇θ for the ra-
dius of the circle (rc in panel E).

down onto aluminum foil and paper overnight, result-
ing in what is called a spore print (Figure 4B). We
then isolated samples of spores from different regions
of the spore print: close to the stipe, close to the edge
of the cap, and exactly in between the stipe edge and
cap edge. Spores were imaged using confocal microscopy
(Figure 4C) and images analyzed with standard imaging
protocols to trace and measure the contours of spores
(Figure 4D). Spore areas S were computed from images
of between 155-1180 spores and radii calculated from
measures of area Rs “

a

S{π. To measure distances be-
tween gills, we first identified the center of each cap by
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Figure 5: Spore size does not vary across a single mushroom cap.
Gray thin lines mark measurements of spore radius taken at three
different distances from cap stipes with errorbar representing stan-
dard deviation; means and standard deviations for spore radius at
all distances are shown in dark red vertical lines. Horizontal red
line guides the eye.

eye. We then drew between 6 and 10 circles (depending
on the size of each specimen’s cap) concentrically around
the center of the cap (Figure 4E). Values of grey were
measured along each circle (one example in Figure 4F)
and the profile of the grey values used to define intergill
distances d as the peak to peak distance minus the width
of the peaks (see close up of two peaks in Figure 4G, and
Materials and Methods).
While spore size varies from species to species, it does
not vary across a single mushroom cap (spores are not
larger nearer the center or edge of a cap); mushrooms
produce spores of a single size within a sporocarp (Fig-
ure 5). Moreover, the average intergill distance also re-
mains constant with distance from the center of the cap.
The phenomenon is driven by the appearance of sec-
ondary gills towards the edge of a mushroom cap; as two
gills with origins at the stipe diverge, often a secondary
gill will appear. The appearance of secondary and ter-
tiary gills keeps intergill distances constant. The only
species in our dataset with variable intergill distances
was an as yet unidentified species of Russula sp., which
does not grow secondary gills [21, 14]. Among measured
species, intergill distances vary from about 0.25 mm to
1.5 mm (Figure 6) but there is no obvious correlation be-
tween intergill distances and the size of the mushroom
cap.

To ensure maximum packing in real species,
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Figure 6: Average gill spacing varies little with distance from
cap stipes, a result driven by the appearance of secondary gills at
greater distances from the cap stipe. Gray lines show all measures
at various distances from the center, vertical red lines show the
average and standard deviation. Horizontal red line guides the
eye. The only exception is Russula sp. which has no secondary
gills.

Buller’s drop radius should be 23% to 50% of spore
radius. Next, we compared experimental data collected
in this study with the theory for maximum packing of
spores. We computed averaged and standard deviationd
of spore radius and intergill distance across single indi-
viduals and we placed these data on the phase space gen-
erated by our theory for maximum spore packing (sym-
bols and errorbars in Figure 3B).
While most parameters of our theory are known (Ta-
ble 1), α and ρs are not. In order to understand how the
model depends on parameters, we derived an approxi-
mate formula from our theory (3), showing that in fact
the optimal radius of Bullers drop depends only weakly
on these free parameters. Indeed, when ypack ă 1, one
can expand equation (3) to leading order to obtain:

RB „ d

d

27ρa
8αρs

ν2ρa
Rsγ

(4)

This compact formula shows that Buller’s drop radius
at maximum packing depends on pαρsq

´1{2. For the
range of variation reported in the literature (see Ta-
ble 1), αρs “ 0.4 g{cm3 to 1.9 g{cm3, and we pre-
dict xy this studyy “ 50% to 23%. In Figure 3, we use
αρs “ 0.9 g{cm3 resulting from the following fitting pro-
cedure: we choose this parameter so that the predicted
Buller’s drop radius for maximum packing averaged over
our collected data xy this studyy coincides with the ob-

served value xy literaturey „ 32% (Figure 3B Supplemen-
tary Figure 1) from the cited literature. Importantly,
the value of this parameter (obtained e.g. for α “ 0.5
and ρs “ 1.8g{cm3) is consistent with the range of vari-
ation reported in the literature (see Table 1). With this
choice of parameters, the predicted Buller’s drop radius
at maximum packing for the 8 species analyzed in this
study is y this study “ p32˘ 12q%, where we report aver-
age ˘ standard deviation.
Buller’s drop is often assumed to scale proportionally
with spore size[10], and published data showed in Sup-
plementary Figure 1 corroborate this assumption, point-
ing to RB „ 32%Rs (although note that only 3 out of
13 species in these published data correspond to gilled
mushrooms). However, the assumption appears at odds
with the prediction for maximum packing, since equa-
tion (4) implies that Buller’s drop radius scales linearly
with intergill distance d and with the inverse square root
of spore radius Rs. To resolve the paradox, intergill dis-
tance must increase with increasing spore radius in the
following way:

d „ 0.32

d

8γαρs
27ρ2aν

2
R3

s

where we have simply plugged RB „ 0.32Rs into
equation (4). In order to convincingly prove or disprove
this relationship, further data monitoring spore, drop
and gill morphologies as well as spore density and
ejection velocity are needed.

Conclusions. The intricate morphologies of gilled
mushrooms are hypothesized to maximize surface to vol-
ume ratios, an adaptation enabling the maximum pack-
ing of spores within a minimum investment of biomass.
The hypothesis requires intergill distances to be exactly
twice the horizontal range of an ejected spore: an eject-
ing spore must both clear its natal gill and avoid lodg-
ing into the gill across from it, and assuming gills are
crowded together as closely as possible (to efficiently use
the space within a mushroom cap), the spore will be
finely tuned to reach midway between facing gills. In-
tergill distances may be shaped by the reach of a spore,
but because spore range is dictated by the dimension of
Bullers drop and its density relative to the dimension
and density of the spore, the three parameters: intergill
distance, spore size, and Bullers drop size - emerge as
highly interdependent in the context of maximum pack-
ing. We find that intergill distances and spore sizes of
real species populate a region of phase space where the
radius of Bullers drop enabling maximum spore packing
ranges from 23% to 50% of spore radius. Our conclusion
is supported by previously published data [10, 17, 8, 11]
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suggesting Bullers drop radius scales with spore dimen-
sions as RB « 32%Rs. Moreover, the linear scaling of
Bullers drop and spore radii implies intergill distance

must scale as R
3{2
s within an optimally packed mush-

room. More data are needed: our conclusions are based
on a total of 21 species. But the data collected to date
are consistent with the hypothesis of maximum packing,
confirming Bullers drop radius will be finely tuned to
control range and speed. How tuning evolves and the
biomechanics underpinning ballistospory, in a purely ex-
tracellular process operating in the context of fluctuating
environments, remains a fascinating question for future
research.

1

Materials and methods.

Data collection and published data Between the 15th
and 17th of September, 2017 we collected mushrooms from
lands owned by the Huron Mountain Club, in the Upper
Peninsula of Michigan. On the 15th of October, 2017 we col-
lected mushrooms from the University of Wisconsin-Madison
Lakeshore Natural Preserve. We collected opportunistically,
taking any mushroom that appeared in good shape, but
focusing on gilled (not pored) fungi. Unfortunately we were
collecting during a particularly dry period, nonetheless, we
collected specimens of eight morphologically distinct species,
listed in Table 2.
We also identified published data in literature; these data are
generated from a different group of species (Supplementary
Table 1) and provide measurements of Buller’s drops and
spores, but do not provide information about intergill
distances [10, 17, 8, 11]. In this series of papers, the authors
capture ballistospory from high speed video microscopy and
obtain Buller’s drop and spore size from image analysis.

Preparing specimens for morphometrics On the same
day mushrooms were collected, caps were separated from
stipes using a scalpel and left face down from 8 to 12 hours
on a piece of paper covered with aluminum foil in order to
create spore prints. Spore prints are generated when spores
fall from gills and settle directly underneath the cap. Spore
prints reflect the morphology of each collected specimen and
the location of stipes and patterns of gill spacing are easily
seen. Spore prints were carefully wrapped in wax paper
and taken back to the Pringle laboratory at the University
of Wisconsin-Madison. To image spores, three small pieces
of aluminum foil, each measuring approximately 1mm x
1mm, were cut (i) from close to each stem,(ii) equidistant
between the stem and the cap edge and (iii) from near the
edge of each cap. Spores were washed off each foil piece
and suspended in a Tween 80 0.01% vol solution. 15 µl

1Webster and coauthors estimated that Buller’s drop contain
about 1% in mass of mannitol and sucrose [22], hence γ and ρB
are well approximated by the surface tension[23] and density of
water.

of each spore suspension were immediately spread onto
a glass slide and spores imaged. Microscope slides were
sealed with nail polish in order to avoid evaporation of
Tween and prevent the movement of spores during imaging.
To measure distances between gills, a photograph of each
cap’s underside, with a ruler included in the photograph,
was taken immediately after spore printing using a Canon
EOS400D. After spore printing and photography, collected
mushrooms were dried in a mushroom dryer and stored in
the Pringle laboratory.

Identification of species using DNA barcoding To
generate DNA barcodes for each collected sporocarp, we ex-
tract DNA with an NaOH extraction method modified from
[24] to amplify the internal transcribed spacer locus [25].
First, the tissues of each sporocarp were ground finely with
a pestle in 40µl of 0.5 M NaOH and the solution centrifuged
at 13,000 rpm for 10 min. Five microliters of supernatant
were transferred to 495µl of 100 mM Tris-HCl (pH 8) and
centrifuged at 13,000 rpm for another min. The resulting
supernatant was used as template for PCR reactions. To
amplify the internal transcribed spacer, 1 µl of extracted
DNA was mixed with 1µl of a 10µM solution of the primer
ITS1F (5’-CTT GGT CAT TTA GAG GAA GTA A-3’), 1
µl of a 10 µM solution of the primer ITS4 (5’TCC GCT
TAT TGA TAT GC-3’), 12.5µl of Lucigen’s EconoTaq Plus
Green 2x Master Mix, and 9.5µl of nuclease-free water. The
reaction mixtures were incubated using a Bio-Rad C1000
Thermal Cycler at 95˝C for 5 min, followed by 30 rounds
of amplification, including (1) denaturation at 95˝C for 30
s, (2) primer annealing at 50˝C for 30 s and (3)elongation
at 72˝C for 60 s. The PCR protocol concluded with 7
min of additional elongation at 72˝C and pauses at 4˝C.
Amplified products were cleaned and then Sanger sequenced
by Functional Biosciences (Madison, Wisconsin). Sequences
are deposited in Genbank (https://www.ncbi.nlm.nih.gov/)
with accession numbers MK829236-MK829244.

Microscopy and image analysis to measure spore
geometry. Images of spores were taken using microscopes
housed at the Newcomb Image Center at the University of
Wisconsin-Madison. Spores were imaged either individually
or in groups, depending on whether a particular microscope’s
field of view housed one or more than one spore, using Zeiss
Elyra LSM 780 and Zeiss LSM 710 confocal microscopes.
Spores were not stained as all collected species proved to
be autofluorescent. The laser wavelength used to excite
autofluorescence was 405 nm. The average area and average
radius of spores of each species were then calculated using an
image analysis tool implemented in ImageJ v. 1.51. A single
pixel’s dimension in µm was calculated from the microscope
and the images converted to greyscale (8-bit or 16-bit).
ImageJ was then used to threshold each image and convert
the greyscale to a binary image, highlighting all the spores
to be counted and using the measurement of a single pixel
to calculate the area of each spore as shown in Figure 4C-D.
Spores touching other spores were not measured, nor were
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Table 1: List of parameters and their estimated or measured values from the literature.

Parameter symbol value Reference used in Fig 3
air density ρa 1 kg{m3 1 kg{m3

spore density ρs 0.8 to 3.8 g{cm3 [18] 1.8 g{cm3

Buller’s drop density ρB 1 g{cm3 same as water1 1 g{cm3

Buller’s drop surface tension γ 0.07N{m same as water1 0.07N{m

efficiency of energy conversion α p50˘ 5q% [9] 0.5

density ratio β “ ρs{ρB

density ratio β̄ “ ρa{ρB

Reynolds number ReB “ Rsγ{pν2ρBq

Reynolds number Res “ Rsγ{pν2ρsq

intergill distance d

spore radius Rs

Buller’s drop radius RD

normalized Buller’s drop radius y “ RB{Rs

y at maximum packing ypack

Table 2: List of collected species, collection location, number of spores imaged and analyzed, corresponding symbol used in Figures.

Collected species Location # spores symbol

Camarophyllus borealis Huron Mountain Club 231 ���
Cortinarius caperatus Huron Mountain Club 1180 ›››

Amanita lavendula Huron Mountain Club 155 ˆ̂̂

Armillaria mellea spp. complex (A) Huron Mountain Club 301 ‹‹‹

Armillaria mellea spp. complex (B) Huron Mountain Club 257 ���
Mycena sp. UW-Madison Lakeshore Natural Preserve 530 ‚‚‚
Russula sp. UW-Madison Lakeshore Natural Preserve 1053 ˛̨̨
Galerina marginata UW-Madison Lakeshore Natural Preserve 1159 ‚‚‚
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particles smaller than 2µm2. Particles bigger than 2µm2

were identified either as spores or not-spores by eye.

Image analysis to measure intergill distances. The

distances between gills were measured along cap undersides

using concentric circles drawn at various distances from the

stipe, or center of the cap. Image analysis used ImageJ v1.51

as well as a custom Matlab R2017b script. We first used Im-

ageJ v1.51 to open each picture, set pixel length in mm using

the image of the ruler included in each photograph, and con-

vert images to greyscale (8-bit or 16-bit). The Oval Profile

plugin was used to obtain greyscale profiles traced along each

of the concentric circles drawn onto an image; these circles

were drawn manually around the stipe. Profiles were sam-

pled at 3600 equally spaced points along each circle. Next,

the area of each circle was measured to calculate its aver-

age distance from the cap center, and these measurements

were later used to convert the distance between gills from

radiants to mm. The greyscale profile obtained from ImageJ

was imported into Matlab and analyzed with the function

Findpeaks. Peaks in the greyscale image identify the centers

of gills, which appear white in greyscale images. Peaks that

were closer than 0.3˝ were discarded as noise. We visually

inspected data to confirm that minor peaks did correspond to

gills. Finally, we quantified gill thickness as the width of the

peak, defined as the distance where grey value drops half way

below peak prominence, which is a measure of peak height.

The distance between two gills was defined as the distance

between their centers minus the half-width of each of the two

gills.
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1 Data from literature

In Table 1 we list published data for 14 species obtained
from high speed video microscopy, as well as the ref-
erence. We discarded from the selected literature the
species for which measures of Buller’s drop size was in-
ferred indirectly. When spore volume Vs is available,
the equivalent radius of the spore (called “spore ra-
dius” in the main text for short), i.e. the radius of a
sphere with the same volume as the spore is calculated as
Rs “ p3Vs{4πq

1{3. When spore volume is not available
directly, we calculate it from spore length and width,
assuming it is a prolate spheroid, Vs “

4
3πLsW

2
s . In

Figure 1 we show the linear scaling between spore ra-
dius and Buller’s drop radius from data published in the
literature.

2 Spore density

In Figure 2 we show the histogram of spore densities
from several different species from ref [1]; spore densities
range from 0.8 to 3.8 g{cm3.

3 Efficiency of energy conversion

To set the range of variation of the efficiency parameter
α, we use measures of ejection velocity for two species
of basidyomycetes (Auricolaria and Sporobolomyces), for
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Figure 1: Linear scaling between spore radius and Buller’s drop
radius from data published in the literature, and recapitulated in
table 1. Spore radius is calculated as described in the main text.
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Table 1: Name of species and type, Buller’s drop radius RB , spore length Ls, spore width Ws, spore volume Vs, spore equivalent
radius Rs, reference. Species with gilled mushrooms are marked in boldface.

Name of species Structure

bearing spores

RB

(µm)

Ls

(µm)

Ws

(µm)

Vs

(µm)

Rs

(µm)

ref

Trametes versicolor (Poriales) Pores 0.6 - - 6.4 1.15 [4]

Aleurodiscus oakesii (Agaricomycetes, Russulales) Spines 5.2 23.2 17.0 - 18.86 [5]

Itersonilia perplexans (Temellomycetes, Tremellales) Yeast 4.9 15.1 12.8 - 13.52 [5]

Tilletiopsis albescens (Exobasidiomycetes, incertae

sedis)

Yeast 3.7 13.4 4.4 - 6.38 [5]

Laccaria amethystina (Agaricomycetes, Russu-

lales)

Gills 1.5 8.1 8.1 - 8.1 chap 4 [3]

Stereum hirsutum (Agaricomycetes, Russulales) Pores 1.2 7.2 3.0 - 4.02 chap 4 [3]

Xerula radicata (Agaricomycetes, Russulales) Gills 3.7 16.8 13.6 - 14.59 chap 4 [3]

Gymnosporangium juniperi- virginianae (Puccin-

iomycetes,Pucciniales)

Gelatinous telial

horns

5.2 20.0 15.1 - 16.58 [6]

Tilletia caries (Exobasidiomycetes, Tilletiales) Host tissue 5.2 21.4 7.6 - 10.73 [6]

Sporobolomyces salmonicolor (Pucciniomycetes,

Sporidiobolales)

Yeast 3.8 11.5 7.9 - 8.95 [6]

Auricularia auricula (Agaricomycetes, Auriculari-

ales)

Jelly-like basid-

iome

3.1 12.9 7.8 - 9.22 [6]

Polyporus squamosus (Agaricomycetes, Polyporales) Pores 2.6 14.0 5.4 - 7.41 [6]

Armillaria tabescens (Agaricomycetes, Agari-

cales)

Gills 1.5 6.8 6.1 - 6.32 [6]

Clavicorona pyxidata (Agaricomycetes, Russulales) Yeast 1.2 4.7 3.5 - 3.86 [6]
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Figure 2: Histogram of spore densities from ref [1].

which geometry of the spore and drop was observed di-
rectly. For these two species, the observed velocity is
0.73% and 0.68% of the theoretical maximum respec-
tively (see Table 2, ref [2]), yielding a fraction of usable
energy 0.732 “ 0.53 and 0.682 “ 0.46, which we summa-
rize as p50 ˘ 5q%. These measures are consistent with
estimates presented in ref [3], based on different hypoth-
esis about the geometry of the adaxial drop.
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Appendix A

Set-up development

In this chapter I will talk about the procedures we use and the trials we made
to build the final setup I used for my results.

A.1 Microfluidic system to generate a surface gradi-

ent

When I started my PhD, the first prototype we used was a microfluidic mixer
with two inlets and eight outlets connected to eight different channels drilled
at the base of a chamber of internal dimensions (4cm × 4cm). The channels
where separated from the agar by a membrane. The two inlets had two so-
lutions, one with no PEG, one with 30% vol/vol concentration of PEG. With
the microfluidic mixer it was possible to get at the outlets eight different PEG
concentrations going linearly from 0% to 30% vol/vol. sketch

When I started my PhD, the idea was to use soft lithography to fabricate a
microfluidic gradient generator made in poly(dimethylsiloxane) (PDMS) simi-
lar to the one described in [63] and showed in 2.3.1. In our case we used a mod-
ified design with respect to the one proposed: the system is always symmetric,
but our network of microchannels has two inlets and eight outlets. The work-
ing principle is straight forward. At the beginning there are N vertical and
parallel inlets. At each step, each channel follows a vertical serpentine path
and then divides in two, horizontally. The new horizontal internal channels
connect between them in a node and a new vertical channel branches out from
the node (see Fig. A.1). Then a new step repeats. If N is the number of inlets, i
is the index of the branching step, at each step N + i channels will be formed.
Horizontal channels are short compared to the vertical ones. In each vertical
serpentine channel, two fluids flowing laminarly get mixed by diffusion. To
guarantee mixing only by diffusion, the time the two fluid spend flowing lam-
inarly side by side needs to be long enough to reach equilibrium, which is the
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FIGURE A.1: Sketch of the microfluic mixer connected to a setup.
Solutions go from 0% concentration (light grey) to 100% concen-

tration (black)

reason why vertical channels have a serpentine shape. As a general rule then,
flow speed shouldn’t exeed the lenght of the serpentine portion per second.
For more accurate calculations, time to reach equilibrium can be calculated
solving diffusion equation in one dimension in a finite media. The initial set-
up configuration for the experiment contemplated the use of a syringe pump
to infuse two solutions with 0% and 5% concentration of Polyethylene glycol
(PEG) into the two inlets of the microfluidic mixer. The microfluidic mixer had
eight outlets connected to eight channels carved in the base of a squared cham-
ber of 4 cm×4cm. The agar and the channels were separated by a membrane
that was glued at the base of the chamber, above the channels.

This configuration was abandoned for several reasons, that I will list in the
following subsection.

A.1.1 Difficulties

Syringe pump. The main issues with the syringe pump are that (i) it is not
possible to use bigger volumes than 50 ml, (ii) it is possible to control the flow
rate at which the syringe pump is operating, but it is not possible to control
the pressure exerted by the flow during infusion. Our experiments need ~500
ml of solutions to be infused continuously during 2 or 3 days. Changing the
syringe during the experiment exposes to the risk of external contamination
and to the entrapment of air bubbles inside the syringe. These air bubbles are
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then infused in the microfluidic mixer and get stuck inside it, stopping the ex-
periment and making it unusable. About pressure, it can happen that pieces
of agar or other clusters of salts get stuck in a channel, increasing resistance
in the channel itself. In such a case, the syringe pump continues infusing at a
constant rate and pressure in the channel will raise. The fluid then tries to flow
through the path where it meets less resistance and, in the worst case, detaches
the membrane between the channel and the agar, crashing the whole experi-
ment. I tried to substitute the two syringes with two bottles and to infuse the
solutions with the help of a pressure pump that infuses at very low pressures
(100-500 mbar), but the detachment of the membrane was still a problem. The
other issue was that with this configuration the flow rate changed with time,
as the pressure pump pushes over the surface of the solutions inside the bot-
tles, and consequently the pressure exerted by the liquid column changes with
time. We solved the issues due to pressure control using Mariotte’s bottles.

Flux imbalance due to different viscosities. I tried to use the pressure pump
to inject solutions of 20% PEG 10kDa in water or 20% PEG 20KDa in water in
the microfluidic setup. The different viscosities created an imbalance in the
microfluidic setup. In Fig. A.2 you can see the time required to infuse 500
µl of solution and the corresponding flow rates at different inlet pressures as
a function of the different channels. Using this configuration I realized there
was another problem: the big molecules of PEG 10 kDa and PEG 20 kDa tend
to sediment in the bottom part of the bottles, hence not only the flow rate
changes with time due to the change of the liquid column inside the bottles,
but also thanks to a density gradient that develops inside the solutions. It is not
possible to constantly mix the solution in the bottles due to the development
of air bubbles. We solved the issue using PEG with a much lower molecular
weight and removing the microfluidic mixer.

Concentration of PEG used during experiments

PEG 10 kDa PEG 20 kDa

# Bottle % w/w # Bottle % w/w

1 0 1 0
2 20 2 20

Bubbles. For everyone working with microfluidics, one of the main prob-
lems is the presence of bubbles in the microfluidic circuit, as they adhere to
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(A) Flux rate measured for PEG 20 kDa 20 %
w/w.

(B) Flux rate measured for PEG 10 kDa 20 %
w/w.

FIGURE A.2: Flux rates for different inlet pressures.

the channels surface and clog them. To avoid the presence of bubbles we tried
to degas the solutions with the help of a sonicator, but this system does not
eliminate 100 % of the bubbles. Moreover, gas trapped inside the solutions
can expand its volume with time, creating new bubbles. The hardest point
was when bubbles got stuck inside the microfluidic mixer, as this completely
crashed the experiment. I tried to avoid the bubbles using bubble traps as well,
but bubble traps needed to be changed after one day due to accumulation of
salts in the filter. Disconnecting the bubble traps lets air inside the microfluidic
mixer, thus not helping the success of the experiment. We solved the issues
of bubbles removing the microfluidic mixer and scaling the agar chamber to
bigger dimensions.

Small setup. At first, to collect images, I was using the 4cm× 4cm with the
surface of the agar facing up. The volume of agar used was very small and it
dried very fast in the Plexiglas chamber at 30 ◦C, crashing the experiment. I
solved this problem with the fabrication of a cover. The membrane separat-
ing the channels from the agar needed to be glued and changed at each new
experiment. Gluing the membrane was very complicated and required to re-
move the glue manually at each new experiment, with the help of an optical
microscope to observe the surface while scraping away the glue. Moreover
glue could spread by capillarity inside the channels at the moment of gluing,
making the membrane useless and clogging the channel. We solved the issues
changing completely the design of the setup, making it bigger and carving the
channels directly into the agar, thus removing the necessity of the membrane.
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A.2 Deposition of bacteria on a stripe

During my PhD I tried to develop a protocol to deposit bacteria solution as a
stripe instead of a single drop. The goal was to deposit bacteria on a stripe to
then reduce the complexity of the equations to solve from 3D to 2D. I used mi-
croscope slides of 76 mm × 26 mm dimensions, where I wrapped the 26 mm
in sterile tape and autoclaved everything (see Fig. A.3. Once the microscope
slides were sterile, I immerged the side wrapped with tape in 10 µl of bacte-
ria solution and waited for it to absorb the solution, then I was gently leaning
the taped side on the surface of the MSgg agar in the Petri dish. Fig. A.4
shows one example of biofilm growing after using this deposition technique.
The growing biofilm expands symmetrically maintains proportions, expand-
ing only in one direction, meaning that only the distance of the lateral edges
from the center matters. The main problem with this technique is the difficulty
to control the exact volume that is deposited on the agar surface. It probably
can be perfectioned, but I could not work further on this for absence of time.

FIGURE A.3: Sketch of a microscope slide with a piece of sterile
tape attached at one of the extremities.

A.3 Measure of osmotic pressure with dialysis mem-

branes

At first, we did not have an available osmometer in the laboratory, so we tried
to develop a DIY laboratory technique to quantify the variation of osmotic
pressure inside the agar. The idea was to use the chamber of a syringe with
a dialysis membrane glued ad the base and the top hole closed with parafilm,
containing a solution with a certain osmotic pressure. The volume of the solu-
tion was then supposed to vary depending on the osmotic pressure of the agar
the syringe was in contact with. Dialysis membranes are generally sold in a
tubular form. To check if this idea could work I tested the dialysis membrane
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FIGURE A.4: Example of biofilm growing using the stripe depo-
sition technique.

filling them with 20 % w/w PEG 20 kDa and 5 % w/w PEG 20 kDa and sub-
merging them in a solution of 10 % w/w PEG 20 kDa, following [35]. Fig. A.5
shows how the relative weight of the membranes I used changed with time.
Purple represents 5 % w/w PEG 20 kDa and green represents 20 % w/w PEG
20 kDa, shades represent standard deviation. This result shows that dialysis
membranes work for our purpose. I tried later to implement the system with
the syringes, but almost none of them worked (data not shown) and the prepa-
ration was really time consuming. In the end we acquired an osmometer and
the development of this system became unnecessary.

A.4 Osmotic gradients in Petri dishes

I got inspired by [126] and [57] to try to create a linear osmolarity gradient
directly in a Petri dish. They use what they call a "gradient-plate technique"
which consists in pouring two layers of agar, one with the desired compound
whose gradient is to be developed, and the other without. The first layer is
poured maintaining the petri dish tilted and left to dry. Once dried, the dishes
is put in a flat position and the same amount of the second component is
poured, to get a total of 25 ml of medium. From my observation, this tech-
nique is very useful to get preliminary results, as it is very easy to realize, but
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FIGURE A.5: Change of relative weight of the two solutions con-
tained inside dyalisis membranes

the surface of the Petri dishes gets often irregular during the preparation and
it does not offer much choice over the desired shape of the gradient. The slope
of the gradient in the Petri dishes is less steep than the one developed with the
linear gradient in the final set-up and most of the biofilms show an irregular
shape without an appreciable displacement of the center of mass. That is why
in the end we decided to do my experiments with a more developed setup that
offers a better control over the shape of the gradient and the surface of agar.
Fig. A.6 shows the contours of a biofilm grown in a Petri dish (left), the de-
velopment of the radius of the contours ρ as a function of the angle θ and the
development of the radius normalized with respect to the area ρ∗ as a function
of the angle θ. The methods used to analyze these data are the same described
in chapter 2.

FIGURE A.6: Experiment in Petri dishes with linear gradient go-
ing from 0% to 5% PEG 200 Da.
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A.5 List of experiments

List of experiments
Date Type of experiment Comments

10/12/2015 round colonies in Petri dishes first experiment, training, trial
10/02/2016 round colonies in Petri dishes training, trial
17/02/2016 round colonies in Petri dishes training, trial
24/02/2016 stripe colonies in Petri dishes
11/03/2016 small setups in Petri dishes no flux
16/02/2017 round colonies in Petri dishes strange biofilms
23/02/2017 round colonies in Petri dishes strange biofilms
02/03/2017 round colonies in Petri dishes round biofilms
10/03/2017 round colonies in Petri dishes strange biofilm
17/03/2017 round colonies in Petri dishes round biofilm again
23/03/2017 stripe colonies in Petri dishes
12/04/2017 fluorescein gradient test irregular gradient
28/04/2017 fluorescein gradient test
16/05/2017 stripe colonies in Petri dishes no parafilm
20/05/2017 fluorescein gradient test nothing shown. New big

squared setup or small?
23/05/2017 stripe colonies in Petri dishes 2 msgg, 2 filtered msgg
08/06/2017 round colonies in Petri dishes 2 msgg, 2 filtered msgg
16/06/2017 round colonies in Petri dishes no parafilm
23/06/2017 round colonies in Petri dishes
29/06/2017 round colonies in Petri dishes
06/07/2017 small setup failed: all flooded
10/07/2017 fluorescein gradient test big squared setup, nothing

shown
12/07/2017 small setup failed: membrane, bubbles
13/07/2017 round colonies in Petri dishes
21/07/2017 round colonies in Petri dishes
24/07/2017 viscometer tests, diffractome-

ter tests
26/07/2017 experiment with 2 small setups

face up
failed: agar dried

28/07/2017 round colonies in Petri dishes
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04/08/2017 round colonies in Petri dishes no parafilm, face up, anticon-
dense

09/08/2017 flux time measurement with
fluigent

10/08/2017 flux time measurement with
fluigent

31/08/2017 flux time measurement with
fluigent

04/12/2017 6 normal Msgg w parafilm
6 normal Msgg wo parafilm, 2
filtered Msgg w parafilm, 2 fil-
tered wo parafilm

06/12/2017 6 normal Msgg w parafilm, 6
normal Msgg wo parafilm, 2
filtered Msgg w parafilm, 2 fil-
tered wo parafilm

02/02/2018 prepared experiment bottles crashed in autoclave
15/02/2018 experiment with old setups +

stoppers + bacteria
failed: flooded, only 2/4 setups
working

23/02/2018 experiment with new setups linear gradient, failed: flooded
11/04/2018 experiment with new setups linear gradient failed: bubbles,

problems with water-tightness
17/04/2018 experiment with new setups linear gradient, bacteria. failed:

contamination
27/04/2018 experiment with new setups test with fluoresceine: linear

gradient
03/05/2018 experiment with new setups test with fluoresceine: linear

gradient; failed: it shows noth-
ing

08/05/2018 experiment with new setups test with fluoresceine: linear
gradient; no fluoresceine gradi-
ent, but osmolarity gradient

17/05/2018 experiment with new setups linear gradient, bacteria. failed:
contamination

03/06/2018 experiment with new setups test linear gradient, no bacteria
07/06/2018 2 Msgg w PEG 5%, 2 Msgg w

PEG 2.5%, 1 normal Msgg
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13/06/2018 experiment with new setups NO gradient, Failed: contami-
nations, BUT we have osmolar-
ity values

22/06/2018 experiment with new setups NO gradient, no flux. Failed:
contaminations

05/07/2018 experiment with new setups autoclaved setup, NO gradient,
no flux. No contamination

10/07/2018 experiment with new setups test EtOH + UV lights on setup,
NO gradient, no flux. No con-
tamination. + trial small box

26/07/2018 experiment with new setups only one setup, linear gradient
with bacteria. Failed: you see
nothing, biofilms are irregular

02/08/2018 experiment with new setups linear gradient with bacteria.
Failed: contaminations

08/08/2018 experiment with new setups test linear gradient, no bacteria
08/08/2018 round colonies in Petri dishes tried new technique for gradi-

ent in agar plates. only one
worked very well

10/08/2018 experiment with new setups test linear gradient, no bacteria
31/08/2018 experiment with new setups test step gradient, no bacteria
04/09/2018 experiment with new setups test spiked gradient, no bacte-

ria
21/09/2018 experiment with final setups no gradient, no PEG
02/10/2018 experiment with final setups no gradient, no PEG. Failed:

Biofilms are oval!
09/10/2018 experiment with final setups no gradient, no PEG
17/10/2018 experiment with final setups no gradient, PEG 5%. Failed

channels detached, setup1 has
oval biofilms

26/10/2018 experiment with final setups step gradient. Failed: contami-
nations

23/11/2018 experiment with final setups Failed: impossible to launch
experiment

07/12/2018 round colonies in Petri dishes stock check
11/12/2018 experiment with final setups step gradient, with bacteria
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18/12/2018 experiment with final setups step gradient, with bacteria.
Failed: setup 1 gone, osmome-
ter broken

22/01/2019 experiment with final setups step gradient, with bacteria
30/01/2019 experiment with final setups step gradient, with bacteria
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Detailed protocol

Day 0:

• Clean bottles from residues of solutions with surfanios; leave bottles one
hour with surfanios inside, then rinse with distilled water;

– I add surfanion to the MSgg solution and leave the mixture in the
bottles for at least 1 hour. Then I rinse and rub the bottle with a with
a bottle cleaning brush, if necessary.

• clean tubes and connectors with EtOH 70% + distilled water;

– first I put the dirty tubes and connectors in water and surfanios and
leave them for one hour. Then I rinse them. I use a 25 mL syringe
to inject all the tubes and connectors with EtOH, then inject all the
tubes and connectors with distilled water to rinse away the EtOh.

• wrap bottles and other pieces of equipment in aluminum foil an take
them to the autoclave service.

– I wrap only the top part of the bottles and put a piece of autoclavable
tape to fix the aluminum. I put the tubes and the connectors in a
beaker that and I cover the top of the beaker with aluminum foil.
The autoclave service is at 3rd floor of Institut Biologie Valrose.

Day1:

• prepare missing solutions for MSgg preparation (if needed).

Day 2:

• take back bottles from autoclave service;

• sterilize set-up and metal sticks:
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1. clean it with surfanios and distilled water and leave it for one hour
in this solution;

– if necessary, I use also a cleaning brush. I put a special care in
cleaning the dispensing needles to remove eventual pieces of
gel stuck in it.

2. rinse with EtOH and let it dry under the hood;

– I usually collect the EtOh in a shallow plastic container while
I rinse the setup and its stopper, then I pour the set-up with
its stopper in the same EtOH (in the same container I also put
the metal sticks to carve the channels in the agar) and let them
rest inside the EtOH for some minutes. I insert the metal sticks
in the dispensing needles and I rinse again everything in the
EtOH. Finally I take the setup with the metal sticks still inserted
in the dispensing needles and the cover out of the EtOh and let
the EtOH dry.

3. sterilize under hood with UV lights for 30 minutes.

– I let the EtOH drip and dry from the set-up and its cover before
leaving them in the hood

• sterilize set-up plastic box (this is a box where I store the set-up when I
take it from IBV to INPHYNI. I use it just to protect the setup):

1. rinse with EtOH and let the EtOH drip and dry;

2. sterilize under hood with UV lights for 30 minutes.

• prepare MSsg + 1.5% agar or variants (i.e. with PEG):

1. autoclave water + agar 1.5%.;

2. prepare solutions with other components of MSgg, MSgg + PEG
2.5% and MSgg + PEG 5% and leave it at room temperature;

3. make autoclaved water + agar 1.5% cool down in hot bath @ 60 ◦C.

• prepare Petri dishes and set-up with its cover;

– I mix the autoclaved mixture of water and agar 1.5% with the other
components of the MSgg. Then I pour the MSgg with agar in the
setups and in the Petri dishes. I then preparethe Petri dishes with
Msgg + agar + PEG 2.5% and MSgg + agar + PEG 5%.

• leave setups and Petri dishes under hood for 24h face up;
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• after 18h00: take bacteria out of -80 ◦C freezer, streak them on Petri dishes
with TYE medium and put them in incubator @ 30 ◦C, then wait up to
the moment where colonies start to be visible (or not more than 14 hours)
before taking them out of the incubator.

– -80 ◦C freezer of the Arkowitz team is at -2nd floor of IBV. Bacteria
are usually stocked in a box labeled "Agnese Seminara". Petri dishes
with TYE are prepared by technicians at IBV and they are usually
available in the cold room at third floor of IBV. Incubator @ 30 ◦C is
in the P2 room of Arkowitz team.

Day 3:

• before 10h00: take bacteria out of incubator @ 30 ◦C and put them in a
test tube with 5 mL of liquid TYE in shaking incubator @37 ◦C, then wait
from 4 to 6 hours at maximum before measuring OD600;

– Liquid TYE is available in Arkowitz team lab and is prepared by
technicians at IBV. Shaking incubator @ 37 ◦C is in the P2 room of
Arkowitz team.

• prepare solutions for Mariotte’s bottles:

– use Msgg recipe without agar, removing the required volume of wa-
ter when solution needs to be mixed with PEG 200 Da;

– add from 0 to 5% PEG 200 Da to solutions, depending on needs;

– filter sterilize with Stericup filters;

– pour filtered solutions in autoclaved bottles using a flame next to
you.

• after 4h measure TYE + cells solution OD600 and take it to 1;

– the spectrophotometer to measure OD600 is available in in the P2
room of Arkowitz team. I use 1000 µL of TYE solution as reference,
then I measure OD600 using 900 µL of bacteria solution mixed with
100 µL TYE solution. Then I prepare 500 µL of bacteria solution with
OD600 ∼ 1.

• remove metal sticks from setup;

• plate bacteria solution into set-up and control Petri dishes, wait for it to
dry;
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• wrap setup and Petri dishes in parafilm and put them in the sterile plastic
box prepared the day before;

• take everything to InPhyNi;

– the bottles and the plastic boxes are heavy and impractical to take
around all together. I usually store them in a big container to carry
them around.

• set-up the experiment:

– connect all components with each other;

1. I connect tube 1 (the one that goes from the Mariotte’s bottles to
the first setup) to the outlet of the Mariotte’s bottles, standing
next to the flame;

2. I put Mariotte’s bottle on the standing base next to the plexiglass
chamber, I put setup 1 inside the plexiglass chamber;

3. using a sterile syringe, I aspire the liquid from the Mariotte’s
bottle in the tube 1 in order to let the air fill the inlet tube of the
Mariotte’s bottle and the liquid fill the tube 1;

4. once liquid is dripping spontaneously from tube 1, I connect the
tube 1 to the inlet of setup 1, then I wait for the liquid to fill the
channel of setup 1

5. once liquid has filled the channel of the setup 1, I connect tube
2 (the one going from setup 1 to setup 2) to the outlet of setup 1
and wait for the liquid to fill tube 2

6. once liquid has filled tube 2, I connect tube 2 to the inlet of setup
2, then I wait for the liquid to fill the channel of setup 2

7. once liquid has filled channel of setup 2, I connect tube 3 (the
one going from setup 2 to waste) to the outlet of setup 2, then I
wait for the liquid to fill the tube 3

– rinse every now and then gloves with EtOH;

– make flow start.

day 4-5:

• check the experiment, remove bubbles.

– If there are bubbles stuck somewhere, I usually use a 1 mL sterile
syringe to gently aspire liquid from the tube 3 of the channel where
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the bubble is stuck. This is usually enough to make the flow start
again

day 6 = day 0

• take osmotic preassure measurements;

• start again protocol of day 0.

B.1 Msgg broth recipe (1 liter) [8]

Amount/L Stock Sterilization

50 ml 0.1M Pot. phosphate buffer filter sterilize or autoclave
100 ml 1M MOPS, pH 7 filter sterilize
10 ml 5 mM FeCl3 autoclave
10 ml 200 mM MgCl2 filter sterilize or autoclave
5 ml 10 mM MnCl2 filter sterilize or autoclave
100 µl 10 mM ZnCl2 autoclave
1 ml 2 mM thiamine filter sterilize or autoclave
5 ml Tryptophan (10 mg/ml) filter sterilize
5 ml Phenylalanine (10 mg/ml) filter sterilize
5 ml Threonine (10 mg/ml) filter sterilize
25 ml 20% glycerol filter sterilize
25 ml 20% glutamate filter sterilize
700 µl 1 M CaCl2 autoclave
758.2 ml dH2O (sterile)

For solid plates, autoclave water with 1.5% agar and let cool to ∼ 55 ◦C. Mix
the remaining ingredients, already sterile and add to the autoclaved agar be-
fore pouring plates.
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