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Global solutions to quadratic systems of stochastic
reaction-diffusion equations in space-dimension two.

M. Leocata∗and J. Vovelle†

April 5, 2024

Abstract
We prove the existence of global-in-time regular solutions to a system of stochastic

quadratic reaction-diffusion equations. Global-in-time existence is based on a L∞-estimate
obtained by an approach à la De Giorgi, as in [GV10]. The adaptation of this technique to
the stochastic case requires in its final step an L2 ln(L2)-bound, furnished by an estimate by
duality on the entropy inequality, as in [DFPV07]. In our stochastic context, and similarly
to [DRV21], we need to solve a backward SPDE to exploit the duality technique.
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1 Introduction
1.1 Quadratic stochastic reaction-diffusion system
We consider the binary reversible chemical reaction

A1 +A3 
 A2 +A4. (1.1)
∗Scuola Normale Superiore, Pisa, Italy, marta.leocata@sns.it
†UMPA, CNRS, ENS de Lyon, julien.vovelle@ens-lyon.fr

1



The species Ai, i = 1, . . . , 4 move by diffusion in the periodic domain Td = Rd/Zd. Some
statements below (entropy estimate, L2-estimate by duality) are given in any space dimension d,
but our main results (L∞-bounds, global-in-time solutions) is restricted to the space dimensions
d = 1 or d = 2. The evolution of the concentrations ai(t), i = 1, . . . , 4, of the species Ai,
i = 1, . . . , 4 is described by the following system of equations

dai −∇x ·(κi∇x ai) dt = fi(a)dt+ σαi (a)dBα(t), in QT := Td × (0, T ),
ai(0) = ai0 ≥ 0, in Td,

(1.2)

for i = 1, . . . , 4, where f)i(a) is the reaction term, given by

fi(a) = (−1)i(a1a3 − a2a4). (1.3)

The family {Bα; 1 ≤ α ≤ dW } is a finite family of independent one-dimensional Wiener processes
of the filtered probability space (Ω,F ,P, (Ft)). Summation over the repeated index α is used
in (1.2). Our modelling approach, explained in Section 1.4 below, shall lead us to consider
coefficients σαi (a) of the type

σ1
i (a) = (−1)i

√
a1a3, σ2

i (a) = (−1)i
√
a2a4, σαi = 0, ∀α ≥ 3. (1.4)

However, we need the cancellation condition

ai = 0⇒ σαi (a) = 0, ∀i, (1.5)

to ensure that the solutions to (1.2) stay non-negative, so we assume that (1.4) is satisfied
asymptotically only: for α ∈ N \ {0}, σαi : Rd → R is a smooth function satisfying (1.5) and the
growth condition ∑

α

|σαi (a)|2 ≤ ν(a1a3 + a2a4), (1.6)

where ν is a positive constant. We also assume that

κ := min
1≤i≤4

κi > 0. (1.7)

We assume the diffusion coefficients κi to be constant, but variable (deterministic) coefficients
depending on the variable (t, x) may also be considered, as long as the following bounds are
satisfied:

sup
1≤i≤4

(
‖∇x κi‖L∞(QT ) + ‖κi‖L∞(QT ) + ‖κ−1

i ‖L∞(QT )
)
< +∞. (1.8)

We note also that we may as well consider different, independent noises for each equation in (1.2),
as in (A.1). Let us remark further that the restriction dW < +∞, i.e. the fact that we work
with a finite-dimensional Wiener process, is relevant only in the justification of Theorem A.1 in
appendix A.

Remark 1.1 (Boundary conditions). We consider periodic conditions to avoid the compatibility
problems that arise in parabolic SPDEs when Dirichlet conditions (even homogeneous Dirichlet
conditions) are considered (all the more since, for a system of equations, we would have to
consider a system of compatibility conditions, for which existence of solution is not guaranteed
without further analysis - at least if one would not consider compactly supported initial data),
cf. [Fla90, DDMH15, Ger19]. It would also be very natural to consider homogeneous Neumann
boundary conditions, but this is a framework for which the adequate references would be missing
both for the direct parabolic stochastic problems and for the backward SPDEs used in Section 3.
Our main result and some additional comments and bibliographical references are given in Sec-
tion 1.3.
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1.2 Notion of solution
Let us first introduce a notion of weak solution.

Definition 1.1 (Weak solution up to a stopping time). Let a0 ∈ L2(Td;Rq)) and let τ be a
stopping time, τ > 0 a.s. A predictable L2(Td;R4)-valued process (a(t))t<τ is said to be a weak
solution to the system (1.2) up to time τ if

1. P-a.s., for all t ∈ [0, τ), ai(t) ≥ 0, for all i = 1, . . . , q,

2. for all T > 0, the stopped processes aTi : t 7→ ai(t ∧ T ) satisfy, for all i = 1, . . . , q,

aTi ∈ L2(Ω× [0, T ];H1(Td)) ∩ L2(Ω;C([0, T ];L2(Td))), (1.9)

and
fi(aT ) ∈ L2(Ω×QT ), σα,i(aT ) ∈ L2(Ω×QT ), (1.10)

3. for all ϕ ∈ H1(Td), for all i ∈ {1, . . . , q}, ai satisfies P-almost surely, for all t ∈ [0, τ),

〈ai(t), ϕ〉 − 〈ai0, ϕ〉+ κi

∫ t

0
〈∇xai(s),∇xϕ〉ds

=
∫ t

0
〈fi(a(s)), ϕ〉ds+

∫ t

0

dW∑
α=1
〈σα,i(a(s)), ϕ〉dBα(s). (1.11)

Notations: we denote by |a| the euclidean norm of a vector a ∈ R4:

|a| =
( 4∑
i=1

a2
i

) 1
2

. (1.12)

Definition 1.2 (Regular solution up to a stopping time). Assume ai0 ∈ C∞(Td), i ∈ {1, . . . , 4}.
Let τ be a stopping time, τ > 0 a.s. A weak solution (a(t))t<τ defined up to time τ is said to be
a regular solution of (1.2) up to time τ if, denoting by τn the stopping time1

τn = inf {t ∈ [0, τ); ess supx∈Td |a(x, t)| > n} , (1.13)

the following properties are satisfied: for all p ∈ [2,∞), q ∈ (2,∞), m ∈ N with m ≥ 2 and
mp > d+ 2, and all T > 0, the stopped processes aτn∧T : t 7→ a(t ∧ τn ∧ T ) satisfy

aτn∧T ∈ Lq(Ω;C([0, T ];Wm,p
0 (Td))) ∩ Lmq(Ω;C([0, T ];W 1,mp

0 (Td))). (1.14)

A regular solution up the stopping time τ ≡ +∞ is said to be a global-in-time regular solution.

Construction of a regular solution up to a stopping time. Introduce the truncated
non-linearities

fni (a) = |χn(|a|)|2fi(a), σα,ni (a) = χn(|a|)σαi (a), (1.15)

where
χn(r) = χ(n−1r), (1.16)

1with the convention τn = τ if ess supx∈Td |a(x, t)| ≤ n for all t ∈ [0, τ)
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the function χ : R+ → R+ being smooth, non-increasing, and such that χ(r) = 1 if r ≤ 1,
χ(r) = 0 if r ≥ 2. We let a[n] denote the global-in-time regular solution to (1.2) where fi is
replaced by fni and σαi is replaced by σα,ni . The existence of a[n] is ensured by Theorem A.1 in
Appendix A. We then set

τ̂n = inf
{
t ≥ 0; ess supx∈Td ‖a[n](x, t)‖ > n

}
. (1.17)

Since fn+1
i (a) = fni (a), σα,n+1

i (a) = σα,ni (a) if |a| ≤ n, the functions

t 7→ a[n](t ∧ τ̂n ∧ τ̂n+1) and t 7→ a[n+1](t ∧ τ̂n ∧ τ̂n+1) (1.18)

satisfy the same equation. By uniqueness (Theorem A.1) they coincide, with the consequence
that τ̂n ≤ τ̂n+1, and a[n] = a[n+1] a.s. on [0, τ̂n]. We can the consider the limit

τ = lim
n→+∞

τ̂n. (1.19)

Then τ is a stopping time such that τ > 0 a.s. and the process (a(t)) defined by

a(t) =
{
a[n](t) if t ≤ τ̂n
0 if t > τ

(1.20)

is a regular solution to (1.2) up to the stopping time τ .

1.3 Main result
Theorem 1.1 (Global solutions). Suppose that the coefficients σαi satisfy (1.5) and (1.6) and
that the space dimension is d = 1 or d = 2. Suppose that the positivity condition (1.7) is satisfied
by the diffusion coefficients κi. Then there is a constant CB depending on d, on min1≤i≤4 κi
max1≤i≤4 κi only such that, if the noise is sufficiently small, in the sense that the constant ν in
(1.6) satisfies

CBν ≤ 1, (1.21)

then, for all ai0 ∈ C∞(Td) with ai0 ≥ 0, i = 1, . . . , 4, the problem (1.2) admits a unique global-
in-time regular solution.

In the deterministic case, the existence of global-in-time regular solutions to quadratic systems
of reaction-diffusion equation has been established by various authors. Souplet, [Sou18], and
Fellner, Morgan, Tang, [FMT20], use the maximum principle for certain auxiliary equations,
together with regularity estimates for scalar parabolic equations. This approach seems difficult
to adapt to stochastic equations (when multiplicative noise is considered at least, the “Da Prato
- Debussche trick” allowing to treat additive noise). De Giorgi’s iteration scheme, based on
truncates of the entropy, is shown to be efffective (for providing L∞-bounds almost-everywhere)
in dimension d ≤ 2 by Goudon and Vasseur, [GV10]. The restriction on the dimension is related
to the use of Sobolev’s inequality in De Giorgi’s iteration method. By adding several non-trivial
ingredients (blow-up argument, estimates for the mass equation in particular), Caputo Goudon
and Vasseur extend in [CGV19] the result from dimension d ≤ 2 to any space dimension. Here,
and with the help of the L2 ln(L2)-estimate given in Section 3,we show that the approach of
[GV10] is effective, under the same constraint d ≤ 2.

There are few works on systems of reaction-diffusion equations with stochastic forcing in the
literature. Let us mention [Kun15, DJZ19, BK22, DYZ23] and [HRT20] however. The papers
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[Kun15, DJZ19, BK22, DYZ23] are related to our work, but relatively different in nature: the
emphasis is more on the existence of weak solutions (the problem of uniqueness is addressed in
[Kun15] also). In [HRT20] a stochastic perturbation of the 2× 2 Gray-Scott model is considered
on the Torus in dimension d ≤ 3, and solutions in a Sobolev space that injects in L∞ are obtained.
However, one of the two equations in the Gray-Scott model has a “good” non-linear reaction term,
insofar as it is non-positive (when the solutions stay in the class of solutions with non-negative
components). This allows to start with an a priori estimate for the good component, a situation
which has no counterpart in the case of the quadratic system (1.2).

Our method of proof uses a L2 ln(L2) estimate as in [DFPV07]. An argument of duality is used
to establish this L2 ln(L2) estimate. In our stochastic context, we have to consider a backward
SPDE as dual equation. Such a duality approach via BSPDE was already exploited in [DRV21].

The L∞ bound on solutions is obtained by the method of De Giorgi, via truncation in the
entropy inequality, as performed in [GV10]. In the companion paper [LV23], this method is
analysed in the framework of linear parabolic equations. An alternative proof by duality of
supremum estimates in this context is also given, and we still refer to this paper for references
about supremum estimates for parabolic stochastic equations.

We conclude this paragraph with some details on the structure of the paper. The following sec-
tion 1.4 accounts for the stochastic terms in the modelling of chemical reactions. The L1 ln(L1)
entropy estimate, Proposition 2.1, and the L2 ln(L2) estimate, Theorem 3.1, are derived in Sec-
tion 2 and Section 3 respectively. The L∞ estimate on solutions, Theorem 4.1, is then obtained
in Section 4.

1.4 Diffusion-approximation and modelling of the chemical reaction
In this section, we explain how an asymptotic expansion at the diffusive scale on the generator
associated to the Markov description of the reaction (1.1) leads to (1.2). We will neglect the
spatial displacements of the reactants in this discussion.

In a stochastic modelling of (1.1), each reaction happens at a random time, given as an ex-
ponential random variable. The parameters of these exponential random variables, also called
transition rates of the reaction, are respectively of the form

r→ = λ→
1
N
N1N3, r← = λ←

1
N
N2N4,

where N is the total number of reactants and Ni the number of molecules of type i, [EK86,
p.454-455]. Note that N stays constant in the evolution. We take it as main parameter and
consider the situation where it is large. Using the approach2 of [EK86, p.455], we consider the
Markov process ÂN = (Ni(t))1≤i≤4 with state space N4, given by

ÂN (t) = ÂN (0) +
∑
`

`E`

(∫ t

0
Nη`

(
ÂN (s)
N

)
ds

)
, (1.22)

In (1.22), the sum is over the two following indices (where ∗ indicates transposition)

`→ = (−1, 1,−1, 1)∗, `← = −`→, (1.23)
2approach which is standard, see [NPY21, DNN21] for instance
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the processes E` are two independent unit Poisson processes and, given a ∈ (R+)4, the functions
η`(a) are defined by

η`→(a) = a1a3, η`←(a) = a2a4.

The generator LN of the rescaled process AN (t) = N−1ÂN (t) acts on functions ϕ : (R+)4 → R
and is given by

LNϕ(a) =
∑
`

Nη`(a)(ϕ(a+ `N−1)− ϕ(a)).

We introduce f(a) :=
∑
` `η`(a) (it coincides with (1.3)) to expand LNϕ(a) as follows

LNϕ(a) = f(a) ·Daϕ(a) +
∑
`

Nη`(a)(ϕ(a+ `N−1)− ϕ(a)− `N−1Daϕ(a))

= f(a) ·Daϕ(a) + 1
N

∑
`

η`(a)``∗ : D2
aϕ(a) +O

(
1
N2

)
, (1.24)

where A : B :=
∑
i,j AijBij . At the order 0, (1.24) gives the generator f ·Daϕ associated to the

ODE ȧ = f(a). At order 1, we obtain the generator

L 1
Nϕ(a) = f(a) ·Daϕ(a) + 1

N

∑
`

η`(a)``∗ : D2
aϕ(a),

associated to the SDE

da(t) = f(a(t))dt+
√

2
N

∑
`

`[η`(a(t))]1/2dB`(t), (1.25)

where the (B`)` are independent one-dimensional Wiener processes. When the space variable is
neglected, (1.25) corresponds to (1.2) where the sum over α involves two indexes, and

f(a) = (a1a3 − a2a4)`, σ1(a) = ε
√
a1a3`, σ2(a) = ε

√
a2a4`, (1.26)

where ε is a small constant and ` = `→, as given in (1.23).
Remark 1.2 (Space-time white noise). When spatial displacement is taken into account, a pro-
babilistic description of the reaction (1.1) in terms of particles can be done, with an explicit
expression for the associated generator (see [LLN20, Proposition 3.1] for instance). A procedure
of diffusion-approximation then leads to a stochastic system of reaction-diffusion equations with
space-time white noises affecting both spatial derivatives and reaction terms, see3 [DMFL86,
Theorem 3] for a similar (scalar) equation, describing the fluctuations of a Glauber-Kawasaki
dynamics with a fast rate of exchanges. In the present study, we will limit ourselves to the
consideration of coloured-in-space, time-white noise, the case of space-time white noise being
singularly more difficult of course.

3Note however that [DMFL86] gives a result in the vein of a central limit theorem, or of “first-order approx-
imation”, to use the term used in [CO20] for instance. In this approach, the stochastic equation obtained at
the limit is linear (and involves the linearization of the zero-th order deterministic equation). In the framework
of diffusion-approximation, where we use an expansion of the generator, and not of the solution, the stochastic
equation obtained at the end is non-linear.

6



2 Entropy estimate
We use the notation s∗ = 1 + s, s ∈ [0,+∞). Let us set

Φ(s) = s∗ ln(s∗)− s∗ + 1 = (1 + s) ln(1 + s)− s, Φ̄(s) = Φ(s) + s = (1 + s) ln(1 + s). (2.1)

Although Φ is the natural entropy functional, we need to introduce Φ̄, simply to ensure a control
of quantities ∼ c0s with c0 6= 0 around s = 0.

Proposition 2.1 (Entropy estimate). Suppose that the coefficients σαi satisfy (1.5) and (1.6).
Assume also ai0 ∈ C∞(Td), ai0 ≥ 0, i = 1, . . . , 4. Let a be a global-in-time regular solution to
(1.2) or a global-in-time solution to (1.2) with the truncated non-linearities defined in (1.15)-
(1.16). Then a satisfies the following estimates: for all p ∈ [1,+∞), for all T > 0,

E

[( 4∑
i=1

∫
Td

Φ̄(ai(t))dx+ E
4∑
i=1

∫ t

0

∫
Td
κi
|∇xai|2

1 + ai
dxds

)p]
≤ C(p)E

[( 4∑
i=1

∫
Td

Φ̄(ai0)dx
)p]

,

(2.2)
for all t ∈ [0, T ], where the constant C(p) depends on p, d, on ν, T and on the constant κ in
(1.7).

Proof of Proposition 2.1. We will denote by C1, C2, . . . any constant depending on d, ν and κ
only. We write C1(p), C2(p), . . . if there is also a dependence on p. We will establish (2.2) under
the additional assumption that

T ≤ T1(p), (2.3)

for a positive time T1(p) depending on p, d and ν (cf. (1.6)). The general case will follow by
iteration of this result. We consider first the case of a global-in-time regular solution a of (1.2).
The case of truncated non-linearities is explained at the end of the proof.

By the Itô formula, we have for all i:

dΦ̄(ai)−∇x ·(κi∇x Φ̄(ai))dt

=
(

Φ̄′(ai)fi(a)− κiΦ̄′′i (ai)|∇xai|2 + 1
2
∑
α

|σαi (ai)|2Φ̄′′i (ai)
)
dt+ Φ̄′i(ai)σαi (a)dBα(t). (2.4)

Then by integration in x, we obtain∫
U

Φ̄(ai)(t)dx =
∫
U

Φ̄(ai)(0)dx

+
∫ t

0

∫
U

(
Φ̄′(ai)fi(a)− κiΦ̄′′i (ai)|∇xai|2 + 1

2
∑
α

|σαi (ai)|2Φ̄′′i (ai)
)
dxds

+
∫ t

0

∫
U

Φ̄′i(ai)σαi (a)dxdBα(s), (2.5)

Lemma 2.2 (Control of the source terms). There is a constant C1 depending on ν only such
that

4∑
i=1

(
Φ̄′(ai)fi(a) + 1

2
∑
α

|σαi (ai)|2Φ̄′′i (ai)
)
≤ C1

4∑
i=1

Φ̄(ai), (2.6)

for all a1, . . . , a4 ∈ R+.
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Summing on i in (2.5) and using the positivity condition (1.7) and the estimate (2.6), we obtain

E(t) +D(t) ≤ C1

∫ t

0
E(s)ds+M(t) + E(0), (2.7)

where

E(t) =
4∑
i=1

∫
Td

Φ̄(ai(t))dx, D(t) = E
4∑
i=1

∫ t

0

∫
Td

|∇aξi |2

aξ∗i
dxds, (2.8)

andM(t) denotes the martingale

M(t) =
∫ t

0

∫
Td

∑
α,i

σαi (ai) (1 + ln(a∗i )) dxdBα(s). (2.9)

Our aim is to get the following estimate:

E [U(t)p] ≤ C(p)E [E(0)p] , U(t) := sup
0≤s≤t

E(s) +D(t), (2.10)

for 0 ≤ t ≤ T1(p). The bound

C1

∫ t

0
E(s)ds ≤ C1tU(t) (2.11)

inserted in (2.7) gives us
U(t) ≤ 2E(0) + 2M(t)∗, (2.12)

whereM(t)∗ = sups∈[0,t] |M(s)|, for 0 ≤ t ≤ T1(p), provided C1T1(p) ≤ 1
2 . Raising (2.12) to the

power p yields
U(t)p ≤ C2(p) [E(0)p + (M(t)∗)p] . (2.13)

We take expectation in (2.13) and use the Burkholder-Davis-Gundy inequality to get

E [U(t)p] ≤ C3(p)
(
E [E(0)p] + E

[
〈M,M〉

p
2
t

])
. (2.14)

The quadratic variation ofM(t) is

〈M,M〉t =
∫ t

0

∑
α

∣∣∣∣∣
∫
Td

∑
i

σαi (a) (1 + ln(a∗i )) dx

∣∣∣∣∣
2

ds. (2.15)

Set F = a1a3 + a2a4. By the Cauchy-Schwarz inequality and (1.6), we have

〈M,M〉t ≤
∫ t

0

∫
Td

∑
α,i

F−1/2|σαi (a)|2 (1 + ln(a∗i )) dx
∫
Td

∑
i

F1/2 (1 + ln(a∗i )) dx

 ds
≤ ν

∫ t

0

∣∣∣∣∣
∫
Td

∑
i

F1/2 (1 + ln(a∗i )) dx

∣∣∣∣∣
2

ds ≤ C4

∫ t

0

∣∣∣∣∣∣
∫
Td

∑
i,j

ai
(
1 + ln(a∗j )

)
dx

∣∣∣∣∣∣
2

ds.

(2.16)

Observe that we have the bound a ≤ Φ̄(a) and

a∗i ln(a∗j ) ≤ a∗i ln(a∗i ) + a∗j ln(a∗j ), (2.17)
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which, exploited in (2.16), yields

〈M,M〉t ≤ C5

∫ t

0

∣∣∣∣∣
∫
Td

∑
i

Φ̄(ai)dx

∣∣∣∣∣
2

ds ≤ C5t sup
0≤s≤t

E(s)2 ≤ C5tU(t)2. (2.18)

We insert this last estimate (2.18) in (2.14) to obtain

E [U(t)p] ≤ C6(p)
(
E [E(0)p] + t

p
2 E [U(t)p]

)
. (2.19)

The desired bound (2.10) follows, under the condition t ≤ T1(p).

Proof of Lemma 2.2. Our aim is to control

S = −(a1a3 − a2a4) (ln(a∗1a∗3)− ln(a∗2a∗4)) + 1
2
∑
α,i

|σαi (ai)|2

a∗i
. (2.20)

By the growth condition (1.6), we have

S ≤ −(a∗1a∗3 − a∗2a∗4) (ln(a∗1a∗3)− ln(a∗2a∗4)) + ν

4∑
i=1

a∗1a
∗
3 + a∗2a

∗
4

a∗i
+ e1, (2.21)

where
e1 = (a∗1 + a∗3 − a∗2 − a∗4) (ln(a∗1a∗3)− ln(a∗2a∗4)) . (2.22)

We use the inequality (2.17) to obtain the bound

e1 ≤ C2

4∑
i=1

Φ̄(ai). (2.23)

We also have
4∑
i=1

a∗1a
∗
3 + a∗2a

∗
4

a∗i
≤ C3

4∑
i=1

(Φ(ai) + ai) +
(
a∗1a
∗
3

a∗2
+ a∗1a

∗
3

a∗4
+ a∗2a

∗
4

a∗1
+ a∗2a

∗
4

a∗3

)
, (2.24)

so
S ≤ Θ(a) + e2, (2.25)

where e2 satisfies the same bound (2.23) as e1 and where

Θ(a) = −(a∗1a∗3 − a∗2a∗4) (ln(a∗1a∗3)− ln(a∗2a∗4)) + ν

[
a∗1a
∗
3

a∗2
+ a∗1a

∗
3

a∗4
+ a∗2a

∗
4

a∗1
+ a∗2a

∗
4

a∗3

]
. (2.26)

We will conclude the proof by showing that

Θ(a) ≤ C4

4∑
i=1

Φ̄(ai). (2.27)

Let K > 1 denote a constant that will be fixed later. Let us examine Θ(a) in the three regions

Υ+ = {a∗2a∗4 > Ka∗1a
∗
3}, Υ0 = {Ka∗1a∗3 ≥ a∗2a∗4 ≥ K−1a∗1a

∗
3}, Υ− = {a∗1a∗3 > Ka∗2a

∗
4}. (2.28)
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For symmetry reasons, it is sufficient to examine the last two regions Υ0, Υ−. In Υ0, we simply
use the sign of the entropy dissipation term,

− (a∗1a∗3 − a∗2a∗4)(ln(a∗1a∗3)− ln(a∗2a∗4)) ≤ 0, (2.29)

and the bound
a∗1a
∗
3

a∗2
+ a∗1a

∗
3

a∗4
+ a∗2a

∗
4

a∗1
+ a∗2a

∗
4

a∗3
≤ K (a∗4 + a∗2 + a∗3 + a∗1) . (2.30)

In Υ−, we can estimate Θ(a) from above as follows: let us write a∗2a∗4 = αa∗1a
∗
3 with α < K−1.

Then we obtain
(a∗1a∗3 − a∗2a∗4)(ln(a∗1a∗3)− ln(a∗2a∗4)) = a∗1a

∗
3ψ(α), (2.31)

where ψ(α) = −(1 − α) ln(α) is positive decreasing on (0, 1] with ψ(0+) = +∞. In particular,
ψ(α) > ψ(K−1) and thus

− (a∗1a∗3 − a∗2a∗4)(ln(a∗1a∗3)− ln(a∗2a∗4)) ≤ −a∗1a∗3ψ(K−1). (2.32)

The remaining part of Θ(a) is bounded by
a∗1a
∗
3

a∗2
+ a∗1a

∗
3

a∗4
+K−1a∗3 +K−1a∗1 ≤ 2a∗1a∗3 +K−1a∗3 +K−1a∗1. (2.33)

We can conclude to (2.27) in Υ− if 2ν < ψ(K−1), which is always satisfied for K large enough
since ψ(0+) = +∞.

To conclude the proof of Proposition 2.1, we still have to explain why it remains true when the
non-linearities fn and σn defined in (1.15) are considered. This amounts to justify the validity
of Lemma 2.2 in this case (with a constant independent on n). Consider thus

Sn = fn1 (a) (ln(a∗1a∗3)− ln(a∗2a∗4)) + 1
2
∑
α,i

|σnα,i(ai)|2

a∗i
, (2.34)

which is analogous to the quantity S defined in (2.20). Actually, by our choice of truncation in
(1.15), Sn is proportional to S:

Sn = |χn(|a|)|2S ≤ S, (2.35)
so the results follows at once.

3 An L2 ln(L2)-estimate by duality
Let Φ, Φ̄ be defined by (2.1). Set

E2(t) :=
∫
Td

∑
i

|Φ̄(ai(t))|2dx. (3.1)

Assume that
E2(0) = E [E2(0)] < +∞. (3.2)

The main result of this section shows that the initial L2 ln(L2)-bound (3.2) is propagated in a
bound

E

[∫ T

0
E2(t)ds

]
< +∞. (3.3)

This quadratic estimate is obtained by duality, by considering an appropriate backward parabolic
SPDE (see (3.10)). This is an extension to the stochastic framework of the duality method
developed in [DFPV07] (see also [Pie10]).
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Theorem 3.1 (L2 ln(L2)-estimate). Suppose that the coefficients σαi satisfy (1.5) and (1.6).
Assume also ai0 ∈ C∞(Td), ai0 ≥ 0, i = 1, . . . , 4. Let a be a global-in-time regular solution to
(1.2) or a global-in-time solution to (1.2) with the truncated non-linearities defined in (1.15)-
(1.16). Then, under the smallness condition (1.21), a satisfies the following estimate: for all
T > 0,

E

[∫ T

0
E2(t)ds

]
≤ Ce2C1T E2(0), (3.4)

where the constant C depends on d, min1≤i≤4 κi, max1≤i≤4 κi only, and C1 is the constant in
introduced in Lemma 2.2.

Proof of Theorem 3.1. The proof breaks into several steps.

Step 1. We start from the equation (2.4) and use (2.6) to obtain

dz −∇x ·

(∑
i

κi∇x zi

)
dt = Fdt+

∑
i

ln(ai)σαi (a)dBα(t), (3.5)

where
z =

∑
i

Φ̄(ai), (3.6)

and where, for all x ∈ Td, (F (x, t)) is an adapted process, satisfying F (x, t) ≤ C1z(x, t) a.s., for
all (x, t) ∈ QT . We rewrite (3.5) as

dz −∆(Kz)dt = Fdt+ gαdBα(t), (3.7)

where
gα =

∑
i

(1 + ln(ai))σαi (a), (3.8)

and where the coefficient K is given4 as the convex combination

K(x, t) =
∑
i

Φ̄(ai(x, t))
z(t, x) κi ∈

[
min

1≤i≤4
κi, max

1≤i≤4
κi

]
. (3.9)

Thus K is measurable in (x, t) and bounded, with K(x, t) ≥ κ for all (x, t) ∈ QT , P-a.s. by
(1.7), and for all x ∈ Td, (K(x, t)) is adapted. Next, we introduce the solution (w, (qα)) to the
backward SPDE

dw(t) + (K̃(t)∆w(t) + C1w(t))dt = −H(t)dt+ qα(t)dBα(t), (3.10)

with terminal condition
w(x, T ) = 0, x ∈ Td. (3.11)

Let P denote the predictable σ-algebra of Ω× [0, T ]. In (3.10), we assume that

K̃, H : Ω× [0, T ]× Td → R (3.12)

are P × B(Td)-measurable, and that P-a.s., for all (x, t) ∈ QT ,

κ ≤ K̃(x, t) ≤ max
1≤i≤4

κi, 0 ≤ H(x, t), (3.13)

4if a(x, t) = 0, we set K(x, t) = κ
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and that there exists an integer q > 2 + d/2, a constant CH̃,K ≥ 0 such that P-a.s., for all
(x, t) ∈ QT , for all multi-index m of length |m| < q

|Dm
x K̃(x, t)|+ |Dm

x H(x, t)| ≤ CH̃,K . (3.14)

Note in particular that there is a modulus γ : [0,+∞)→ [0,+∞) (i.e. a continuous and increasing
γ with γ(r) = 0 if, and only if r = 0) such that P-a.s., for all t ∈ [0, T ], for all x, y ∈ Td,

|K̃(t, x)− K̃(t, y)| ≤ γ(|x− y|). (3.15)

By [DT12] (see Remark 3.1 and Corollary 3.4), the problem (3.10)-(3.11) admits a solution
(w, (qα)) in the following sense:

1. (w, (qα)) satisfies the interior regularity

w ∈ L2(Ω× (0, T ),P, C2(Td)) ∩ L2(Ω, C(Q̄T )), qα ∈ L2(Ω× (0, T ),P, C1(Td)), (3.16)

with the bound
E
∫ T

0

∑
α

|qα(x, t)|2dt < +∞, (3.17)

for all x ∈ Td,

2. the equation (3.10) is satisfied point-wise, for every x ∈ Td,

3. (w, (qα)) satisfies the bound

E
∫ T

0

(
‖w(t)‖2H2(Td) +

∑
α

‖q(t)‖2H1(Td)

)
dt+ E

[
sup
t∈[0,T ]

‖w(t)‖2H1(Td)

]

≤ C0E
∫ T

0
‖H‖2L2(Td)dt, (3.18)

where the constant C0 depends on d, T and on the modulus γ in (3.15).

Note that, in [DT12] this is the Homogeneous Dirichlet problem that is considered, but the
adaptation to the case of periodic boundary conditions is straightforward. We will justify in
Step 2 the Itô formula, which, based on the equations satisfied by z and w, gives

E
[∫∫

QT

Hzdxdt

]
= E

[∫
Td
z0w(0)dx

]
+ E

[∫∫
QT

∆w(K − K̃)zdxdt
]

+ E
[∫∫

QT

(F − C1z)wdxdt
]

+ E
[∫∫

QT

gαqαdxdt

]
. (3.19)

In Step 3, we show that P-a.s., w(x, t) ≥ 0 for all (x, t) ∈ QT . In Step 4, we establish the
following bounds on (w, (qα)):

E
[
‖w(0)‖2H1(Td)

]
+ E

∫ T

0
e2C1t

[
‖w(t)‖2H2(Td) +

∑
α

‖qα‖2H1(Td)

]
dt

≤ R1E
∫ T

0
e2C1t‖H(t)‖2L2(Td)dt, (3.20)

where the constant R1 depends on d, κ and max1≤i≤4 κi only. In the last, fifth step, we consider
the limit of (3.19) when K̃ = Kε is a regularization of K, and conclude our argument.
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Step 2. We need to justify the Itô formula for the product 〈z(t), w(t)〉L2(Td): at least three
possible approaches seem possible in our situation:

1. use the Itô formula for the square of the L2-norm (see [KR79] for instance) of w, z, w+ z,

2. consider the equations at fixed x (this is possible since we work with regular enough solu-
tions), use the Itô formula for real-valued processes, and integrate the result over Td,

3. use a spectral decomposition of the processes, apply the Itô formula for real-valued pro-
cesses, and gather the results.

This is the last method that we will employ since, even if regularity of solutions is available
in our case, it is less demanding from that point of view than the second approach (and as
explained in Remark 1.1, solutions with less regularity may have to be considered if different
boundary conditions are assumed). So let (vn) denote the Fourier basis of L2(Td): −∆vn = λnvn,
λn = 4π2|n|2, for all n ∈ Zd. We consider the spectral decomposition

w(t) =
∑
n∈Zd

ŵn(t)vn, qα(t) =
∑
n∈Zd

q̂αn(t)vn z(t) =
∑
n∈Zd

ẑn(t)vn. (3.21)

The integrability and regularity properties of w, qα and z ensure that the series in (3.21) have
at least the following convergence properties:

E
∫ T

0

∑
n∈Zd

λ2
n(|ŵn(t)|2 + |ẑn(t)|2) < +∞, E

∫ T

0

∑
n∈Zd
α≥1

λn|q̂αn(t)|2 < +∞. (3.22)

The solutions to (3.7) and (3.10) are weak solutions (cf. the terminology in [DT12, Definition 2.1]
for instance), so we can test them against the spectral element vn to obtain the following set of
equations, for n ∈ Zd:

dẑn(t) = fn(t)dt+ gαn(t)dBα(t), dŵn(t) = f̃n(t)dt+ q̂αn(t)dBα(t), (3.23)

where
fn(t) = 〈∆(K(t)z(t)) + F (t), vn〉L2(Td), gαn(t) = 〈gα(t), vn〉L2(Td), (3.24)

and
f̃n(t) = 〈−K̃(t)∆w(t)−H(t)− C1w(t), vn〉L2(Td). (3.25)

By (3.23), the standard Itô formula and the terminal condition (3.11), we obtain

0 = E [ẑn(0)ŵn(0)] +
∫ T

0
E
[
fn(t)ŵn(t) + f̃n(t)ẑn(t) + gαn(t)q̂αn(t)

]
dt. (3.26)

We then sum (3.26) for n ∈ Zd bounded by N : |n| ≤ N . We use the property

− 〈∆u, vn〉L2(Td) = λn〈u, vn〉L2(Td), u ∈ H2(Td), (3.27)

to obtain in particular a term

E
∫ T

0

∑
|n|≤N

[
〈K(t)z(t), vn〉L2(Td)〈∆w(t), vn〉L2(Td) − 〈K̃(t)∆w(t), vn〉L2(Td)〈z(t), vn〉L2(Td)

]
dt.

(3.28)
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Since all the terms Kz, ∆w, K̃∆w, z involved in (3.28) belong to L2(Ω× (0, T )× Td), we have
the convergence when N → +∞ of the quantity (3.28) to the term

E
[∫∫

QT

∆w(K − K̃)zdxdt
]
. (3.29)

The convergence of the other terms in the sum over |n| ≤ N of (3.26) is similar: we obtain (3.19)
in the limit.

Step 3. We claim here that P-a.s., for all (x, t) ∈ QT , w(x, t) ≥ 0. This can be proved by
justification of the Itô formula for the quantity w 7→ ‖w−‖2L2(Td), where w

− = max(−w, 0) is the
negative part of w. The result also follows directly from [DT12, Theorem 5.1] and (3.11), (3.13).

Step 4. Bounds on (w, (qα)). The basic principle to obtain appropriate estimates on w and
qα (see (3.20)) is to “multiply” the equation (3.10) by ∆w. In the deterministic case, we use an
integration by parts and the terminal condition (3.11) to obtain∫ T

0
〈∂tw,∆w〉L2(Td)dt =

−
∫ T

0
〈∂t∇w,∇w〉L2(Td)dt = −

∫ T

0

d

dt

1
2‖∇w(t)‖2L2(Td)dt = 1

2‖∇w(0)‖2L2(Td). (3.30)

The analogous result for the solution to (3.10) is more delicate to justify as ∂tw has no proper
sense. We use again, as in Step 2., a spectral decomposition to justify our computations. We
start from the equation (3.23) for ŵn(t), use the Itô formula and the terminal condition (3.11)
to compute the evolution of the square of t 7→ eC1tŵn(t). After taking the expectation of the
result, we obtain

1
2E
[
|ŵn(0)|2

]
+ E

∫ T

0
e2C1t

[
〈−K̃(t)∆w(t)−H(t), vn〉L2(Td)ŵn(t) + 1

2
∑
α

|q̂αn |2
]
dt

= 0. (3.31)

We multiply (3.31) by λn, sum the result over |n| ≤ N , use (3.27), and the identity

‖∇u‖L2(Td) =
∑
n≥1

λn
∣∣〈u, vn〉L2(Td)

∣∣2 , u ∈ H1(Td), (3.32)

to obtain in the limit N → +∞ the following estimate:

1
2E
[
‖∇w(0)‖2L2(Td)

]
+ E

∫ T

0
e2C1t

[
〈K̃(t)∆w(t),∆w(t)〉L2(Td) + 1

2
∑
α

‖∇qα‖2L2(Td)

]
dt

= −E
∫ T

0
e2C1t〈H(t),∆w(t)〉L2(Td)dt. (3.33)

Using the bounds on K̃ in (3.13) and the Cauchy-Schwarz inequality, we deduce from (3.33) that

1
2E
[
‖∇w(0)‖2L2(Td)

]
+ E

∫ T

0
e2C1t

[
κ

2 ‖∆w(t)‖2L2(Td) + 1
2
∑
α

‖∇qα‖2L2(Td)

]
dt

≤ max
1≤i≤4

(κi)E
∫ T

0
e2C1t‖H(t)‖2L2(Td)dt. (3.34)
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Since

‖u‖2H1(Td) ≤ C(d)‖∇u‖2L2(Td), ‖u‖2H2(Td) ≤ C(d)‖∆u‖2L2(Td), u ∈ H2(Td), (3.35)

where C(d) is a constant depending on d, (3.34) gives (3.20) as desired.

Step 5. Let us conclude the proof of (3.4). We use the fact that F ≤ C1z (see (3.6)-(3.7)) and
w ≥ 0, the Cauchy-Schwarz inequality and the bounds (3.20) to deduce from (3.19) that(

E
[∫∫

QT

Hzdxdt

])2

≤ R2

{
E
[
‖z0‖2L2(Td)

]
+ E

[∫∫
QT

e−2C1t(K − K̃)2z2dxdt

]
+E

[∫∫
QT

e−2C1t
∑
α

|gα|2dxdt

]}{
E
∫ T

0
e2C1t‖H(t)‖2L2(Td)dt

}
, (3.36)

where the constant R2 depends on d, κ and max1≤i≤4 κi only. We apply (3.36) with K̃ = K̃ε,
where

K̃ε(x, t) = z(x, t)
z(x, t) + ε

K(x, t) = 1
z(x, t) + ε

∑
i

κiΦ̄(ai(x, t)). (3.37)

This coefficient K̃ has the desired regularity properties by regularity of z, and satisfies the bound

0 ≤ (K − K̃ε)z ≤ ε, (3.38)

so, taking the limit ε→ 0 in (3.36) where K̃ = K̃ε, gives us(
E
[∫∫

QT

Hzdxdt

])2

≤ R2

{
E
[
‖z0‖2L2(Td)

]
+ E

[∫∫
QT

e−2C1t
∑
α

|gα|2dxdt

]}{
E
∫ T

0
e2C1t‖H(t)‖2L2(Td)dt

}
.

(3.39)

We replaceH with t 7→ eC1tH(t) and, by an argument of density relax the hypothesis of regularity
of H to obtain(

E
[∫∫

QT

Hẑdxdt

])2

≤ R2

{
E
[
‖z0‖2L2(Td)

]
+ E

[∫∫
QT

e−2C1t
∑
α

|gα|2dxdt

]}{
E
∫ T

0
‖H(t)‖2L2(Td)dt

}
, (3.40)

for all non-negative H ∈ L2(Ω× (0, T ),P;L2(Td)), where ẑ(t) = e−C1tz(t). At last, we estimate
the term

E
[∫∫

QT

e−2C1t|gα|2dxdt
]
. (3.41)

Recall that gα is defined in (3.8). By (1.6), and (2.17) we have∑
α

|gα|2 ≤ R3νz
2 (3.42)
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where R3 is a numerical constant, and so

E
[∫∫

QT

e−2C1t|gα|2dxdt
]
≤ R3νE

[∫∫
QT

|ẑ|2dxdt
]
. (3.43)

We insert (3.43) in (3.40) and invoke (1.21) to ensure that R2R3ν ≤ 1
2 (note well that the

constant R2R3 does not depend on time) to conclude that

E
[∫∫

QT

|ẑ|2dxdt
]
≤ R4E

[
‖z0‖2L2(Td)

]
, (3.44)

which yields (3.4).

4 L∞-estimates
4.1 L∞-estimate via truncation of the entropy
Various approaches to L∞-estimates for (deterministic) quadratic reaction-diffusion systems exist
(see [CV09, GV10, CGV19, Sou18, FMT20]). Here we follow the same approach à la De Giorgi
as in [GV10], using also some of the elements in [LV23].

Theorem 4.1 (L∞-estimate). Let

Θ(u) = ln(1 + ln(1 + u)), u ≥ 0. (4.1)

Suppose that the coefficients σαi satisfy (1.5) and (1.6). Assume also ai0 ∈ C∞(Td), ai0 ≥ 0,
i = 1, . . . , 4. Let a be a global-in-time regular solution to (1.2) or a global-in-time solution to (1.2)
with the truncated non-linearities defined in (1.15)-(1.16). Assume also that the space dimension
d is d = 1 or d = 2 and that the strength of noise is small in the sense of (1.21). Then a satisfies
the following estimate:

E
[
Θ
(

sup
1≤i≤4

‖ai‖L∞(QT )

)]
≤ C∞, (4.2)

where the constant C∞ depends on d, ν, T , min1≤i≤4 κi, max1≤i≤4 κi and sup1≤i≤4 ‖ai0‖L∞(Td).

Proof of Theorem 4.1. We will consider only the case d = 2. For a, ξ ≥ 0, set

aξ = (a− ξ)+, aξ∗ = 1 + aξ, (4.3)

and
Φ(a; ξ) = Φ(aξ) = (1 + aξ) ln(1 + aξ)− aξ = aξ∗ ln(aξ∗)− aξ∗ + 1. (4.4)

Evolution of the entropy. Note that

∂

∂a
Φ(a; ξ) = ln(aξ∗) = ln(aξ∗)1a>ξ,

∂2

∂a2 Φ(a; ξ) = 1a>ξ
aξ∗

, (4.5)

so, similarly to (2.7), we have

E(t; ξ) +D(t; ξ) ≤ S(t; ξ) +M(t; ξ) + E(0; ξ), (4.6)

where

E(t; ξ) =
4∑
i=1

∫
Td

Φ(aξi (t))dx, D(t; ξ) = E
4∑
i=1

∫ t

0

∫
Td

|∇aξi |2

aξ∗i
dxds, (4.7)
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and

S(t; ξ) =
∫ t

0

∫
Td

−(a1a3 − a2a4)
(

ln(aξ∗1 a
ξ∗
3 )− ln(aξ∗2 a

ξ∗
4 )
)

+ 1
2
∑
α,i

|σαi (ai)|2

aξ∗i
1ai>ξ

 dxds.

(4.8)
The martingale term is

M(t; ξ) =
∫ t

0

∫
Td

∑
α,i

σαi (ai) ln(aξ∗i )dxdBα(s). (4.9)

As in (2.10), we introduce the quantity

U(t; ξ) = sup
0≤s≤t

E(s; ξ) +D(t; ξ). (4.10)

Auxiliary functional. Set

Ψ(a) =
∫ a

0

√
Φ(s)
s∗

ds =
∫ a

0

√
(1 + s) ln(1 + s)− s

1 + s
ds (4.11)

and

Uψ(t; ξ) =
[∫ t

0

∫
Td

∑
i

|Ψ(aξi )|
2dxds

]1/2

. (4.12)

We have
∇Ψ(a) =

√
Φ(a) ∇a√

1 + a
, (4.13)

so, by Sobolev’s embedding (recall that the space dimension is d = 2 here) and Cauchy-Schwarz’
inequality,

‖Ψ(a)‖L2(Td) . ‖∇Ψ(a)‖L1(Td) . ‖Φ(a)‖
1
2
L1(Td)‖(1 + a)− 1

2∇a‖L2(Td), (4.14)

which yields

Uψ(t; ξ)2 .
∫ t

0
E(s; ξ)

∑
i

∥∥∥(1 + aξi )
− 1

2∇aξi
∥∥∥2

L2(Td)
ds .

[
sup
s∈[0,t]

E(s; ξ)
]
D(t; ξ), (4.15)

and thus
Uψ(t; ξ) . U(t; ξ). (4.16)

As in [GV10, Lemma 3.2], we will use the fact that

g(a) ln(a∗) . |Ψ(a)|2, g(a) := a310≤a≤1 + a21a>1. (4.17)

Bound on the source term. We will proceed as in the previous section 2, taking into account
the additional effects of the truncation at level ξ. In particular, our aim is not a bound like (2.6),
but instead, using (4.16)-(4.17), a bound of S(t; ξ) by a power of U(t; ζ) (or more exactly, a
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power of Uψ(t; ζ)), for a given truncation level ζ < ξ. We begin as in Section 2 however, and use
first the growth condition (1.6), to get

S(t; ξ) ≤
∫ t

0

∫
Td

{
−(aξ∗1 a

ξ∗
3 − a

ξ∗
2 a

ξ∗
4 )
(

ln(aξ∗1 a
ξ∗
3 )− ln(aξ∗2 a

ξ∗
4 )
)}

dxds

+ ν

∫ t

0

∫
Td

∑
i

aξ∗1 a
ξ∗
3 + aξ∗2 a

ξ∗
4

aξ∗i
1ai>ξdxds+ ϕ(t; ξ), (4.18)

where

ϕ(t; ξ) =
∫ t

0

∫
Td

{
(aξ∗1 a

ξ∗
3 − a

ξ∗
2 a

ξ∗
4 )− (a1a3 − a2a4)

}(
ln(aξ∗1 a

ξ∗
3 )− ln(aξ∗2 a

ξ∗
4 )
)
dxds

+ ν

∫ t

0

∫
Td

∑
i

(a1a3 + a2a4)− (aξ∗1 a
ξ∗
3 + aξ∗2 a

ξ∗
4 )

aξ∗i
1ai>ξdxds. (4.19)

We have
aiaj − aξ∗i a

ξ∗
j = aiaj − aξia

ξ
j − 1− (aξi + aξj). (4.20)

The term aiaj − aξia
ξ
j is non-positive, so

− 1− (aξi + aξj) ≤ aiaj − a
ξ∗
i a

ξ∗
j . (4.21)

From (4.20), we also obtain the bound from below aiaj − aξ∗i a
ξ∗
j ≤ aiaj − aξia

ξ
j , and since

ai ≤ aξi + ξ, we get

− 1− (aξi + aξj) ≤ aiaj − a
ξ∗
i a

ξ∗
j ≤ ξ

2 + ξ(aξi + aξj), (4.22)

which implies in particular

|aiaj − aξ∗i a
ξ∗
j | ≤ ξ

2 + ξ(aξi + aξj), (4.23)

if
ξ ≥ 1. (4.24)

Assuming (4.24) thus, we obtain the first estimate

ϕ(t; ξ) ≤ 2
∫ t

0

∫
Td

(
ξ2 + ξ

∑
i

aξi

)(
ln(aξ∗1 a

ξ∗
3 ) + ln(aξ∗2 a

ξ∗
4 )
)
dxds

+ ν

∫ t

0

∫
Td

∑
i

ξ2 + ξ
∑
j a

ξ
j

aξ∗i
1ai>ξdxds. (4.25)

Next, we will use the following inequalities (similar to (2.17)):

aξj ln(aξ∗i ) ≤ aξi ln(aξ∗i ) + aξj ln(aξ∗j ), aξj1ai>ξ ≤ a
ξ
i1ai>ξ + aξj1aj>ξ. (4.26)

In the second term in (4.25) we also use the elementary bound (aξ∗i )−1 ≤ 1 to get

ϕ(t; ξ) .
∫ t

0

∫
Td

∑
i

(ξ2 + ξaξi )(ln(aξ∗i ) + 1ai>ξ)dxds. (4.27)
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Let then ζ ∈ (0, ξ). We have aξ ≤ aζ and

1a>ξ ≤
(

aζ

ξ − ζ

)α+1

1aζ≤1 +
(

aζ

ξ − ζ

)α
11<aζ , (4.28)

for some arbitrary exponent α ≥ 0. Taking successively α = 2, 1, and using the fact that
ln(aξ∗) = 0 if a ≤ ξ, we deduce from (4.17)-(4.28) that

ln(aξ∗) ≤W2(ξ, ζ)|Ψ(aζ)|2, aξ ln(aξ∗) ≤W1(ξ, ζ)|Ψ(aζ)|2 (4.29)

where
Wα(ξ, ζ) = 1

(ξ − ζ)α+1 + 1
(ξ − ζ)α . (4.30)

We also note
a > ξ ⇒ aζ∗ ≥ 1 + (ξ − ζ)⇒ ln(aζ∗)

ln(1 + (ξ − ζ)) ≥ 1, (4.31)

so, similarly to (4.29), we have

1a>ξ ≤
W2(ξ, ζ)

ln(1 + (ξ − ζ)) |Ψ(aζ)|2, aξ1a>ξ ≤
W1(ξ, ζ)

ln(1 + (ξ − ζ)) |Ψ(aζ)|2. (4.32)

Finally, we deduce from (4.27), (4.29), (4.32) and (4.16) that

ϕ(t; ξ) . 1
1 ∧ ln(1 + (ξ − ζ))

[
ξ2W2(ξ, ζ) + ξW1(ξ, ζ)

]
Uψ(t; ξ)2, (4.33)

and obtain therefore a bound from above on the last term in the right-hand side of (4.18). The
other two terms in the right-hand side of (4.18) can be gathered to form a quantity very similar
to the the function Θ(a) in (2.26). The procedure followed to prove (2.27) can be adapted to
establish∫ t

0

∫
Td

{
−(aξ∗1 a

ξ∗
3 − a

ξ∗
2 a

ξ∗
4 )
(

ln(aξ∗1 a
ξ∗
3 )− ln(aξ∗2 a

ξ∗
4 )
)}

dxds

+ ν

∫ t

0

∫
Td

∑
i

aξ∗1 a
ξ∗
3 + aξ∗2 a

ξ∗
4

aξ∗i
1ai>ξdxds .

∫ t

0

∫
Td

∑
i,j

aξ∗j 1ai>ξdxds. (4.34)

By (4.26), (4.32), and (4.33), we obtain

S(t; ξ) . 1
1 ∧ ln(1 + (ξ − ζ))

[
ξ2W2(ξ, ζ) + ξW1(ξ, ζ)

]
Uψ(t; ξ)2, (4.35)

assuming (4.24). We report the estimate (4.35) in (4.6). Assume that

1 ∨ max
1≤i≤4

‖ai0‖L∞(Td) ≤ ξ. (4.36)

Then E(0; ξ) = 0 and we obtain the a.s. inequalities

U(t; ξ) . 1
1 ∧ ln(1 + (ξ − ζ))

[
ξ2W2(ξ, ζ) + ξW1(ξ, ζ)

]
Uψ(t; ζ)2 +M(t; ξ)∗, (4.37)

where
M(t; ξ)∗ = sup

s∈[0,t]
|M(s; ξ)|. (4.38)
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Bound on the martingale term. The quadratic variation of the martingaleM(t; ξ) in (4.9)
is

〈M(ξ),M(ξ)〉t =
∫ t

0

∑
α

∣∣∣∣∣
∫
Td

∑
i

σαi (a) ln(aξ∗i )dx

∣∣∣∣∣
2

ds. (4.39)

We proceed as in (2.16) (simply replace ln(a∗j ) by ln(aξ∗j )) to obtain

〈M(ξ),M(ξ)〉t .
∫ t

0

∣∣∣∣∣∣
∫
Td

∑
i,j

ai ln(aξ∗j )dx

∣∣∣∣∣∣
2

ds. (4.40)

The bounds ai ≤ aξi + ξ and (4.26) show that∫
Td

∑
i,j

ai ln(aξ∗j )dx .
∑
i

∫
Td

(ξ + aξi ) ln(aξ∗i )dx. (4.41)

We can estimate the right-hand side of (4.41) in two different ways. First, using (4.32), we get,
for ζ < ξ, ∫

Td

∑
i,j

ai ln(aξ∗j )dx . ξW2(ξ, ζ) +W1(ξ, ζ)
ln(1 + (ξ − ζ))

∑
i

∫
Td
|Ψ(aζi )|

2dx. (4.42)

We also have aξi ln(aξ∗i ) ≤ 2Φ(aξi ) ≤ 2Φ(aζi ) and

ξ ln(aξ∗i ) ≤ ξ aζ

ξ − ζ
ln(aζ∗i ) ≤ 2 ξ

ξ − ζ
Φ(aζi ), (4.43)

so
sup

0≤s≤t

∫
Td

∑
i,j

ai ln(aξ∗j )dx . ξ

ξ − ζ
sup

0≤s≤t
E(s; ζ) . ξ

ξ − ζ
U(t; ζ). (4.44)

Using both (4.42) and (4.44) in (4.40), we obtain

〈M(ξ),M(ξ)〉t .
(

ξ

ξ − ζ
ξW2(ξ, ζ) +W1(ξ, ζ)

ln(1 + (ξ − ζ))

)
U(t; ζ)UΨ(t; ζ)2, (4.45)

and from (4.16), we deduce that

〈M(ξ),M(ξ)〉t .
(

ξ

ξ − ζ
ξW2(ξ, ζ) +W1(ξ, ζ)

ln(1 + (ξ − ζ))

)
U(t; ζ)3. (4.46)

Recursive estimates. Let ξ be a fixed threshold satisfying

4
(

1 ∨ max
1≤i≤4

‖ai0‖L∞(Td)

)
≤ ξ. (4.47)

Let also ρ be a given exponent satisfying

1 < ρ <
1 + ρ

2 = 3
2 . (4.48)

Let δ ∈ (0, 1) be a given parameter (which will eventually depend on ξ, see (4.92)). We set
ξk = (1− 2−k−1)ξ, k ∈ N and we examine the occurrence of the bound

Uk ≤ δρ
k

, Uk := U(T ; ξk). (4.49)
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Assume first that (4.49) is satisfied at rank k. Then, using (4.16) and the inequality (4.37) with
ζ = ξk and ξ = ξk+1, we observe that

Uk+1 ≤ C1
1

1 ∧ ln(1 + 2−k−2ξ)Wkδ
ρρk + C1M(t; ξk+1)∗, (4.50)

where
Wk = ξ2

k+1W2(ξk+1, ξk) + ξk+1W1(ξk+1, ξk) . 8k

ξ
+ 4k, (4.51)

so (4.49) will be satisfied at rank k + 1 if

C1
Wk

1 ∧ ln(1 + 2−k−2ξ)δ
(ρ−ρ)ρk ≤ 1

2 , (4.52)

and
M(T ; ξk+1)∗ ≤ 1

2δ
ρk+1

. (4.53)

Let Ek+1 denote the event (4.53) and Hk denote the event (4.49). Our aim is to evaluate the
probability P(H) of the event

H =
⋂
k≥0

Hk =
⋂
k≥0

Hk, Hk :=
k⋂
j=0

Hj . (4.54)

We will estimate
∑
k≥0 pk − pk+1, where pk = P(Hk), and then, in the next step, evaluate p0.

Assume that (4.52) is satisfied for all k ≥ 0 (we will see that an appropriate choice of parameter
δ ensures this). Then Hk ∩ Ek+1 ⊂ Hk+1, so

pk − pk+1 ≤ P(Hk)− P(Hk ∩ Ek+1) = P(Hk ∩ Eck+1) (4.55)

We use the exponential martingale inequality

P (M∗∞ ≥ a+ b〈M,M〉∞) ≤ e−2ab (4.56)

with Mt =M(t ∧ T ; ξk+1) and some deterministic numbers a = Vk, b = V̂ −1
k that will be fixed

later (see (4.61)), to get
P(Hk ∩ Eck+1) ≤ e−2VkV̂ −1

k + P(Bk), (4.57)
where Bk is the event

Bk = Hk ∩
{

1
2δ

ρk+1
≤ Vk + V̂ −1

k 〈M(ξk+1),M(ξk+1)〉T
}
. (4.58)

We use the estimate (4.46) on the quadratic variation ofM(ξ) to obtain

〈M(ξk+1),M(ξk+1)〉T ≤ C2
2kWk

ξ ln(1 + 2−k−2ξ)U
3
k , (4.59)

and thus
〈M(ξk+1),M(ξk+1)〉T ≤ C2

2kWk

ξ ln(1 + 2−k−2ξ)δ
3ρk , (4.60)

if Hk is realized. We choose Vk and V̂k as follows:

Vk = 1
8δ

ρk+1
, V̂ −1

k = Vk

[
C2

2kWk

ξ ln(1 + 2−k−2ξ)δ
3ρk
]−1

. (4.61)
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With this choice of the parameters, Bk has probability 0 and (4.57) yields

pk − pk+1 ≤ exp
(
−ξ ln(1 + 2−k−2ξ)

C32kWk
δ−ρ

k(3−2ρ)
)
. (4.62)

Let K denote the index such that 2−Kξ ≈ 1 (we are interested in large values of ξ, so large
values of K as well). For k ≤ K, we have Wk . 4k by (4.51) and 1 . ln(1 + 2−k−2ξ), so (4.52)
is realized if

C44kδ(ρ−ρ)ρk ≤ 1
2 , (4.63)

while (4.62) implies

pk − pk+1 ≤ exp
(
− 1
C5

4−kδ−ρ
k(3−2ρ)

)
. (4.64)

The map t 7→ 4tδ(ρ−ρ)ρt is non-increasing on R+ if ln(4) ≤ ln(ρ)(ρ−ρ)| ln(δ)| so (4.63) is satisfied
if

ln(4) ≤ ln(ρ)(ρ− ρ)| ln(δ)|, C4δ
ρ−ρ ≤ 1

2 , (4.65)

which is a condition of the form
C6δ ≤ 1. (4.66)

Let us examine (4.64) now, still when k ≤ K. The parameter 3 − 2ρ is positive by (4.48). By
increasing the value of C6 in (4.66) if necessary, we can assume that

(3− 2ρ)| ln(δ)| ≥ 2 ln(4), (4.67)

in which case the map ϕ[ : t 7→ 4−tδ−(3−2ρ)ρt is non-decreasing and satisfies

ϕ′[(t) ≥ ln(4)ϕ[(t) ≥ ln(4) (4.68)

It follows then from (4.64) that

∑
k≤K

pk − pk+1 ≤
∫ K

0
Φ[(t)dt, Φ[(t) := exp

(
− 1
C5
ϕ[(t)

)
. (4.69)

By (4.68), we have

− Φ′[(t) ≥
ln(4)
C5

Φ[(t) = 1
C7

Φ[(t), (4.70)

so ∑
k≤K

pk − pk+1 ≤ C7Φ[(0) ≤ C7 exp
(
−C−1

5 δ−(3−2ρ)
)
. (4.71)

If k ≥ K, then Wk . 8kξ−1 by (4.51) and 2−kξ . ln(1 + 2−k−2ξ), so (4.52) is satisfied if

C4
16k

ξ2 δ
(ρ−ρ)ρk ≤ 1

2 , (4.72)

whereas (4.62) implies

pk − pk+1 ≤ exp
(
−ξ

32−5k

C3
δ−ρ

k(3−2ρ)
)
. (4.73)
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Since ξ ≥ 1 (see (4.47)), the first criterion (4.72) can be reduced to

C416kδ(ρ−ρ)ρk ≤ 1
2 , (4.74)

which follows from (4.66), by increasing the value of C6 if necessary. We can also assume that,
under (4.66), we have

(3− 2ρ)| ln(δ)| ≥ 2× 5 ln(2), (4.75)

in which case the same analysis as above shows that∑
k≥K

pk − pk+1 ≤ C8Φ](K), Φ](t) := exp
(
−ξ

32−5t

C3
δ−ρ

t(3−2ρ)
)
. (4.76)

The rough estimate Φ](K) ≤ Φ](0) ≤ exp
(
−C−1

3 ξ3), which yields∑
k≥K

pk − pk+1 ≤ C8 exp
(
−C−1

3 ξ3) , (4.77)

will be sufficient for our purpose. Indeed, using (4.71) and (4.77), we obtain

P(H) ≥ p0 − C7 exp
(
−C−1

5 δ−(3−2ρ)
)
− C8 exp

(
−C−1

3 ξ3) . (4.78)

We will take δ ≈ (ln(ξ))− 1
2 in (4.92) below, so the two last terms in (4.78) have a very fast decay

in ξ. We will see below how to estimate p0 (and actually will get a decay in ξ which is much
slower, cf. (4.89)).

Initial estimate. We wish to estimate the probability p0 of the event

{U0 = U(T ; ξ/2) ≤ δ} . (4.79)

By the Markov inequality and the inequality (4.37) used with ζ = ξ/4, we have

P [U0 ≥ δ] ≤ δ−1E [U(T ; ξ/2)] . δ−1E
[
Uψ(T ; ξ/4)2]+ δ−1E [M(T ; ξ/2)∗] . (4.80)

In the right-hand side of (4.80), the term related to the martingale part can be estimated re-
latively easily. We apply (4.45) with ζ = 0 and use (4.47) which implies 1 . ln(1 + ξ/2) to
obtain

〈M(ξ/2),M(ξ/2)〉T .
1
ξ
U(T )UΨ(T ; 0)2. (4.81)

By the Burkholder-Davis-Gundy inequality,

E [M(T ; ξ/2)∗] . 1
ξ1/2E

[
U(T )1/2UΨ(T ; 0)

]
,

and thus, by the Cauchy-Schwarz inequality and the entropy estimate (2.2) with p = 1,

E [M(T ; ξ/2)∗] . 1
ξ1/2 {E [E(0)]}1/2

{
E
[
UΨ(T ; 0)2]}1/2

. (4.82)

To bound from above the last factor in (4.82), we use the estimate

|Ψ(a)|2 . |Φ(a)|2, (4.83)
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which follows from (4.86) below. We exploit then the L2-estimate (3.4) to get

E [M(T ; ξ/2)∗] . 1
ξ1/2 {E [E(0)]}1/2 {E2(0)}1/2 . (4.84)

The estimate of E
[
Uψ(T ; ξ/4)2] is done as follows: we observe that Ψ is non-increasing, so that

|Ψ(aξi )|
2 ≤ |Ψ(ai)|21ai>ξ ≤ |Ψ(ai)|2

ln(1 + ai)
ln(1 + ξ) .

|Φ(ai)2|
ln(1 + ξ) . (4.85)

In the last inequality of (4.85), we use the bound

|Ψ(a)|2 ln(1 + a) . |Φ(a)|2, (4.86)

which is deduced from the obvious estimate

Ψ(a) ≤
∫ a

0

√
ln(1 + s)ds ≤ a

√
ln(1 + a).

Then (4.85) implies

E
[
Uψ(T ; ξ/4)2] . E2(0)

ln(1 + ξ) . (4.87)

Set B0 = sup1≤i≤4 ‖ai0‖L∞(Td). By (4.80), (4.84) and (4.87), we obtain

P [U0 ≥ δ] .
1

δ ln(1 + ξ)E2(0) + 1
δξ1/2 E(0)1/2E2(0)1/2 ≤ C(B0) 1

δ ln(1 + ξ) , (4.88)

and, finally, the estimate
p0 ≥ 1− C(B0)

δ ln(1 + ξ) . (4.89)

Conclusion. Let
BT = sup

1≤i≤4
‖ai‖L∞(QT ). (4.90)

We have BT ≤ ξ if H is realized, so (4.78) and (4.89) imply the tail estimate

P(BT > ξ) ≤ C(B0)
δ ln(1 + ξ) + C7 exp

(
−C−1

5 δ−(3−2ρ)
)

+ C8 exp
(
−C−1

3 ξ3) . (4.91)

We take
δ = 1

C6 ∨ (ln(ξ))1/2 , (4.92)

which satisfies the condition (4.66), to obtain (under the condition (4.47))

P(BT > ξ) ≤ C̃(B0)
ln(1 + ξ) 1

2
+ C7 exp

(
−C−1

9 ξγ
)

+ C8 exp
(
−C−1

3 ξ3) , (4.93)

where γ = 3
2 − ρ > 0. Let A0 = 4(1 ∨ B0). The desired result (4.2) then follows from (4.93) and

the expression
E
[
Θ(BT )1{BT≥A0}

]
=
∫ ∞
A0

Θ′(ξ)P(BT > ξ)dξ. (4.94)
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4.2 Existence of global-in-time regular solutions
The proof of Theorem 1.1 is now straightforward. We consider the regular solution a con-
structed in Section 4.2, based on the sequence of solution (an) of the problem with truncated
non-linearities. By (4.2) and the Markov inequality, we have

P(τn ≤ T ) ≤ C∞
Θ(n) , (4.95)

which yields P(τ ≤ T ) = 0 at the limit n→ +∞. This being true for every T , we have τ = +∞
a.s.

A Regular solutions to semilinear stochastic parabolic sys-
tems

We consider the following system of SPDEs: for 1 ≤ i ≤ q and 1 ≤ α ≤ dW , let (W i
α(t)) be

a family of one-dimensional Wiener processes such that, for each i, W i
1, . . . ,W

i
dW

are jointly
independent. For 1 ≤ i ≤ q, let Fi : Rq → R and gi,α : Rq → R be some given functions and let
κi be some (strictly) positive coefficients. We consider the system

dai − κi∆aidt = Fi(a)dt+
dW∑
α=1

gi,α(a)dW i
α(t), in QT := Td × (0, T ),

ai(0) = ai0 ≥ 0, in Td,

(A.1)

for i = 1, . . . , q, where a = (ai)1,q, a0 = (ai0) is a given function Td → Rq and T > 0. Weak
solutions are defined as follows.

Definition A.1 (Weak solution to (A.1)). A process a ∈ L2(Ω× [0, T ];P;H1(Td)) (where P is
the predictable σ-algebra) is said to be a weak solution to (A.1) if

1. Fi(a), gi,α(a) ∈ L2(Ω×QT ),

2. ai ∈ L2(Ω;C([0, T ];L2(Td))),

3. for all t ∈ [0, T ], for all ϕ ∈ H1(Td), P-a.s.,

〈ai(t), ϕ〉 = 〈ai0, ϕ〉κi−
∫ t

0
〈∇ai(s), ϕ〉ds+

∫ t

0
〈Fi(a), ϕ〉ds+

dW∑
α=1
〈gi,α(a), ϕ〉dW i

α(t). (A.2)

We can then state the following result.

Theorem A.1 (Semilinear stochastic parabolic systems). Let p ∈ [2,∞), q ∈ (2,∞) and let m
be an integer ≥ 2 such that mp > d+ 2. Assume

u0 ∈Wm,p(Td) ∩W 1,mp(Td), (A.3)

and suppose that Fi : Rq → R and gi,α : Rq → R are functions of class Cm, bounded, with all
their derivatives up to order m bounded. Then (A.1) admits a unique weak solution which belongs
to the space

Lq(Ω;C([0, T ];Wm,p(Td))) ∩ Lmq(Ω;C([0, T ];W 1,mp(Td))). (A.4)
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Proof of Theorem A.1. The statement of Theorem A.1 is essentially the statement of Theo-
rem 2.1 in [Hof13]. The extension to systems does not raise particular difficulties. The essential
point is a generalization of the estimate

‖G(h)‖Wm.p ≤ C (1 + ‖h‖mW 1,mp + ‖h‖Wm,p) (A.5)

in [Hof13, Proposition 3.1], given for h real-valued and G defined on R, to the case where h
takes values in Rq and G is defined on Rq. This is obtained simply by generalizing the chain-rule
formula

DβG(h(x)) =
|β|∑
l=1

∑
α1+···+αl=β

αi 6=0

Cβ,l,α1,··· ,αlG
(l)(h(x))Dα1h(x) · · ·Dαlh(x) (A.6)

to

DβG(h(x)) =
|β|∑
l=1

∑
α1+···+αl=β

αi 6=0

Cβ,l,α1,··· ,αl

×
∑
|γ|=l

DγG(h(x))
∑

δ1+···+δl=γ
|δi|=1

Dα1hδ1(x) · · ·Dαlhδl(x), (A.7)

where, given δ ∈ Nq of length |δ| = 1, hδ denote the component hi, where i is the only index
such that δi 6= 0.
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