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Asymptotically unbiased approximation of the QSD of
diffusion processes with a decreasing time step Euler scheme

Fabien Panloup and Julien Reygner

ABSTRACT. We build and study a recursive algorithm based on the occupation measure of an Euler scheme
with decreasing step for the numerical approximation of the quasistationary distribution (QSD) of an elliptic
diffusion in a bounded domain. We prove the almost sure convergence of the procedure for a family
of redistributions and show that we can also recover the approximation of the rate of survival and the
convergence in distribution of the algorithm. This last point follows from some new bounds on the weak
error related to diffusion dynamics with renewal.

1. Introduction and statement of the results

1.1. Motivation. This article is dedicated to the construction and study of a numerical scheme aimed at
approximating the quasistationary distribution, in some bounded domain D ⊂ Rd, d ≥ 1, of the solution
(Yt)t≥0 to the stochastic differential equation

(1) dYt = b(Yt)dt+ σ(Yt)dBt,

where b : Rd → Rd, σ : Rd → Md,d, and (Bt)t≥0 is a d-dimensional Brownian motion. Here and
throughout the article, we denote by Md,d the set of d× d matrices.

We shall work under the following assumptions:
(H1) D is a non-empty bounded and connected open set of Rd, whose boundary is C2.
(H2) (a) b and σ are bounded measurable on Rd and σσ> is uniformly elliptic in Rd.

(b) b and σ are Lipschitz continuous on Rd.
Under these assumptions, it is known [CCPV18, Section 5.3] that if one defines

τD = inf{t ≥ 0 : Yt 6∈ D},
then there is a unique probability measure µ? on D such that, for any t ≥ 0,

Pµ?(Yt ∈ ·|τD > t) = µ?(·).
This measure is called the quasistationary distribution (QSD) of (Yt)t≥0 in D. From a spectral point
of view, it is the left eigenvector associated with the principal Dirichlet eigenvalue λ? > 0 on D of
the infinitesimal generator L of (1). The eigenvalue λ? is usually called rate of survival in the literature.
QSDs arise in many fields of applied probability, for instance in population dynamics [MV12], molecular
dynamics [DGLLPN16], or Monte Carlo methods [PFJR20]. We refer to the monograph [CMSM13] for
an overall mathematical introduction.

The numerical approximation of QSDs is a nontrivial task. There exist two main classes of methods for
this purpose: particle systems, such as the Fleming–Viot process [BHM00, GK04, Vil14], and interaction
with the occupation measure [AFP88, BCP18, WRS20, BCV22]. In the latter method, one constructs a
random process (Xt)t≥0 in D according to the following rules:

• in D, Xt follows the stochastic differential equation (1),
• when Xt reaches ∂D, it is killed and restarted from a point randomly chosen in D according to

the occupation measure t−1
∫ t

0 δXsds.
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Under assumptions which are implied by (H1) and (H2), Benaïm, Champagnat and Villemonais [BCV22,
Theorem 2.1] proved that for any bounded and measurable function f : D → R,

(2) lim
t→+∞

1

t

∫ t

0
f(Xs)ds = µ?(f), almost surely.

In practice, in order to simulate trajectories of Xt, the stochastic differential equation (1) needs to be
discretized. Thus, the purpose of the present article is to provide a similar statement to (2) for an Euler
scheme associated with (1). If this equation is discretized with a constant step size γ, then it yields a
homogeneous Markov chain in Rd, and the discrete-time adaptation of the algorithm described above
converges to the QSD µ?,γ of this chain in D. This QSD depends on γ, and it is known to converge to
µ? when γ → 0 [BCP18, Theorem 3.9], although to the best of our knowledge, no quantitative error
estimate is available.

In order to remove the bias introduced by the approximation of µ? by µ?,γ , in this article we follow
the idea, initially introduced by Lamberton and Pagès [LP02] for stationary distributions of diffusions,
to use an Euler scheme with decreasing step size γn. Our main result shows that the algorithm above
then directly converges to the QSD µ?, without any discretization bias, as is the case for stationary
distributions.

1.2. The numerical scheme and a simplified statement. Our scheme is based on a sequence of positive
time steps γ = (γn)n≥1 which satisfies the following assumptions, in which Γn :=

∑n−1
k=0 γk+1:

(H3) (a) limn→+∞ γn = 0, limn→+∞ Γn = +∞.
(b) There exists p > 1 such that

∑+∞
n=1 γ

p
n < +∞.

(c) supn≥1 γn/γn+1 < +∞.

These three conditions are for instance satisfied if γn = Cn−ρ with ρ ∈ (0, 1]. Whereas (H3.a) is
standard in stochastic algorithms and used throughout the paper, the precise roles of (H3.b) and (H3.c)
are respectively discussed in Remark 2.6 and Remark 3.3.

With this step sequence at hand, on a probability space (Ω,F ,P) equipped with a d-dimensional
Brownian motion (Bt)t≥0, we define the cadlag process (Xt)t≥0 as follows. We set X0 = x0 ∈ D, and
for any n ≥ 0, for any t ∈ [Γn,Γn+1),

Xt = XΓn + b
(
XΓn

)
(t− Γn) + σ

(
XΓn

)
(Bt −BΓn).

In particular, given XΓn , the numerical simulation of

XΓ−n+1
= XΓn + b

(
XΓn

)
(Γn+1 − Γn) + σ

(
XΓn

)
(BΓn+1 −BΓn)

only requires to sample the Brownian increment BΓn+1 −BΓn . Defining the Bernoulli variable

(3) θn+1 := 1{X
Γ−n+1

6∈D},

we next let
XΓn+1 := θn+1Un+1 + (1− θn+1)XΓ−n+1

,

where, conditionally on (XΓ0 , . . . , XΓn), Un+1 is drawn according to some random measure pn+1 on
D, which we call redistribution measure and is measurable with respect to the σ-algebra generated by
(XΓ0 , . . . , XΓn). Here, and throughout the article, the spaceM1(D) of Borel probability measures on
D is endowed with the topology of weak convergence and the associated Borel σ-algebra.

A natural choice for the redistribution measure pn is the occupation measure of the scheme

µn =
1

Γn

n−1∑
k=0

γk+1δXΓk
,

which mimics the ‘true’ occupation measure Γ−1
n

∫ Γn
0 δXsds associated with the continuous time process

(Xt)t≥0 defined above. For this choice, our first main result reads as follows.
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Theorem 1.1 (Convergence to the QSD for pn = µn). Under Assumptions (H1), (H2) and (H3), and
if pn = µn, then for any measurable and bounded function f : D → Rd,

lim
n→+∞

µn(f) = µ?(f), almost surely.

1.3. More general redistribution measures. As a discrete measure, µn can be easily simulated. How-
ever, its sampling requires to keep all the memory of the path of the Euler scheme (XΓ0 , . . . , XΓn) and
its cost of computation therefore strongly depends on n. This suggests to wonder about some strategies to
manage these potential numerical drawbacks and to consider the possibility of replacing the true occupa-
tion measure of the Euler scheme µn by an approximation pn (see §1.5 for a detailed discussion). Below,
we thus propose to generalize Theorem 1.1 to general redistribution measures pn under the (natural)
following assumption:

(H4) for any Lipschitz continuous function f : D → R,

lim
n→+∞

µn(f)− pn(f) = 0, almost surely.

Our main result shows the convergence to the QSD of the occupation measure of (XΓn)n≥0, and
almost as a by-product (see §3.4 for details), also provides a way to approximate the related rate of
survival λ? by counting the number of jumps of the underlying continuous-time process Xt between 0
and Γn.

Theorem 1.2 (Convergence to the QSD). Under Assumptions (H1), (H2), (H3) and (H4), for any
measurable and bounded function f : D → Rd,

lim
n→+∞

µn(f) = µ?(f), almost surely.

Besides,

lim
n→+∞

1

Γn

n∑
k=1

θk = λ?, almost surely.

In the setting of Theorem 1.2, Assumption (H4) combined with the tightness of (µn)n≥1, which will
be proved in Proposition 2.1, implies that we also have pn(f)→ µ?(f) almost surely for any continuous
and bounded function f : D → R. Therefore, one deduces the following corollary, which will be used
in the proof of Theorem 1.6 below, from a standard separability argument.

Corollary 1.3 (Almost sure weak convergence of (pn)n≥1). In the setting of Theorem 1.2, pn converges
weakly to µ?, almost surely.

The proof of Theorem 1.2 follows the strategy of [BCV22] and is classically divided into two parts
respectively devoted to the almost sure tightness of the sequence (µn)n≥1 and to the identification of the
limit. Below, we give some comments on the related proofs.

B Tightness: In this part, the main difficulty is to control the time spent by the sequence (XΓn)n≥0

near the boundary of D and indirectly the number of redistributions induced by exits of D. Actually,
D being a bounded subset of Rd, proving the tightness reduces to showing that the dynamics does not
concentrate any mass close to the boundary of D. Roughly, our proof consists of coupling the (time-
changed) distance of (XΓn)n≥0 to the boundary with an appropriately reflected process, which may be
seen as a discretization of a one-dimensional reflected Brownian motion with drift, and for which it is
possible to better control the time spent near the boundary. The construction of this coupling and the
study of the dynamics of this reflected-type process are probably among the main challenges overcome
in this paper. It is worth noting that in this section, we do not require b and σ to be Lipschitz and only
use Assumption (H2.a) (see Proposition 2.1 for details). As well, we do not use (H4) in this part of the
proof, which means that our tightness result is (surprisingly) available for schemes constructed with any
adapted redistribution sequence (pn)n≥1 on D.

B Identification of the limit: As shown in [BCV22] (see also [BCP18] for a discrete-time counterpart),
µ? can be viewed as an attractive point of an ODE ν̇t = F (νt) on M1(D) (see Proposition 3.7 for
details). With this property, the strategy is to show that the dynamics of (µk)k≥n asymptotically fits
the one of the ODE, i.e. that an appropriate continuous-time extension of (µk)k≥n is an asymptotic
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pseudo-trajectory of this ODE. Note that as in [BCV22], we choose in fact to mainly study the empirical
measure restricted to the renewal times of (XΓk)k≥1 (denoted by (ϑ`)`≥1), which allows to look at an
asymptotically homogeneous and ergodic sequence (see Section 3 for details). In view of our discretized
dynamics, the main difficulty of this part of the proof is to show some uniform convergence properties
of the weak error related to the dynamics of the diffusion killed at τD = inf{t ≥ 0, Yt ∈ Dc} (see
Proposition 3.2). The extension to measurable functions is also a challenge: with an adaptation of
[LM10], we obtain some bounds on the density of an Euler scheme with a non-constant step sequence
satisfying (H3.c) (see Lemma B.3).

Remark 1.4. We shall see in Remark 3.3 that without Assumption (H3.c), the conclusions of Theo-
rem 1.1 and Theorem 1.2 hold true for continuous and bounded functions f : D → R. As a conse-
quence, Corollary 1.3 holds without this assumption. In fact, Assumption (H3.c) is only employed to
extend the convergence to measurable and bounded functions, through a regularization argument which
requires to get some uniform bounds on the density of Euler schemes with nonconstant step sizes (see
Proposition 3.2 and Lemma B.3).

Remark 1.5. Assumption (H2) is stated for coefficients b and σ defined on the whole space Rd. However,
the construction of our scheme only depends on these coefficients through their restriction to the set D.
We chose this formulation because in the proofs of Sections 3 and 4, we shall sometimes work with
extensions of the diffusion Yt or the scheme Xt beyond D. Yet, it is clear that all our results remain
true as soon as b and σ only satisfy the condition that b|D and σ|D coincide with b̃|D and σ̃|D, for some
functions b̃ : Rd → Rd and σ̃ : Rd →Md,d which satisfy Assumption (H2).

1.4. Convergence in distribution of XΓn . The previous results show the almost sure convergence of
the occupation measure of the discretization scheme (XΓn)n≥0. Such a result is thus related to pathwise
averages of this sequence. Similarly to [BCP18, Theorem 2.6], which is established for continuous-time
Markov chains in compact state spaces, we can also obtain a ‘spatial’ counterpart, i.e. the convergence
in distribution of (XΓn)n≥0.

Theorem 1.6 (Convergence in distribution of (XΓn)n≥0). Suppose that the assumptions of Theorem 1.2
hold. Then, (XΓn)n≥0 converges in distribution to µ?.

To deduce this result from Theorem 1.2, the main tool is a (nonquantitative) control of the weak
error in finite horizon related to the dynamics induced in this problem. More precisely, to prove this
convergence in distribution, our proof relies on Theorem 1.9 below which shows that the weak error in
finite time between the diffusion with renewal µ and its discretization with close redistribution vanishes
under natural conditions.

For some µ ∈M1(D), let us define the µ-return process associated with the SDE (1) inD as follows.
Starting from x ∈ D, we let Xµ

t evolve as the (strong) solution to (1) up to the first time τD at which
it reaches ∂D, and then restart it from some position Xµ

τD drawn independently in D according to µ.
The construction goes on iteratively, with renewal epochs at each time the process reaches ∂D. This
defines a strong, cadlag Markov process (Xµ

t )t≥0 in D whose semigroup is defined and denoted by
Pµt f(x) = Ex[f(Xµ

t )].
The introduction of this process to study QSDs dates back to the first works dedicated to QSDs [Bar60,

DS65]. In particular, Ferrari, Kesten, Martinez and Picco [FKMP95] noted that µ is a QSD if and only
if it is stationary for the µ-return process, a fact that we shall also use in a slightly different formulation,
see Lemma 4.6. In this case, the µ?-return process is also related to stationary Fleming–Viot particle
systems as it describes the limit dynamics of a tagged particle in such systems [GJ13], and its semigroup
was noted to appear in the asymptotic variance of the fluctuations of these particle systems in [LPVR18].

Our next result establishes the consistency of Euler schemes with a redistribution mechanism when
they attempt to exitD toward the µ-return process. We first provide a precise definition of such schemes.

Definition 1.7 (Euler schemes with redistribution). Let η = (ηn)n≥1 be a sequence of positive numbers
such that

lim
n→+∞

tn = +∞, tn :=

n−1∑
k=0

ηk+1.
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On a probability space (Ω,F ,P), an Euler scheme with redistribution is a triple ((Gt)t≥0,ν, (X
η,ν
t )t≥0)

such that:

• (Gt)t≥0 is a filtration;
• ν = (νn)n≥1 is a sequence of random variables inM1(D) which is predictable with respect to

the filtration (Gtn)n≥0;
• the random variableXη,ν

0 is G0-measurable, and there exist a (Gt)t≥0-Brownian motion (Bt)t≥0

and a (Gtn)n≥1-adapted sequence of random variables (Uη,ν
n )n≥1 such that, for any n ≥ 0,

∀t ∈ [tn, tn+1), X
η,ν
t = X

η,ν
tn + b

(
X

η,ν
tn

)
(t− tn) + σ

(
X

η,ν
tn

)
(Bt −Btn) ,

and

X
η,ν
tn+1

= θη,νn+1U
η,ν
n+1 +

(
1− θη,νn+1

)
X

η,ν

t−n+1
,

where θη,νn+1 = 1{Xη,ν

t−n+1

6∈D} and conditionally on Gt−n+1
, the random variable Uη,ν

n+1 has law νn.

Notice that for any t ≥ 0, the random variable Xη,ν
t only depends on the sequence ν through the

elements νn for which tn ≤ t and therefore the process (X
η,ν
t )t≥0 is adapted to (Gt)t≥0. In the sequel,

we shall often simply refer to the process (X
η,ν
t )t≥0 as the Euler scheme with redistribution, and keep

the filtration (Gt)t≥0, the step sequence η and the redistribution sequence ν implicit.

Remark 1.8. For every n ≥ 0, (XΓn+t)t≥0
(d)
= (X

η,ν
t )t≥0 where (X

η,ν
t )t≥0 is the Euler scheme

with redistribution with parameters η = (γn+k)k≥1, G0 = σ(X0, . . . , XΓn), Gt = G0 ∨ σ((BΓn+s −
BΓn)0≤s≤t, (XΓn+k)1≤k≤t−Γn) and ν = (pn+k)k≥1. In particular, Xη,ν

0 = XΓn .

Let L(Y ) denote the distribution of a random variable Y . In the next statement, we shall express our
convergence result in terms of the 1-Wasserstein distance onM1(D), which is defined by

(4) W1(µ, ν) = inf
Π∈C(µ,ν)

∫
|x− y|Π(dx,dy),

where

(5) C(µ, ν) := {Π ∈M1(D ×D),Π(· ×D) = µ,Π(D × ·) = ν}

denotes the set of couplings of µ and ν.

Theorem 1.9 (Weak consistency of Euler schemes with redistribution). Assume (H1) and (H2). Let µ ∈
M1(D). For any n ≥ 1, let µn0 ∈ M1(D), and let (X

ηn,νn

t )t≥0 be an Euler scheme with redistribution
for some step sequence ηn = (ηnk )k≥1 and redistribution sequence νn = (νnk )k≥1. Denote νn0 =

L(X
ηn,νn

0 ), and assume that the sequence (µn0 )n≥1 is tight, and that

lim
n→+∞

sup
k≥1

ηnk = 0; lim
n→+∞

W1(µn0 , ν
n
0 ) = 0; ∀ρ > 0, lim

n→+∞
P

(
sup
k≥1
W1 (νnk , µ) > ρ

)
= 0.

Then, for every T > 0,

lim
n→+∞

sup
t∈[0,T ]

W1

(
µn0P

µ
t ,L

(
X

ηn,νn

t

))
= 0.

Even if this result is ‘only’ a tool for Theorem 1.6, we chose to state it in this section since it may have
some interest independently of the rest of the paper. This result is a direct corollary of Proposition 4.2
which is a slightly more uniform result (see Remark 4.3). The main difficulty for its proof comes from
the dephasing between the jumps of the diffusion and its approximation and the strategy to overcome it
is based on the derivation and resolution of a renewal inequality.
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1.5. Practical implementation. The interest of the sequence (pn)n≥1 is to open the door to algo-
rithms based on a redistribution measure which is less memory-consuming than the occupation measure
(µn)n≥1. Before detailing such issues, let us consider the following example:

pn =
1∑n−1

k=0 ηk+1,n

n−1∑
k=0

ηk+1,nδXΓk
,

for some triangular array of positive steps (ηk,n)1≤k≤n. In this case, one easily checks that Assump-
tion (H4) holds as soon as

(6) lim
n→+∞

1∑n−1
k=0 ηk+1,n

n−1∑
k=0

|ηk+1,n − γk+1| = 0.

If one wants to consider an approximation of µn which is less memory-consuming, the natural idea is
thus to forget the beginning of the path, i.e. to consider

pn =
1

Γn − Γt(n)

n−1∑
k=t(n)

γk+1δXΓk
,

where (t(n))n≥1 is a nondecreasing sequence of integers such that 0 ≤ t(n) ≤ n − 1. In this case, one
can deduce from (6) with ηk,n = γk1{t(n)+1≤k≤n} that Assumption (H4) holds true if and only if

lim
n→+∞

Γt(n)

Γn
= 0.

If we further assume that γn = Cn−ρ with ρ ∈ (0, 1), the condition (6) is equivalent to t(n) = o(n) as
n→ +∞, while if γn = Cn−1 then the condition becomes log(t(n)) = o(log(n)).

One can observe that the gain of memory induced by this modification is unfortunately negligible with
respect to the number of iterations. A probably more efficient alternative is to ‘quantize’ the measure µn,
i.e to replace µn by an approximation built on a partition of D: for a given ε > 0, consider a partition
(A

(ε)
` )Lε`=1 of D and assume that max` diam(A

(ε)
` ) ≤ ε. Set

p(ε)
n =

Lε∑
`=1

a
(ε)
`,nπ`,(ε),

where π`,(ε) is a given distribution on A(ε)
` and for each ` ∈ {1, . . . , Lε},

a
(ε)
`,n =

1

Γn

n−1∑
k=0

γk+11{XΓk
∈A(ε)

` }
= µn(A

(ε)
` ).

For instance, π`,(ε) can be the uniform distribution on A(ε)
` or a Dirac mass at a point x(ε)

` of A(ε)
` . If f is

a Lipschitz continuous function on D, one easily checks that

|p(ε)
n (f)− µn(f)| ≤ [f ]1ε

so that if (εn)n≥1 converges to 0 as n→ +∞, then the sequence (p
(εn)
n )n≥1 satisfies Assumption (H4).

In practice, one may fix ε all along the simulation. In this case, one has ‘only’ to keep a vector
of length Lε for which each coordinate is the (non normalized) mass Γna

(ε)
`,n related to the area A(ε)

` .
Quantifying how the final error depends on ε may be an interesting task which is left to a future paper.

1.6. Organization of the article and notation. The sequel of the paper is devoted to the proofs. Since
Theorem 1.1 is a particular case of Theorem 1.2, we only prove Theorem 1.2 whose proof is divided
into two parts (as mentioned before). The almost sure tightness of the sequence (µn)n≥1 is proved
in Section 2 whereas the identification of the limit is achieved in Section 3 (see §3.4 for a synthesis).
The proof of the convergence in distribution is the objective of Section 4, which contains the proofs
of Theorem 1.6 and Theorem 1.9.

These sections rely on some technical results which are postponed to two Appendices. Appendix A
contains definitions and a few properties related with one-dimensional reflected Brownian motions,
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which are employed in Section 2. Appendix B gathers various estimates related with the Euler dis-
cretization of the SDE (1), which are then used in Sections 3 and 4.

Throughout the article, we denote by | · | the Euclidean norm on Rd. For a function f : Rd → R, [f ]1
and ‖f‖∞ respectively denote its Lispchitz constant and its sup norm.

For any t ≥ 0, we denote by Ft the of the σ-algebra jointly generated by (Bs)0≤s≤t and the family of
random variables {XΓn ,Γn ≤ t}. In particular, the sequence of random probability measures (pn)n≥1

is (FΓn)n≥1-predictable, i.e. pn is FΓn−1-measurable.

2. Tightness

We let ψD : D → (0,+∞) be defined by

∀x ∈ D, ψD(x) := inf
y 6∈D
|x− y|.

Since, by Assumption (H1), D is bounded, for any η > 0, the set Kη := {x ∈ D : ψD(x) ≥ η} is a
compact subset of D. The following result is the main statement of this section.

Proposition 2.1 (Almost sure tightness of (µn)n≥1). If Assumptions (H1), (H2.a) and (H3) hold true,
then

lim
η↓0

lim sup
n→+∞

µn (D \Kη) = 0, almost surely.

Remarkably, in this tightness result, we do not require all the assumptions of the main result. On
the one hand, we do not need b and σ to be continuous. On the other hand, Proposition 2.1 does not
require Assumption (H4) to hold, and thus holds for any choice of redistribution measure pn on D.
As mentioned before, this property is rather unexpected. This means in particular that even in the case
where the redistribution is mainly concentrated close to the boundary of D, the scheme (XΓn)n≥0 does
not spend much time in this area. Our proof shows that we have a reflection-type property which allows
the (discretized) process to move away from the boundary.

Last, if Assumption (H4) holds, Proposition 2.1 easily implies the almost sure tightness of (pn)n≥1.

Corollary 2.2 (Almost sure tightness of (pn)n≥1). Under the assumptions of Proposition 2.1 and the
supplementary Assumption (H4), we have

lim
η↓0

lim sup
n→+∞

pn (D \Kη) = 0, almost surely.

Proof. By Proposition 2.1, (µn)n≥1 is almost surely tight. By Prokhorov’s theorem and Remark 2.3
below, (µn)n≥1 is almost surely relatively compact. Then, (H4) certainly implies that (pn)n≥1 also is.
By what precedes, (pn)n≥1 is thus almost surely tight on D. The result follows. �

Remark 2.3. It is well-known that the open set D is topologically Polish: one can build a distance δ
which is such that the metric space (D, δ) is separable and complete and whose induced topology is
equivalent to the topology induced by the Euclidean distance on D (for instance, one can set δ(x, y) =
|x− y|+ | 1

d(x,∂D) −
1

d(y,∂D) |).

Setting ξn := ψD(XΓn) ∈ (0,+∞), Proposition 2.1 rewrites equivalently

(7) lim
η↓0

lim sup
n→+∞

1

Γn

n−1∑
k=0

γk+11{ξk<η} = 0.

The proof of (7) is divided into two parts. In §2.1, we construct a one-dimensional process Zτ−1(t)

which essentially bounds from below the process ψD(Xt). Denoting by ζn the value of this process at
time Γn, the main result of this first part, Corollary 2.11, states that ζn ≤ ξn for n large enough and thus
allows to reduce the proof of (7) to a similar statement on the sequence (ζn)n≥0. This is the object of the
second part of the proof, which is detailed in §2.2.

Throughout the section, we let Assumption (H1), (H2.a) and (H3) be in force, and do not mention
them in the statement of our results.

2.1. Construction of the coupling. In this subsection, we adapt the coupling argument from [BCV22,
Proposition 4.1] to take into account the discretization mechanism.
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2.1.1. Preliminary material. We first extend the function ψD to the whole space Rd by letting

∀x 6∈ D, ψD(x) := − inf
y∈D
|x− y|.

Then ψD : Rd → R is the signed distance to ∂D, which is positive in D and negative in Rd \D.

Since, by Assumption (H1), D is bounded with a C2-boundary, the following statement follows
from [GT01, Lemma 14.16].

Lemma 2.4 (Function ψ̃D). There exist η0 > 0 and a C2 function ψ̃D : Rd → R such that:

(i) ψD and ∇ψD coincide with ψ̃D and ∇ψ̃D on the strip {x ∈ Rd : |ψD(x)| ≤ η0};
(ii) ψ̃D,∇ψ̃D and ∇2ψ̃D are bounded on Rd;

(iii) ψD(x) > η0 if and only if ψ̃D(x) > η0, and ψD(x) < −η0 if and only if ψ̃D(x) < −η0.

A particular consequence of the first assertion in Lemma 2.4 is that for any x ∈ Rd such that
|ψD(x)| ≤ η0, it follows from the eikonal equation that

(8) |∇ψ̃D(x)| = |∇ψD(x)| = 1.

By Itô’s formula, we then deduce that for any n ≥ 0, for any t ∈ [Γn,Γn+1),

ψ̃D(Xt) = ψ̃D(XΓn) +

∫ t

s=Γn

K̃sds+

∫ t

s=Γn

H̃s · dBs,

where

K̃s := b(XΓn) · ∇ψ̃D(Xs) +
1

2
tr
(
σσ>(XΓn)∇2ψ̃D(Xs)

)
∈ R,(9)

H̃s := σ>(XΓn)∇ψ̃D(Xs) ∈ Rd.(10)

2.1.2. Time change. We define the time change (τ(r))r≥0 by the identity

∀r ≥ 0,

∫ τ(r)

s=0

(
|H̃s|21{|ψ̃D(Xs)|≤η0} + 1{|ψ̃D(Xs)|>η0}

)
ds = r.

Since, by Assumption (H2.a), σσ> is bounded and uniformly elliptic on D, and ψ̃D satisfies (8), there
exists 0 < c0 ≤ 1 such that, for any r ≥ 0,

(11) c0 ≤ τ ′(r) ≤
1

c0
,

which allows to define the inverse function τ−1 : [0,+∞)→ [0,+∞).
For any n ≥ 0, we set ∆n = τ−1(Γn) and δn+1 = ∆n+1 −∆n. We then have

(12) c0Γn ≤ ∆n ≤
Γn
c0
, c0γn ≤ δn ≤

γn
c0
.

For all r ≥ 0, we set Gr := Fτ(r). Then (Gr)r≥0 is a filtration, with respect to which the sequence
(∆n)n≥0 is an increasing sequence of stopping times. Besides, by the Dambis–Dubins–Schwarz theo-
rem [RY99, Theorem 1.6, p. 181] the process (Wr)r≥0 defined by

Wr =

∫ τ(r)

s=0

(
1{|ψ̃D(Xs)|≤η0}H̃s · dBs + 1{|ψ̃D(Xs)|>η0}dB

1
s

)
,

where B1 is the first coordinate of B, is a one-dimensional (Gr)r≥0-Brownian motion.
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2.1.3. The sequence (ζn)n≥0 and the process (Zr)r≥0. Combining the boundedness of σ and b on D
provided by Assumption (H2.a), the boundedness of∇ψ̃D and∇2ψ̃D provided by Lemma 2.4, and (11),
we deduce that there exists c1 ≥ 0 such that for any n ≥ 0, for any ∆n ≤ r′ ≤ r < ∆n+1,∣∣∣∣∣

∫ τ(r)

s=τ(r′)
K̃sds

∣∣∣∣∣ ≤ c1(r − r′).

We introduce the drifted Brownian motion (ωr)r≥0 defined by

ωr := −c1r +Wr,

and for any n ≥ 0, we set
ιn+1 := sup

∆n≤u<v≤∆n+1

|ωv − ωu|.

Lemma 2.5 (Increments of (ωr)r≥0 on the grid (∆n)n≥0). We have

lim
n→+∞

ιn = 0, almost surely.

Proof. Let n ≥ 0. By (12), we have

ιn+1 ≤ ι′n+1 := sup
∆n≤u<v≤∆n+c−1

0 γn+1

|ωv − ωu|.

Since ∆n is a (Gr)r≥0-stopping time, while (Wr)r≥0 is a (Gr)r≥0-Brownian motion, the strong Markov
property yields

ι′n+1 = sup
0≤u<v≤c−1

0 γn+1

|ωv − ωu| in distribution,

and the right-hand side is bounded from above by κ(c−1
0 γn+1)1/4, where κ is the (random) 1/4-Hölder

constant of the drifted Brownian motion (ωr)r≥0 on the bounded and deterministic interval [0, c−1
0 supn≥0 γn+1].

Using the Markov inequality, we deduce that for any ε > 0,

P (ιn+1 ≥ ε) ≤ P
(
κ(c−1

0 γn+1)1/4 ≥ ε
)
≤ (c−1

0 γn+1)p

ε4p
E[κ4p],

where p is given by Assumption (H3.b). Since κ is known to have finite moments of all orders [SP12,
Theorem 10.1, p. 152], the conclusion follows from the Borel–Cantelli lemma. �

Remark 2.6. While Assumption (H3.a) is clearly fundamental in all the paper, it is worth noting that
Assumption (H3.b) plays only a role in the proof of Lemma 2.5.

We may now define the sequence (ζn)n≥0 in [0, η0] and the process (Zr)r≥0 in (−∞, η0] as follows:
• Z0 = ζ0 = z0 for some z0 ∈ [0, η0] which will be specified in the next subsection;
• for any n ≥ 0, (Zr)r∈[∆n,∆n+1) is the one-dimensional Brownian motion started at ζn, with

constant drift −c1, driven by (Wr −W∆n)r∈[∆n,∆n+1) and negatively reflected at the level η0;
in other words, with the notation of Appendix A, we set

Z• = Γ−,η0(ζn + ω• − ω∆n) on [∆n,∆n+1);

• ζn+1 = [Z∆−n+1
]+.

This construction is illustrated on Figure 1. It follows from this definition that (Zr)r≥0 is adapted to the
filtration (Gr)r≥0.

Remark 2.7. The evolution of the process (Zr)r≥0 can be concisely described by the reflected stochastic
differential equation with jumps

dZr = −c1dr + dWr − dLZ•,η0
r + [Zr− ]−dN∆

r ,

where (LZ•,η0
r )r≥0 is the local time of (Zr)r≥0 at η0 and (N∆

r )r≥0 is the adapted counting process
defined by

N∆
r =

+∞∑
n=0

1{∆n≤r}.
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FIGURE 1. Construction of the process (Zr)r≥0. Vertical dotted blue lines indicate the
times ∆n. The solid black curve is ψD(Xτ(r)), the dashed black curve is ψ̃D(Xτ(r)).
Black points represent the values of ξn = ψD(Xτ(∆n)). The red curve is Zr, the hori-
zontal red line has coordinate η0, and red points represent the values of ζn.

For any n ≥ 0, we then let

∆̃n+1 := inf{r ∈ [∆n,∆n+1) : ψ̃D(Xτ(r)) ≤ −η0},

with the convention that ∆̃n+1 = ∆n+1 if ψ̃D(Xτ(r)) remains above −η0 on the interval [∆n,∆n+1).

The first step of our coupling argument is detailed in the next statement.

Lemma 2.8 (Coupling ψD(Xτ(r)) with Zr). For any n ≥ 0, if ζn ≤ ξn, then for any r ∈ [∆n, ∆̃n+1),
Zr ≤ ψD(Xτ(r)).

Proof. Let n ≥ 0 be such that ζn ≤ ξn = ψD(XΓn). Let r ∈ [∆n, ∆̃n+1) and r′ be the largest index in
[∆n, r] for which ψ̃D(Xτ(r′)) ≥ η0; if there is no such index, we set r′ = ∆n. In both cases, it is easily
checked that ψ̃D(Xτ(r′)) ≥ Zr′ , so that if r′ = r then the claimed inequality is immediate.

If r′ < r, by the definition of r′ and the fact that r < ∆̃n+1, we have ψ̃D(Xτ(r)) ∈ (−η0, η0) and thus

ψD(Xτ(r)) = ψ̃D(Xτ(r)) = ψ̃D(Xτ(r′)) +

∫ τ(r)

s=τ(r′)
K̃sds+

∫ τ(r)

s=τ(r′)
H̃s · dBs.

The first term in the right-hand side is larger than Zr′ , the second term is larger than −c1(r − r′), and
since ψ̃D(Xτ(u)) remains in (−η0, η0] for u ∈ [r′, r], the third term coincides with Wr−Wr′ . Therefore
we get

ψD(Xτ(r)) ≥ Zr′ − c1(r − r′) +Wr −Wr′ = Zr′ + ωr − ωr′ ,
which by Proposition A.1 (i) is larger than Zr. �

We deduce from Lemma 2.8 that if ζn ≤ ξn, then

(13) ∆̃n+1 ≥ inf{r ∈ [∆n,∆n+1) : Zr ≤ −η0} =: ∆′n+1,

with the same convention as before that ∆′n+1 = ∆n+1 if Zr remains above −η0 on the interval
[∆n,∆n+1).

Lemma 2.9 (Asymptotic behavior of ∆′n). Almost surely, there exists N ≥ 1 such that for any n ≥ N ,
∆′n+1 = ∆n+1.

Proof. Assume that n ≥ 0 is such that ∆′n+1 < ∆n+1. Then Z∆′n+1
= −η0, and since Z∆n = ζn ≥ 0,

the largest r′ ∈ [∆n,∆
′
n+1) such that Zr′ = 0 is well-defined. On the interval [r′,∆′n+1], the reflection

at η0 does not act and therefore

−η0 = Z∆′n+1
− Zr′ = ω∆′n+1

− ωr′ .
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We deduce that if ∆′n+1 < ∆n+1 then ιn+1 ≥ η0, which by Lemma 2.5 implies that almost surely,
∆′n+1 = ∆n+1 for n large enough. �

Let N ≥ 1 be given by Lemma 2.9. If there exists n ≥ N such that ζn ≤ ξn, then by (13), ∆̃n+1 =
∆n+1 and therefore Lemma 2.8 can be applied on the whole interval [∆n,∆n+1) to yield

Z∆−n+1
≤ ψ̃D(XΓ−n+1

).

If ψ̃D(XΓ−n+1
) ≤ 0 then Z∆−n+1

≤ 0 and therefore ζn+1 = 0 ≤ ξn+1. Otherwise, XΓ−n+1
= XΓn+1 and

therefore we also have ζn+1 ≤ ξn+1. Thus the argument may be iterated and yields ζn+k ≤ ξn+k for any
k ≥ 1.

The existence of n ≥ N such that ζn ≤ ξn is ensured by the next lemma.

Lemma 2.10 (Regeneration times for (ζn)n≥0). Almost surely, the set {n ≥ 0 : ζn = 0} is unbounded.

Proof. For any n ≥ 0, on the event {∀n′ > n, ζn′ > 0} we have Z∆−
n′
> 0 for all n′ > n and therefore

Z• = Γ−,η0(ζn + ω• − ω∆n), on [∆n,+∞).

As a consequence, by Corollary A.6 there exists a finite time r ≥ ∆n such that Zr = −1. Let n′ > n be
such that ∆n′−1 ≤ r < ∆n′ . Since ζn′ = Z∆−

n′
> 0, we thus have

ιn′ ≥ Z∆−
n′
− Zr′ ≥ 1,

which by Lemma 2.5 shows that P(∀n′ > n, ζn′ > 0) = 0. The result follows. �

We deduce from the discussion preceding Lemma 2.10 that almost surely, for n large enough, ζn ≤ ξn.
Combining this result with the bounds (12) yields our final coupling estimate.

Corollary 2.11 (Final coupling estimate). Almost surely, for any η > 0,

lim sup
n→+∞

1

Γn

n−1∑
k=0

γk+11{ξk<η} ≤
1

c2
0

lim sup
n→+∞

1

∆n

n−1∑
k=0

δk+11{ζk<η}.

Remark 2.12. Since the coupling argument works as soon as ζn ≤ ξn for some n larger than the index
N given by Lemma 2.9, and Lemma 2.10 ensures the existence of such an n, the choice of the initial
value z0 for (Zr)r≥0 and (ζn)n≥0 does not affect the results of this subsection. In the next subsection we
shall take z0 = η0/3, which will allow to slightly streamline the formulation of our argument.

2.2. Study of the sequence (ζn)n≥0. The aim of this subsection is to show that, almost surely,

(14) lim
η↓0

lim sup
n→+∞

1

∆n

n−1∑
k=0

δk+11{ζk<η} = 0.

By Corollary 2.11, this proves Proposition 2.1.
To proceed, in §2.2.1 we shall set Z0 = η0/3 and introduce intertwinned stopping times 0 = S0 <

T0 < S1 < T1 < · · · such that, on [Sq, Tq), Zr goes from η0/3 to 2η0/3, and on [Tq, Sq+1), it goes from
2η0/3 to η0/3. As a consequence, on [Tq, Sq+1), Zr behaves as a drifted Brownian motion negatively
reflected at η0, while for step sizes ∆n small enough, on [Sq, Tq), Zr should be close to a drifted Brow-
nian motion positively reflected at 0, which we will denote by Z+

q,r. The quantification of this assertion
is an important technical point of our argument, it is stated in Proposition 2.14. Then, for large n and
η < η0/3, the prelimit in the right-hand side of (14) should approximately coincide with the average time
spent by Z+

q,r in [0, η), on each interval [Sq, Tq), divided by the average length of the interval [Tq, Sq+1).
This statement is made precise in §2.2.2.

We refer to Figure 2 for an illustration of several quantities which are introduced in this subsection.
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Sq Tq Sq+1

η0
3

2η0
3

η0

Zr

Z+
q,r

T+;ε
qT+;0

q

ε

FIGURE 2. The process Zr on [Sq, Sq+1). On the interval [Sq, Tq), it is bounded from
above by Z+

q,r, which is reflected at 0 and therefore does not depend on the ∆n. The
statement of Proposition 2.14 is that the distance between Zr and Z+

q,r does not exceed
2εq. For ε > 0, the hitting times of the respective levels 2η0/3 and 2η0/3 + 2ε for Z+

q,r

are denoted by T+;0
q and T+;ε

q .

2.2.1. The sequences (Sq)q≥0 and (Tq)q≥0. From now on, we set z0 := η0/3 in the definition of the
process (Zr)r≥0 and of the sequence (ζn)n≥0, and we let S0 := 0.

For any q ≥ 0, assuming that the random variable Sq ∈ [0,+∞) has been defined and is such that
ZSq = η0/3, we set

Tq := inf

{
r ≥ Sq : Zr ≥

2η0

3

}
∈ (Sq,+∞],

and if Tq < +∞,

Sq+1 := inf
{
r ≥ Tq : Zr ≤

η0

3

}
∈ (Tq,+∞].

Since (Zr)r≥0 is adapted and right-continuous, both Tq and Sq+1 are stopping times for the filtration
(Gr)r≥0. Besides, on each interval [Sq, Tq), the negative reflection at η0 does not act; while on each
interval [Tq, Sq+1), there is no return to 0 on the grid (∆n)n≥0.

Remark 2.13. In other words, with the notation of Remark 2.7, the process Z• satifies

dZr = −c1dr + dWr + [Zr− ]−dN∆
r on [Sq, Tq),

dZr = −c1dr + dWr − dLZ•,η0
r on [Tq, Sq+1).

As a consequence of this remark and the fact that, on the event {Tq < +∞}, the Brownian motion
(Wr −WTq)r≥Tq is independent from GTq , we deduce that the variables S1 − T0, . . . , Sq+1 − Tq are
independent copies of the random variable Tc1η0/3,2η0/3

defined in Appendix A.2. However, the same
argument does not apply to the variables T0 − S0, . . . , Tq − Sq because on each interval [Sq, Tq), the
process Z• not only depends on the randomness induced by the Brownian motion (Wr −WSq)r≥Sq , but
also on all stopping times ∆n in the interval, which need not be such that ∆n − Sq is independent from
GSq .

To remove this dependency, we denote by (Z+
q,r)r≥Sq the Brownian motion started in η0/3 at r = Sq,

with drift −c1, driven by the Brownian motion (Wr −WSq)r≥Sq , and positively reflected at 0. In other
words, we have

Z+
q,• = Γ+,0β•, β• :=

η0

3
+ ω• − ωSq on [Sq,+∞).

This process no longer depends on the stopping times ∆n larger than Sq, and therefore it is independent
from GSq . Our purpose is now to show that statistics of Z• on [Sq, Tq) are well approximated by statistics
of Z+

q,•.
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Proposition 2.14 (Estimate between Z+
q,r and Zr). For any q ≥ 0, let

nq := min{n ≥ 0 : ∆n ≥ Sq} ≤ mq := min{n ≥ 0 : ∆n ≥ Tq},
and with the notation of Lemma 2.5, let

εq := sup
nq≤n≤mq

ιn.

For any r ∈ [Sq, Tq), we have
0 ≤ Z+

q,r − Zr ≤ 2εq.

As a preliminary for the proof of Proposition 2.14, we clarify the relation between (Zr)r∈[Sq ,Tq) and
(βr)r∈[Sq ,Tq) in Lemma 2.15 below. In this statement, we define (βr)r∈[Sq ,Tq) by

βr =

{
βSq = η0

3 on [Sq,∆nq ∧ Tq),
β∆n = η0

3 + ω∆n − ωSq on [∆n,∆n+1 ∧ Tq), for any n ∈ {nq, . . . ,mq − 1}.

Lemma 2.15 (Z∆n as a reflected scheme). For any n ∈ {nq, . . . ,mq − 1},

Z∆n =
(
Γ+,0β•

)
∆n

.

Proof. We first note that if ∆nq ≥ Tq, that is to say nq = mq, then the statement is empty. We therefore
assume that ∆nq < Tq and first remark that, by construction of the process (βr)r∈[Sq ,Tq) and since
βSq = η0/3 > 0, for any n ∈ {nq, . . . ,mq − 1}, we have the identity

(15)
(
Γ+,0β•

)
∆n

= β∆n + max
nq≤n′≤n

[β∆n′ ]−.

In particular, for n = nq, we deduce that(
Γ+,0β•

)
∆nq

= β∆nq
+ [β∆nq

]− = [β∆nq
]+,

which clearly coincides with Z∆nq
.

Let us now assume that n ∈ {nq, . . . ,mq − 1} is such that Z∆n =
(
Γ+,0β•

)
∆n

. Then, by Proposi-
tion A.1 (ii), we have (

Γ+,0β•
)

∆n+1
=
(
Γ+,0

(
Z∆n + β• − β∆n

))
∆n+1

.

But it follows from the definition of β•, and the fact that Z∆n ≥ 0, that

max
∆n≤v≤∆n+1

[
Z∆n + βv − β∆n

]
− =

[
Z∆n + β∆n+1 − β∆n

]
− ,

so that (
Γ+,0β•

)
∆n+1

=
[
Z∆n + β∆n+1 − β∆n

]
+

=
[
Z∆n + ω∆n+1 − ω∆n

]
+
.

Since ∆n+1 < Tq, Z• does not reflect at η0 on [∆n,∆n+1] and therefore the right-hand side above
coincides with Z∆n+1 . The end of the proof follows by induction. �

We are now ready to complete the proof of Proposition 2.14.

Proof of Proposition 2.14. We deduce from Lemma 2.15 and (15) that, for any n ∈ {nq, . . . ,mq − 1},

Z+
q,∆n
− Z∆n =

(
Γ+,0β•

)
∆n
−
(
Γ+,0β•

)
∆n

= max
Sq≤u≤∆n

[βu]− − max
nq≤n′≤n

[β∆n′ ]−,

from which it immediately follows that

(16) 0 ≤ Z+
q,∆n
− Z∆n ≤ sup

Sq≤u≤∆n

∣∣βu − βu∣∣ ≤ max
nq≤n′≤n

ιn′ ≤ εq.

To complete the proof of Proposition 2.14, it remains to estimate Z+
q,r −Zr for values of r outside the

grid (∆n)nq≤n≤mq−1. To proceed, we note that for n ∈ {nq, . . . ,mq − 1}, Proposition A.1 (ii) yields

Z+
q,• = Γ+,0

(
Z+
q,∆n

+ β• − β∆n

)
, on [∆n,∆n+1 ∧ Tq),

while
Z• = Z∆n + β• − β∆n , on [∆n,∆n+1 ∧ Tq).
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Therefore, for any r ∈ [∆n,∆n+1 ∧ Tq),

(17) Z+
q,r − Zr = Z+

q,∆n
− Z∆n + max

∆n≤u≤r

[
Z+
q,∆n

+ βu − β∆n

]
−
,

which already shows that Z+
q,r − Zr ≥ 0 thanks to the lower bound in (16). Besides, letting

ρn := inf{u ≥ ∆n : Z+
q,∆n

+ βu − β∆n ≤ 0},

we get

max
∆n≤u≤r

[
Z+
q,∆n

+ βu − β∆n

]
−

=

{
0 if ρn ≥ r,
max∆n≤u≤r[βu − βρn ]+ otherwise,

which shows that

(18) max
∆n≤u≤r

[
Z+
q,∆n

+ βu − β∆n

]
−
≤ sup

u,v∈[∆n,∆n+1]
|βu − βv| = ιn+1 ≤ εq.

Combining (17) with the upper bound of (16), we deduce that Z+
q,r − Zr ≤ 2εq. The same argument

applies on the interval [Sq,∆nq ∧ Tq), and this completes the proof of Proposition 2.14. �

We gather the results from this paragraph in the following final statement.

Corollary 2.16 (Estimates on (Sq)q≥0 and (Tq)q≥0). (i) Almost surely, the stopping times Sq and
Tq are finite and they grow to +∞ when q → +∞.

(ii) The random variables (Sq+1 − Tq)q≥0 are independent copies of Tc1η0/3,2η0/3
.

(iii) The random variable Tq − Sq satisfies the estimate

T+;0
q − Sq ≤ Tq − Sq ≤ T

+;εq
q − Sq,

where εq is defined in Proposition 2.14 and for any ε ≥ 0,

T+;ε
q := inf

{
r ≥ Sq : Z+

q,r ≥
2η0

3
+ 2ε

}
∈ (Sq,+∞)

is such that T+;ε
q − Sq is independent from GSq and has the law of T−c1η0/3,2η0/3+2ε.

(iv) Almost surely, limq→+∞ εq = 0.

Proof. Let q ≥ 0 be such that Sq < +∞ and ZSq = η0/3. As a consequence of Lemma 2.5, εq < +∞.
Therefore Corollary A.6 shows that T+;εq

q < +∞. It now follows from Proposition 2.14 that

T+;0
q ≤ Tq ≤ T

+;εq
q ,

which implies in particular that Tq < +∞. On the other hand, Sq+1 − Tq has the law of Tc1η0/3,2η0/3

(using a symmetry argument) and therefore it is finite, almost surely. We deduce that Sq+1 < +∞ and
ZSq+1 = η0/3, which allows to show by induction that Sq and Tq are finite for all q ≥ 0.

In addition, for any q ≥ 0, Sq+1 − Tq is independent from GTq , and thus from GSq , while it is GSq+1-
measurable. Thus, the variables (Sq+1−Tq)q≥0 are independent copies of Tc1η0/3,2η0/3

. As a consequence,
the sequences (Sq)q≥0 and (Tq)q≥0 do not accumulate and therefore they grow to +∞ when q → +∞.
This completes the proof of the points (i), (ii) and (iii). We last deduce from (i) that the indices nq and
mq defined in Proposition 2.14 grow to infinity when q → +∞, and therefore by Lemma 2.5 we have

lim
q→+∞

εq ≤ lim
n→+∞

sup
n′≥n

ιn′ = 0, almost surely,

which yields the point (iv). �

Remark 2.17. It follows from Corollary 2.16 (iii) that for any q ≥ 0, G
T+;0
q
⊂ GTq ⊂ GSq+1 , therefore the

random variables (T+;0
q −Sq)q≥0 are independent copies of T−c1η0/3,2η0/3

. However, as soon as ε > 0, since

T+;ε
q may a priori be larger than Sq+1, the variables (T+;ε

q − Sq)q≥0 are not necessarily independent.
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2.2.2. Framing (14). For any q ≥ 0, we set

Rq :=

+∞∑
k=0

1{Sq≤∆k<Sq+1}δk+1, Rq(η) :=

+∞∑
k=0

1{Sq≤∆k<Sq+1}δk+11{ζk<η}.

Since the sequences (Sq)q≥0 and (Tq)q≥0 are almost surely well-defined and do not accumulate, these
quantities are almost surely well-defined and finite; besides, for any n ≥ 0, denoting by Qn ≥ 0 the
unique index such that SQn ≤ ∆n < SQn+1 , we obtain the two-sided inequalities

(19)
Qn−1∑
q=0

Rq ≤ ∆n ≤
Qn∑
q=0

Rq,

Qn−1∑
q=0

Rq(η) ≤
n−1∑
k=0

δk+11{ζk<η} ≤
Qn∑
q=0

Rq(η).

Lemma 2.18 (Comparison for Rq and Rq(η)). Let us define

R
′
q := (Sq+1 − Sq), R′q(η) :=

∫ Tq

r=Sq

1{Z+
q,r<η}dr, R′′q (η, ε) := R′q(η + ε)−R′q(η − ε),

where 0 < ε < η. We have

lim
q→+∞

∣∣∣Rq −R′q∣∣∣ = 0, almost surely,

and, for any η ∈ (0, η0/3], for any 0 < ε < η,

lim sup
q→+∞

(∣∣Rq(η)−R′q(η)
∣∣−R′′q (η, ε)

)
≤ 0, almost surely.

Proof. For any q ≥ 0, we have∣∣∣Rq −R′q∣∣∣ =

∣∣∣∣∣∣
nq+1−1∑
n=nq

δn+1 − (Sq+1 − Sq)

∣∣∣∣∣∣ ≤ (∆nq − Sq
)

+
(
∆nq+1 − Sq+1

)
≤ δnq + δnq+1 .

By Corollary 2.16 (i), nq → +∞ when q → +∞ and therefore (12) ensures that the right-hand side
above goes to 0 when q → +∞.

On the other hand, let η ∈ (0, η0/3]. For any q ≥ 0, we have

Rq(η)−R′q(η) =

nq+1−1∑
n=nq

δn+11{ζn<η} −
∫ Tq

r=Sq

1{Z+
q,r<η}dr

=

mq−1∑
n=nq

δn+11{ζn<η} −
∫ Tq

r=Sq

1{Z+
q,r<η}dr

=

mq−1∑
n=nq

∫ ∆n+1∧Tq

r=∆n

(
1{Z∆n<η} − 1{Z+

q,r<η}

)
dr

−
∫ ∆nq

r=Sq

1{Z+
q,r<η}dr +

∫ ∆mq

r=Tq

1{Z∆mq−1
<η}dr,

where we recall that mq is defined in Proposition 2.14 and we have used the fact that, since η ≤ η0/3,
then ζn = Z∆n ≥ η for any n ∈ {mq, . . . , nq+1 − 1}. By the same arguments as in the beginning of the
proof, ∣∣∣∣∣−

∫ ∆nq

r=Sq

1{Z+
q,r<η}dr +

∫ ∆mq

r=Tq

1{Z∆mq−1
<η}dr

∣∣∣∣∣ ≤ δnq + δmq ,

which vanishes when q → +∞.
To complete the proof we first establish that, for any q ≥ 0,

∀n ∈ {nq, . . . ,mq − 1}, ∀r ∈ [∆n,∆n+1 ∧ Tq), |Z+
q,r − Z∆n | ≤ 3εq.

Indeed, we have
|Z+
q,r − Z∆n | ≤ |Z+

q,r − Z+
q,∆n
|+ |Z+

q,∆n
− Z∆n |,
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and by (16), the second term is bounded by εq, while by Proposition A.1 (ii) and the definition of Z+
q,•,

Z+
q,r − Z+

q,∆n
= βr − β∆n + max

∆n≤u≤r

[
Z+
q,∆n

+ βu − β∆n

]
−
,

and by (18), the modulus of the right-hand side is bounded by 2εq. We deduce that for ∆n and r as above,
if 1{Z∆n<η} 6= 1{Z+

q,r<η} then necessarily η−3εq ≤ Z+
q,r < η+3εq. Therefore, using Corollary 2.16 (iv),

we deduce that for any ε ∈ (0, η), for q large enough we have 3εq ≤ ε and thus∣∣∣∣∣∣
mq−1∑
n=nq

∫ ∆n+1∧Tq

r=∆n

(
1{Z∆n<η} − 1{Z+

q,r<η}

)
dr

∣∣∣∣∣∣ ≤
∫ Tq

r=Sq

1{η−ε≤Z+
q,r<η+ε}dr = R′′q (η, ε),

which completes the proof. �

Lemma 2.19 (Laws of Large Numbers). With the notation of Proposition A.3,

lim
Q→+∞

1

Q

Q−1∑
q=0

R
′
q = Rc1η0/3,2η0/3 +R−c1η0/3,2η0/3, almost surely,

and, for any η > 0,

lim
Q→+∞

1

Q

Q−1∑
q=0

R′q(η) = R−c1η0/3,2η0/3
(η), almost surely.

Proof. We start by writing

1

Q

Q−1∑
q=0

R
′
q =

1

Q

Q−1∑
q=0

(Sq+1 − Tq) +
1

Q

Q−1∑
q=0

(Tq − Sq)

and first observe that by Corollary 2.16 (ii), the strong Law of Large Numbers and Proposition A.3,

lim
Q→+∞

1

Q

Q−1∑
q=0

(Sq+1 − Tq) = Rc1η0/3,2η0/3, almost surely.

We now address simultaneously Tq − Sq and R′q(η) by showing that for any measurable function 0 ≤
g ≤ 1,

lim
Q→+∞

1

Q

Q−1∑
q=0

∫ Tq

r=Sq

g(Z+
q,r)dr = E

[∫ T
−c1
η0/3,2η0/3

r=0
g(Z+,0;−c1

η0/3,r
)dr

]
, almost surely.

The difficulty here is that in the prelimit, the variable Tq depends on (Zr)r∈[Sq ,Tq), and thus on the
randomness induced by the stopping times (∆n)nq≤n≤mq−1, therefore the summands need not be inde-
pendent.

By Corollary 2.16 (iii), we have, for any q ≥ 0,∣∣∣∣∣
∫ Tq

r=Sq

g(Z+
q,r)dr −

∫ T+;0
q

r=Sq

g(Z+
q,r)dr

∣∣∣∣∣ ≤
∫ T

+;εq
q

r=T+;0
q

g(Z+
q,r)dr.

We deduce from the argument in Remark 2.17 that the second term in the left-hand side forms a collection

of independent copies of the random variable
∫ T
−c1
η0/3,2η0/3

r=0 g(Z+,0;−c1
η0/3,r

)dr, and therefore by the strong Law
of Large Numbers and Proposition A.3 we have

lim
Q→+∞

1

Q

Q−1∑
q=0

∫ T+;0
q

r=Sq

g(Z+
q,r)dr = E

[∫ T
−c1
η0/3,2η0/3

r=0
g(Z+,0;−c1

η0/3,r
)dr

]
, almost surely.

To complete the proof, it therefore suffices to show that

(20) lim
Q→+∞

1

Q

Q−1∑
q=0

∫ T
+;εq
q

r=T+;0
q

g(Z+
q,r)dr = 0.
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To proceed, we fix ε > 0 and notice that by Corollary 2.16 (iv), we have

lim sup
Q→+∞

1

Q

Q−1∑
q=0

∫ T
+;εq
q

r=T+;0
q

g(Z+
q,r)dr ≤ lim sup

Q→+∞

1

Q

Q−1∑
q=0

∫ T+;ε
q

r=T+;0
q

g(Z+
q,r)dr, almost surely.

For any q ≥ 0, we now define

∆Mq :=

∫ T+;ε
q

r=T+;0
q

g(Z+
q,r)dr − E

[∫ T+;ε
q

r=T+;0
q

g(Z+
q,r)dr

∣∣∣∣GT+;0
q

]
.

Since T+;0
q ≤ Tq ≤ Sq+1 ≤ T+;0

q+1, the family (G
T+;0
q

)q≥0 is a filtration, with respect to which (∆Mq)q≥0

is a martingale difference sequence. Besides, by the strong Markov property for the reflected Brownian
motion (Z+

q,r)r≥Sq (see Proposition A.2), for any q ≥ 0 we have, with the notation of Appendix A.2,

E

[∫ T+;ε
q

r=T+;0
q

g(Z+
q,r)dr

∣∣∣∣GT+;0
q

]
= E

[∫ T
−c1
2η0/3,2η0/3+2ε

r=0
g(Z+,0;−c1

2η0/3,r
)dr

]
≤ R−c12η0/3,2η0/3+2ε,

and

E
[
(∆Mq)

2
]

= E

[
Var

(∫ T+;ε
q

r=T+;0
q

g(Z+
q,r)dr

∣∣∣∣GT+;0
q

)]

≤ E

E
(∫ T+;ε

q

r=T+;0
q

g(Z+
q,r)dr

)2 ∣∣∣∣GT+;0
q


≤ E

[(
T−c12η0/3,2η0/3+2ε

)2
]
.

Since, by Proposition A.3, the right-hand side is finite and does not depend on q, we deduce from the
strong Law of Large Numbers for martingale difference sequences that

lim
Q→+∞

1

Q

Q−1∑
q=0

∆Mq = 0, almost surely.

Therefore, we have

lim sup
Q→+∞

1

Q

Q−1∑
q=0

∫ T+;ε
q

r=T+;0
q

g(Z+
q,r)dr ≤ R

−c1
2η0/3,2η0/3+2ε, almost surely.

By Corollary A.4, the right-hand side vanishes with ε, which shows (20) and completes the proof. �

We are now ready to complete the proof of the estimate (14). By the Cesàro Lemma, we deduce from
Lemmas 2.18 and 2.19 that

(21) lim
Q→+∞

1

Q

Q−1∑
q=0

Rq = lim
Q→+∞

1

Q

Q−1∑
q=0

R
′
q = Rc1η0/3,2η0/3 +R−c1η0/3,2η0/3, almost surely.

Similarly, we get, for any 0 < ε < η ≤ η0/3,

lim sup
Q→+∞

∣∣∣∣∣∣ 1

Q

Q−1∑
q=0

Rq(η)−R−c1η0/3,2η0/3
(η)

∣∣∣∣∣∣ ≤ lim sup
Q→+∞

1

Q

Q−1∑
q=0

R′′q (η, ε), almost surely.

On the other hand, using Lemma 2.19 again yields

lim
Q→+∞

1

Q

Q−1∑
q=0

R′′q (η, ε) = R−c1η0/3,2η0/3
(η + ε)−R−c1η0/3,2η0/3

(η − ε), almost surely,
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and by Corollary A.4, the right-hand vanishes when ε ↓ 0. Therefore we finally get

(22) lim
Q→+∞

1

Q

Q−1∑
q=0

Rq(η) = R−c1η0/3,2η0/3
(η), almost surely.

By (19) and since Qn → +∞ with n, we conclude from (21) and (22) that for η ∈ (0, η0/3],

lim
n→+∞

1

∆n

n−1∑
k=0

δk+11{ζk<η} =
R−c1η0/3,2η0/3

(η)

Rc1η0/3,2η0/3 +R−c1η0/3,2η0/3

, almost surely,

which by Corollary A.4 yields (14) and completes the proof of Proposition 2.1.

3. Proof of Theorems 1.1 and 1.2

Theorem 1.1 being a particular case of Theorem 1.2, we only prove Theorem 1.2. To proceed, we
introduce the discrete and continuous renewal times

n0 := 0, nj := min{n > nj−1 : θn = 1}, sj := Γnj ,

with θn defined in (3). It follows from Lemma B.4 below and the strong Markov property that the set
{n ≥ 1 : θn = 1} is almost surely unbounded, so that nj and sj are well defined for any j ≥ 0, and
under Assumption (H3.a), sj → +∞ when j → +∞.

We then introduce the empirical measure of the Euler scheme at renewal times

∀` ≥ 1, ϑ` :=
1

`

∑̀
j=1

δXsj
,

and first show that the almost sure tightness of (pn)n≥1 implies that of (ϑ`)`≥1.

Lemma 3.1 (Tightness of (ϑ`)`≥1). Under the assumptions of Corollary 2.2, the sequence (ϑ`)`≥1 is
almost surely tight.

Proof. For any bounded and measurable function f : D → R and j ≥ 1, we have

E
[
f(Xsj )− pnj (f)|Fsj−1

]
= 0.

Therefore, the sequence (f(Xsj ) − pnj (f))j≥1 is a martingale difference sequence for the filtration
(Fsj−1)j≥1. Since it is bounded, the strong Law of Large Numbers for martingale difference sequences
yields

lim
`→+∞

1

`

∑̀
j=1

(
f(Xsj )− pnj (f)

)
= lim

`→+∞

ϑ`(f)− 1

`

∑̀
j=1

pnj (f)

 = 0, almost surely.

The almost sure tightness of (ϑ`)`≥1 then easily follows from Corollary 2.2. �

The sequel of the argument uses the same strategy as in [BCV22, Sections 4.2–4.4] and relies on the
introduction of two operators A and Π. For any measurable and bounded function f : D → R, we let
Af be defined by

∀x ∈ D, Af(x) = Ex
[∫ τD

0
f(Yt)dt

]
.

The operator A is regularizing: by [BCV22], under Assumptions (H1) and (H2), for any measurable
and bounded function f : D → R, the function Af is bounded and Lipschitz continuous on D. Besides,
for any µ ∈M1(D), we have µA1D > 0, which allows us to define

Πµ =
µA

µA1D
∈M1(D).

The remainder of this section is organized as follows. As a preliminary, we prove the convergence to
A of its natural discretization in §3.1. Then, the proof of Theorem 1.2 works in two main steps. First,
we prove in §3.2 that if ϑ` converges to some measure ν, then µn converges to Πν . Second, we use the
notion of asymptotic pseudo-trajectory to show in §3.3 that ϑ` converges to µ?. Using the remark that
Πµ? = µ?, we complete the proof of Theorem 1.2 in §3.4.
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3.1. Discretization of the operator A. Let Assumptions (H1) and (H2) be in force. Moreover, let
η = (ηn)n≥1 be a sequence of positive time steps, denote

|η| := sup
n≥1

ηn, tn :=

n−1∑
k=0

ηk+1,

and assume that limn→+∞ tn = +∞. We denote by (Y
η
t )t≥0 the continuous-time Euler scheme asso-

ciated with the SDE (1), with the same initial initial condition Y η
0 = Y0 ∈ D and driven by the same

Brownian motion (Bt)t≥0. We next set

(23) τηD := inf{tn : Y
η
tn 6∈ D} = inf{t ≥ 0 : Y

η
t 6∈ D},

with t := tn for any t ∈ [tn, tn+1). This allows us to define, for any measurable and bounded function
f : D → R,

(24) ∀x ∈ D, A
η
f(x) := Ex

[∫ τηD

0
f(Y

η
t )dt

]
.

It follows from Lemma B.4 in Appendix B that the function Aη
f is bounded on D. The main result of

this subsection is the following statement.

Proposition 3.2 (Convergence of Aη
f ). Assume (H1) and (H2). Let η be a step sequence such that

lim
n→+∞

tn = +∞ and sup
n≥1

ηn+1

ηn
< +∞.

Then, for any measurable and bounded function f : D → R,

lim
|η|→0

sup
x∈D
|Aη

f(x)−Af(x)| = 0.

The proof of Proposition 3.2 relies on various discretization estimates, which are gathered in Appen-
dix B and may be of independent interest.

Proof of Proposition 3.2. Let f : D → R be a measurable and bounded function, which we extend by
0 on Rd \ D. It is well-known that there exists a sequence (fp)p≥1 of Lipschitz continuous functions
fp : Rd → R which are such that ‖fp‖∞ ≤ ‖f‖∞ and fp(x) → f(x) when p → +∞, dx-almost
everywhere. Writing

|Aη
f(x)−Af(x)| ≤ |Aη

(f − fp)(x)|+ |Aη
fp(x)−Afp(x)|+ |A(f − fp)(x)|

and applying Lemma B.8 to fp, we observe that to prove the proposition it suffices to show that

(25) lim
p→+∞

(
sup
x∈D
|A(f − fp)(x)|+ lim sup

|η|→0
sup
x∈D
|Aη

(f − fp)(x)|

)
= 0.

We first address the term |Aη
(f − fp)(x)|. We fix 0 < t1 < t2 < +∞, and write∣∣∣Aη

(f − fp)(x)
∣∣∣ =

∣∣∣∣∫ +∞

0
Ex
[
(f − fp)(Y

η
t )1{t<τηD}

]
dt

∣∣∣∣
≤ 2‖f‖∞t1 +

∫ t2

t1

Ex
[
|f − fp|(Y

η
t )1{Y η

t ∈D}

]
dt+ 2‖f‖∞

∫ +∞

t2

Px
(
t < τηD

)
dt.

For δ > 0, one may fix t1 small enough for the inequality 2‖f‖∞t1 ≤ δ/3 to hold, and by Lemma B.4,
one may fix t2 large enough for the inequality

lim sup
|η|→0

sup
x∈D

2‖f‖∞
∫ +∞

t2

Px
(
t < τηD

)
dt ≤ δ

3

to hold. Last, with the notation of Lemma B.3, as soon as η1 ≤ t1 we have∫ t2

t1

Ex
[
|f − fp|(Y

η
t )1{Y η

t ∈D}

]
dt ≤

∫
y∈D
|f(y)− fp(y)|

∫ t2

t1

pηt (x, y)dtdy,
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which by the Gaussian upper bound from Lemma B.3, the fact that D is bounded and the Dominated
Convergence Theorem, yields

lim sup
|η|→0

sup
x∈D

∫ t2

t1

Ex
[
|f − fp|(Y

η
t )1{Y η

t ∈D}

]
dt ≤ δ

3
,

and thus

lim
p→+∞

lim sup
|η|→0

sup
x∈D

∣∣∣Aη
(f − fp)(x)

∣∣∣ = 0.

The term |A(f − fp)(x)| follows from the same arguments. This gives (25) and thus completes the
proof. �

Remark 3.3 (On the role of Assumption (H3.c)). Assumption (H3.c) is only used in the proof of (69),
which in turn is only used for the regularization argument in the proof of Proposition 3.2, under a rather
weak form since we actually only require that

(26) ∀0 < t1 < t2 < +∞, lim sup
|η|→0

sup
x,y∈D

sup
t∈[t1,t2]

pηt (x, y) < +∞.

Therefore, the following two remarks are in order.

(1) If one is able to show that (26) holds true without using Assumption (H3.c), then Proposition 3.2
and all subsequent results of the article remain in force. For instance, if σ is constant, this
property is true without (H3.c) (with the help of Girsanov arguments). Similarly, Malliavin
calculus may also lead to (26) when the coefficients are smooth enough.

(2) In any case, Lemma B.8 shows that the uniform convergence of Aη
f to Af holds true for any

continuous and bounded function f : D → R, independently from the bound (26). Therefore,
without Assumption (H3.c), Proposition 3.2 remains true for continuous and bounded functions,
and so do our main results Theorems 1.1 and 1.2.

3.2. Comparison between (µn)n≥1 and (ϑ`)`≥1. For any ` ≥ 1 and f : D → R measurable and
bounded, let us define

∆N`(f) =

n`−1∑
k=n`−1

γk+1f(XΓk).

It follows from the construction of (Xt)t≥0 that, for any measurable and bounded f : D → R,

∀` ≥ 1, E[∆N`(f)|Fs`−1
] = A

γ(`−1)

f(Xs`−1
),(27)

∀` ≥ 2, E[∆N`(f)|Fs−`−1
] = pn`−1

A
γ(`−1)

f,(28)

where Aη is defined by (24) and the sequence of time steps γ(`) = (γ
(`)
k )k≥1 is defined by

(29) ∀k ≥ 1, γ
(`)
k := γn`+k.

In this subsection, we state and prove the following result.

Lemma 3.4 (Comparison between (µn)n≥1 and (ϑ`)`≥1). Let the assumptions of Theorem 1.2 hold.

(i) For any bounded and measurable function f : D → R,

lim
`→+∞

1

`

∑̀
j=1

(
A

γ(j)

f −Af
)

(Xsj ) = 0, almost surely.

(ii) For any bounded and measurable function f : D → R,

lim
`→+∞

1

`

∑̀
j=1

(
∆Nj+1(f)− ϑ`Af

)
= 0, almost surely.
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(iii) Almost surely,

lim inf
`→+∞

ϑ`A1D > 0, lim inf
`→+∞

s`
`
> 0, lim inf

`→+∞

1

`

∑̀
j=1

E[∆sj+1|Fsj ] > 0,

where ∆sj+1 = sj+1 − sj = ∆Nj+1(1D).
(iv) If (ϑ`)`≥1 is almost surely convergent to a probability ν ∈ M1(D) for the weak topology, then

we have
lim

`→+∞

s`
`

= νA1D, almost surely;

and, for any bounded and measurable function f : D → R,

lim
n→+∞

µn(f) = Πν(f), almost surely.

Proof. Since nj → +∞ when j → +∞, Assumption (H3.a) ensures that |γ(j)| → 0. Therefore, by
Proposition 3.2 and the Cesàro Lemma, for any bounded and measurable function f : D → R we have∣∣∣∣∣∣1`

∑̀
j=1

(
A

γ(j)

f −Af
)

(Xsj )

∣∣∣∣∣∣ ≤ 1

`

∑̀
j=1

sup
x∈D
|Aγ(j)

f(x)−Af(x)| `→+∞−−−−→ 0,

which proves (i). Now, since the paths of Xt are continuous on each interval [s`, s`+1), one can check
that for any ` ≥ 1, s` is Fs−`

-measurable. It follows that for any measurable and bounded f : D → R,
the sequence (∆N`(f))`≥1 is (Fs−`

)`≥1-adapted and by (28),

E[∆N`+1(f)|Fs−`
] = pn`(A

γ(`)

f).

But for any ` ≥ 1, we also have

E[A
γ(`)

f(Xs`)|Fs−`
] = pn`(A

γ(`)

f),

so that the sequence (∆N`+1(f)−Aγ(`)

f(Xs`))`≥1 is a martingale difference sequence for the filtration
(Fs−`

)`≥1. Moreover, for any ` ≥ 1,

E

[(
∆N`+1(f)−Aγ(`)

f(Xs`)

)2

|Fs−`

]
≤ 2E

[
(∆N`+1(f))2 +

(
A

γ(`)

f(Xs`)

)2

|Fs−`

]

≤ 2‖f‖2∞E
[
(s`+1 − s`)

2 +
(
EXs`

[τηD]|η=γ(`)

)2
|Fs−`

]
≤ 4‖f‖2∞ sup

x∈D,|η|≤|γ(`)|
Ex
[
(τηD)2

]
.

Since |γ(`)| is bounded by |γ| uniformly in `, we deduce from Lemma B.4 that

sup
`≥1

E

[(
∆N`+1(f)−Aγ(`)

f(Xs`)

)2
]
< +∞,

which by the strong Law of Large Numbers for martingale difference sequences finally leads to

lim
`→+∞

1

`

∑̀
j=1

(
∆Nj+1(f)−Aγ(j)

f(Xsj )

)
= 0, almost surely.

Combining this statement with (i) proves (ii).
By Lemma 3.1, almost surely, there exists a compact set K ⊂ D for which ϑ`(K) ≥ 1/2. Hence,

since A1D is continuous and positive on D, for any ` ≥ 1,

ϑ`A1D ≥
1

2
inf
x∈K

A1D(x) > 0,
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which proves that almost surely, lim inf`→+∞ ϑ`A1D > 0. By (ii), and since

1

`

∑̀
j=1

∆Nj+1(1D) =
s`+1 − s1

`
,

we then deduce that almost surely, lim inf`→+∞ s`/` > 0. Last, by (27),

E[∆sj+1|Fsj ] = A
γ(j)

1D(Xsj ),

so that by (i),

lim
`→+∞

1

`

∑̀
j=1

(E[∆sj+1|Fsj ]−A1D(Xsj )) = 0.

Since, on the other hand,

lim inf
`→+∞

1

`

∑̀
j=1

A1D(Xsj ) = lim inf
`→+∞

ϑ`A1D > 0,

this completes the proof of (iii).
We finally assume that almost surely, ϑ` converges weakly to some probability measure ν onD. Then,

for any measurable and bounded function f : D → R,Af is continuous and bounded and therefore ϑ`Af
converges to νAf , almost surely. By (ii) we next deduce that

lim
`→+∞

1

`

∑̀
j=1

∆Nj(f) = νAf, almost surely.

Applying this result to f = 1D, we first get that s`/`→ νA1D, almost surely. Then, for any measurable
and bounded function f : D → R, we deduce that

lim
`→+∞

µn`(f) = lim
`→+∞

`

s`

1

`

∑̀
j=1

∆Nj(f) =
νAf

νA1D
= Πνf, almost surely.

To complete the proof, we show that this convergence holds along the whole sequence (µn)n≥1. To this
aim, we write, for any n ∈ {n`, . . . , n`+1 − 1},

|µn(f)− µn`(f)| ≤ 2‖f‖∞
Γn − Γn`

Γn
≤ 2‖f‖∞

s`+1 − s`
s`

,

and since s`/` converges almost surely to the positive number νA1D then the right-hand side vanishes.
This shows that µn converges to Πνf and completes the proof of (iv). �

3.3. Convergence of (ϑ`)`≥1. The purpose of this subsection is to establish the following statement.

Proposition 3.5 (Convergence of (ϑ`)`≥1). Under the assumptions of Theorem 1.2, (ϑ`)`≥1 converges
almost surely to µ?, weakly inM1(D).

The proof of Proposition 3.5 is based on the idea that, by construction,

ϑ`+1 = ϑ`

(
1− 1

`+ 1

)
+

1

`+ 1
δXs`+1

= ϑ` +
1

`+ 1
(Πϑ` − ϑ`) +

1

`+ 1

(
δXs`+1

−Πϑ`

)
= ϑ` + h`F (ϑ`) + h`ε`+1(30)

where

h` =
1

(`+ 1)(ϑ`A1D)
, F (µ) = µA− (µA1D)µ, ε`+1 = (ϑ`A1D)δXs`+1

− ϑ`A.(31)

Written in this way, (ϑ`)`≥1 can be viewed as a discretization of the ordinary differential equation

(32) ϕ̇t = F (ϕt),
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with a sequence of random steps (h`)`≥1 and a perturbation sequence denoted by (ε`)`≥2. It is clear that
F (µ?) = 0, and to prove that ϑ` converges to µ?, we shall show that (ϑ`)`≥1 is an asymptotic pseudo-
trajectory for (32) on the one hand, and that µ? is the unique, global attractor of this ODE on the other
hand. To proceed, we first show that the noise component in (30) vanishes asymptotically. Before stating
it, we first remark that, by (31) and Lemma B.4,

(33) lim inf
`→+∞

(`+ 1)h` ≥
1

supx∈D Ex[τD]
> 0, almost surely,

and by Lemma 3.4 (iii),

(34) lim sup
`→+∞

(`+ 1)h` ≤
1

lim inf`→+∞ ϑ`A1D
< +∞, almost surely.

For t > 0, we also set

(35) N(t) = inf

N ≥ 1,

N+1∑
j=1

hj > t

 .

Note that (33) and (34) guarantee thatN(t) is almost surely finite, and thatN(t)→ +∞when t→ +∞.

Lemma 3.6 (Control of the noise component). Let the assumptions of Theorem 1.2 hold. For any
bounded and Lipschitz continuous function f : D → R, we have for any s > 0,

lim
t→+∞

N(t+s)∑
j=N(t)+1

hjεj+1(f) = 0, almost surely.

Proof. Let f : D → R be bounded and Lipschitz continuous. The sequence∑̀
j=1

(
hjεj+1(f)− E

[
hjεj+1(f)|Fs−j+1

])
`≥1

is a (Fs`+1
)`≥1-martingale, whose infinite bracket is bounded by

2‖f‖2∞
+∞∑
j=1

1

(j + 1)2
< +∞.

This implies that this martingale converges almost surely. Hence, since N(t) → +∞ as t → +∞, we
are reduced to proving that

(36) lim
t→+∞

N(t+s)∑
j=N(t)+1

E
[
hjεj+1(f)|Fs−j+1

]
= 0, almost surely.

One remarks that

E[εj+1(f)|Fs−j+1
] = ϑjA1Dpnj+1(f)− ϑjAf = ϑjA1D

(
pnj+1 −Πϑj

)
(f).

Using Assumption (H4), the definition of N(t) and Lemma B.4, we get

N(t+s)∑
j=N(t)+1

hjϑjA1D
∣∣(pnj+1 − µnj+1)(f)

∣∣
≤
(

1

N(t+ s)
+ s sup

x∈D
Ex[τD]

)
sup

n≥nN(t)+2

|(pn − µn)(f)| t→+∞−−−−→ 0.

In view of the previous convergence and of (36), we are thus reduced to proving that

(37) lim
t→+∞

∣∣∣∣∣∣
N(t+s)∑
j=N(t)+1

1

j + 1

(
µnj+1 −Πϑj

)
(f)

∣∣∣∣∣∣ = 0, almost surely.



24 Fabien Panloup and Julien Reygner

We remark that µnj+1(f) decomposes as follows:

µnj+1(f) =

(
1

sj+1
− 1∑j

k=1 E[∆sk+1|Fsk ]

)
sj+1µnj+1(f)

+
sjµnj (f)∑j

k=1 E[∆sk+1|Fsk ]
+

∆Nj+1(f)∑j
k=1 E[∆sk+1|Fsk ]

,

where we recall from §3.2 that ∆Nj+1(f) =
∑nj+1−1

k=nj
γk+1f(XΓk). Hence,

1

j + 1

(
µnj+1 −Πϑj

)
(f) = ∆Rj,1 + ∆Rj,2 + ∆Rj,3 + ∆Rj,4,

where,

∆Rj,1 =
1

j + 1

(
1

sj+1
− 1∑j

k=1 E[∆sk+1|Fsk ]

)
sj+1µnj+1(f),

∆Rj,2 =
sjµnj (f)−

∑j−1
k=0A

γ(k)

f(Xsk)

(j + 1)
∑j

k=1 E[∆sk+1|Fsk ]
,

∆Rj,3 =
1

j + 1

 ∑j−1
k=0A

γ(k)

f(Xsk)∑j
k=1 E[∆sk+1|Fsk ]

− ϑjAf

ϑjA1D

 ,

∆Rj,4 =
∆Nj+1(f)

(j + 1)
∑j

k=1 E[∆sk+1|Fsk ]
,

and we recall that for ` ≥ 1, the sequence of time steps γ(`) is defined in (29). In view of (37), it remains
to prove that for i = 1, 2, 3, 4,

(38) lim
`→+∞

 N(t+s)∑
j=N(t)+1

∆Rj,i

 = 0, almost surely.

We first address the cases i = 1, 2, 4. We introduce, for any N ∈ N and c > 0,

σN,c := inf

{
` ≥ N, 1

`+ 1

`+1∑
k=1

E[∆sk+1|Fsk ] ≤ c

}
,

with the convention that σN,c = +∞ if the set above is empty. We shall prove that, for i = 1, 2, 4, for
any N ∈ N and c > 0,

E

σN,c∑
j=N

|∆Rj,i|

 < +∞,

which shows that
∑σN,c

j=N |∆Rj,i| is almost surely convergent. Since, by Lemma 3.4 (iii), almost surely
there exist N and c for which σN,c = +∞, we deduce that

∑
j≥1 |∆Rj,i| is almost surely convergent
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and in turn that (38) holds true. For i = 1, we use the definition of σN,c to write, for any N and c,

E

σN,c∑
j=N

|∆Rj,1|

 ≤ E

σN,c∑
j=N

‖f‖∞
j + 1

∣∣∣∣∣sj+1 −
∑j

k=1 E[∆sk+1|Fsk ]∑j
k=1 E[∆sk+1|Fsk ]

∣∣∣∣∣


≤
+∞∑
j=N

‖f‖∞
cj(j + 1)

E

(sj+1 −
j∑

k=1

E[∆sk+1|Fsk ]

)2


1
2

≤
+∞∑
j=N

‖f‖∞
cj(j + 1)

(
j∑

k=0

E[(∆sk+1)2]

) 1
2

≤
+∞∑
j=N

‖f‖∞
cj(j + 1)

√
j + 1 sup

x∈D,|η|≤|γ|
Ex[(τηD)2]

1
2 < +∞,

by Lemma B.4. For i = 2, we remark that since, by (27), E[∆Nk+1(f)|Fsk ] = A
γ(k)

f(Xsk) for k ≥ 0,
we have

E

∣∣∣∣∣sjµnj (f)−
j−1∑
k=0

A
γ(k)

f(Xsk)

∣∣∣∣∣
2
 = E

∣∣∣∣∣
j−1∑
k=0

(
∆Nk+1(f)−Aγ(k)

f(Xsk)

)∣∣∣∣∣
2


=

j−1∑
k=0

E

[(
∆Nk+1(f)−Aγ(k)

f(Xsk)

)2
]

≤
j−1∑
k=0

E
[
(∆Nk+1(f))2

]

≤ ‖f‖2∞
j−1∑
k=0

E
[
(∆sk+1(f))2

]
≤ j‖f‖2∞ sup

x∈D,|η|≤|γ|
Ex[(τηD)2].

Thanks to Lemma B.4 again, it follows that for any N and c,

E

σN,c∑
j=N

|∆Rj,2|

 ≤ +∞∑
j=N

√
j

cj(j + 1)
‖f‖∞ sup

x∈D,|η|≤|γ|
Ex[(τηD)2]

1
2 < +∞.

Last, for i = 4, with similar arguments we have

E

σN,c∑
j=N

|∆Rj,4|

 ≤ +∞∑
j=N

1

cj(j + 1)
E [|∆Nj+1(f)|] ≤

+∞∑
j=N

1

cj(j + 1)
‖f‖∞ sup

x∈D,|η|≤|γ|
Ex[τηD] < +∞.

We now address the case i = 3. We first write

∆Rj,3 =
1

j + 1
(Ij + IIj + IIIj) ,

with

Ij =

∑j−1
k=0(A

γ(k)

f −Af)(Xsk)∑j
k=1 E[∆sk+1|Fsk ]

, IIj =
Af(Xsj )−Af(X0)∑j

k=1 E[∆sk+1|Fsk ]
,

and

IIIj =
ϑjAf

ϑjA1D

∑j
k=1(A1D(Xsk)− E[∆sk+1|Fsk ])∑j

k=1 E[∆sk+1|Fsk ]
= Πϑ`f

∑j
k=1(A1D −A

γ(k)

1D)(Xsk)∑j
k=1 E[∆sk+1|Fsk ]

.
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Using Lemma 3.4 (iii) and Proposition 3.2, we get

lim
j→+∞

|Ij |+ |IIj |+ |IIIj | = 0, almost surely.

Therefore, almost surely, for any ε > 0, there exists `0(ε) ≥ 1 such that |∆Rj,3| ≤ ε/(j + 1) for any
j ≥ `0(ε). As a consequence, if ` ≥ `0(ε) then

N(t+s)∑
j=N(t)+1

|∆Rj,3| ≤ ε
N(t+s)∑
j=N(t)+1

1

j + 1
= ε

N(t+s)∑
j=N(t)+1

hjϑjA1D ≤ ε
(

1 + s sup
x∈D

Ex[τD]

)
,

which by Lemma B.4 shows that (38) holds true for i = 3 and completes the proof. �

We now gather useful properties on the ODE (32).

Proposition 3.7 (Solutions to (32)). Assume (H1) and (H2).
(i) For each probability ν on D, there is a unique (ϕνt )t≥0 in C(R+,M1(D)) such that for any

bounded continuous function f : D → R,

∀t ≥ 0, ϕνt (f) = ν(f) +

∫ t

0
F (ϕνs)(f)ds,

where F is defined by (31).
(ii) For any compact subset K ofM1(D),

lim
t→+∞

sup
ν∈K
‖ϕνt − µ?‖TV = 0.

Proof. The first statement is a transcription of [BCV22, Proposition 3.3], and combining the latter result
with Proposition 3.1 in the same reference we get that there exist C ≥ 0 and λ > 0 such that, for any
ν ∈M1(D),

∀t ≥ 0, ‖ϕνt − µ?‖TV ≤
C

ν(η)
e−λt,

where η is a measurable and positive function on D which is the right eigenvector associated with the
principal Dirichlet eigenvalue λ? > 0 on D of the infinitesimal generator L of (1). Combining Eq. (3.4)
in [BCV22] with the Priola–Wang gradient estimate used in the proof of [BCV22, Proposition 3.2], η is
observed to be the uniform t → +∞ limit of the family of continuous functions x 7→ eλ

?tPx(τD > t),
and therefore it is continuous on D. Thus, for any compact set K ofM1(D), infν∈K ν(η) > 0, which
completes the proof of the second statement. �

We may now complete the proof of Proposition 3.5, by using the estimate from Lemma 3.6 to show
that (ϑ`)`≥1 is an asymptotic pseudo-trajectory for the ODE (32) and then deducing from Proposition 3.7
that it converges almost surely to µ?. Before proceeding, we clarify a few topological aspects which will
be needed in the proof. Since D is compact, the set Cb(D) of continuous (and necessarily bounded)
real-valued functions on D, endowed with the sup-norm, admits a dense countable subset (fk)k≥1. For
any ν1, ν2 ∈M1(D), we define

(39) d(ν1, ν2) =

+∞∑
k=1

2−k
|ν1(fk)− ν2(fk)|

‖fk‖∞
.

Then d defines a distance onM1(D), and a sequence (νn)n≥1 of elements ofM1(D) converges weakly
to ν ∈ M1(D) if and only if d(νn, ν) → 0. This statement follows from the Portmanteau Theorem,
which states that the weak convergence in M1(D) is equivalent to the convergence against uniformly
continuous functions on D; the fact that uniformly continuous functions on D extend to uniformly con-
tinuous functions on D; and the fact that any such function is uniformly approximated by elements of
(fk)k≥1. Notice however that d does not makeM1(D) complete.

Proof of Proposition 3.5. The proof is divided in three steps.

Step 1. Definition and relative compactness of (ϑ̃
(`,T )
t )t≥0. We build a family of continuous-time

processes (ϑ̃
(`,T )
t )t≥0 as follows. We begin by considering a continuous-time process (ϑ̃t)t≥0 with values
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inM1(D) built by interpolation of the sequence (ϑ`)`≥1: we set t0 = 0 and for any ` ≥ 1, t` =
∑`

j=1 hj .
Then we set, for any ` ≥ 1,

(40) ∀s ∈ [0, h`], ϑ̃t`−1+s = ϑ` +
s

h`
(ϑ`+1 − ϑ`),

which defines (ϑ̃t)t≥0 ∈ C([0,+∞),M1(D)) such that ϑ̃t`−1
= ϑ` for any ` ≥ 1. We first show that,

almost surely, this function is uniformly continuous with respect to the distance d defined in (39). By (40)
and the fact that, for any bounded and measurable function f : D → R,

(41) |ϑ`+1(f)− ϑ`(f)| ≤ 2‖f‖∞
(`+ 1)

,

we have for every s, t ∈ [t`−1, t`],

|ϑ̃t(f)− ϑ̃s(f)| ≤ 2‖f‖∞
(`+ 1)h`

|t− s|,

so that by (33), for every s, t ≥ 0, almost surely, there exists a (random) positive constant C such that,

(42) |ϑ̃t(f)− ϑ̃s(f)| ≤ C‖f‖∞|t− s|.

Then, for every s, t ≥ 0,

(43) d(ϑ̃t, ϑ̃s) ≤ 2C|t− s|,

and the uniform continuity of (ϑ̃t)t≥0 follows.
From now on, we fix T > 0 and for any ` ≥ 1, we define (ϑ̃

(`,T )
t )t≥0 ∈ C([0,+∞),M1(D)) by

(44) ∀t ≥ 0, ϑ̃
(`,T )
t = ϑ̃t+[t`−1−T ]+ .

The uniform continuity of (ϑ̃t)t≥0 implies that the sequence {(ϑ̃(`,T )
t )t≥0; ` ≥ 1} is uniformly equicon-

tinuous. On the other hand, for any ` ≥ 1, ϑ̃(`,T )
0 = ϑ̃[t`−1−T ]+ is a convex combination of elements

of the tight sequence (ϑ`)`≥1 (by Lemma 3.1). Therefore, the sequence (ϑ̃
(`,T )
0 )`≥1 is also tight and

thus, by the Prohorov Theorem, it is relatively compact. We deduce from Ascoli’s Theorem that the
sequence {(ϑ̃(`,T )

t )t≥0; ` ≥ 1} is relatively compact in C([0,+∞),M1(D)) for the topology of uniform
convergence on compact intervals.

Step 2. Any limit of (ϑ̃
(`,T )
t )t≥0 solves the ODE (32). As in Step 1, we begin by considering (ϑ̃t)t≥0.

For u ≥ 0, set uh = tN(u) and uh = tN(u)+1, where N(u) is defined in (35). With the help of (30) and
(40), one can check that for any 0 ≤ s ≤ t, we have: if s ≥ tN(t),

ϑ̃t − ϑ̃s = (t− s)(F (ϑth) + εN(t)+2)

and if s < tN(t) (with the convention
∑

∅ = 0),

ϑ̃t − ϑ̃s = (ϑ̃t − ϑ̃th) +

N(t)−1∑
k=N(s)+1

(ϑ̃tk+1
− ϑ̃tk) + (ϑ̃sh − ϑ̃s)

= (t− th)(F (ϑth) + εN(t)+2) +

N(t)−1∑
k=N(s)+1

hk+1(F (ϑk+1) + εk+2) + (sh − s)(F (ϑsh) + εN(s)+2).

In other words,

ϑ̃t − ϑ̃s =

∫ t

s
F (ϑ̃uh)du+

∫ t

s
εN(u)+2du.

We now fix a bounded and Lipschitz continuous function f : D → R and prove that for any s ≥ 0,

(45) lim
t→+∞

(
ϑ̃t+s(f)− ϑ̃t(f)−

∫ t+s

t
F (ϑ̃u)(f)du

)
= 0, almost surely.
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To this end, it suffices to show that for any s ≥ 0,

(46) lim
t→+∞

∫ t+s

t
εN(u)+2(f)du = 0 almost surely,

and that,

(47) lim
t→+∞

∣∣∣∣∫ t+s

t

(
F (ϑ̃uh)(f)− F (ϑ̃u)(f)

)
du

∣∣∣∣ = 0 almost surely.

For (46), we remark that, using (34),∫ t+s

t
εN(u)+2(f)du = (th − t)εN(t)+2(f) +

N(t+s)−1∑
k=N(t)+1

hk+1εk+2(f) + (t+ s− t+ sh)εN(t+s)+2(f)

=

N(t+s)∑
j=N(t)+1

hjεj+1(f) +O

(
1

N(t)

)
,

since t 7→ N(t) is nondecreasing and

sup
`≥1
|ε`(f)| ≤ sup

ν∈M1(D)
[νA1D‖f‖∞ + |ν(Af)|] ≤ 2 sup

x∈D
Ex[τD] < +∞.

We thus deduce (46) from Lemma 3.6 and the fact that N(t)
t→+∞−−−−→ +∞ almost surely.

For (47), we first remark that since the functions Af and A1D are bounded and Lipschitz continuous
on D, they extend to bounded and Lipschitz continuous functions on D. This makes the mapping ν 7→
F (ν)(f) continuous for the weak topology onM1(D). Since the latter topology is known to be metrized
by the distance d defined by (39) on the one hand, and to make the spaceM1(D) compact on the other
hand, we deduce that ν 7→ F (ν)(f) is uniformly continuous on the metric space (M1(D), d), and
therefore also on the metric space (M1(D), d). As a consequence, for any ε > 0, there exists δ > 0
such that for any ν1, ν2 ∈M1(D) such that d(ν1, ν2) ≤ δ, we have |F (ν1)(f)− F (ν2)(f)| ≤ ε. Now,
by (34), there exists `0(ε) ≥ 1 such that for any ` ≥ `0(ε), h` ≤ δ/(2C), where C is given by (43).
Following this latter estimate, we deduce that if t is such that N(t) + 1 ≥ `0(ε), then for any u ≥ t,

d
(
ϑ̃uh , ϑ̃u

)
≤ 2C|u− uh| ≤ 2ChN(u)+1 ≤ δ,

and therefore ∣∣∣∣∫ t+s

t

(
F (ϑ̃uh)(f)− F (ϑ̃u)(f)

)
du

∣∣∣∣ ≤ sε.
From what precedes, we deduce (47) and (45).

Let us now return to the study of (ϑ̃
(`,T )
t )t≥0. Due to the construction of ϑ̃(`,T ) as a [t`−1 − T ]+-shift

of ϑ̃ (see (44)), one easily deduces from (45) that for any positive T and t,

(48) lim
`→+∞

ϑ̃
(`,T )
t (f)− ϑ̃(`,T )

0 (f)−
∫ t

0
F (ϑ̃(`,T )

s )(f)ds = 0, almost surely.

Step 1 now allows us to extract a subsequence of {(ϑ(`,T )
t )t≥0; ` ≥ 1}, that we still index by ` for

convenience, which converges almost surely to some limit (ϑ
(∞,T )
t )t≥0 in C([0,+∞),M1(D)). Using

the uniform continuity of ν 7→ F (ν)(f) again, we deduce from (48) that, for any t > 0 and bounded and
Lipschitz continuous function f : D → R,

ϑ̃
(∞,T )
t (f) = ϑ̃

(∞,T )
0 (f) +

∫ t

0
F (ϑ̃(∞,T )

s )(f)ds, almost surely.

Using a standard countability and continuity argument, it is easily checked that there is an almost sure
event on which the identity above holds for any t > 0 and bounded and Lipschitz continuous function
f : D → R. This identity then classically extends to any bounded and continuous function f : D → R
so that, almost surely, (ϑ̃

(∞,T )
t )t≥0 solves the ODE (32) in the sense of Proposition 3.7, with an initial

condition ϑ̃(∞,T )
0 . Using the notation of Proposition 3.7, we may thus write ϑ̃(∞,T )

t = ϕνTt , with νT =

ϑ̃
(∞,T )
0 .
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Step 3. Convergence to µ?. Using Lemma 3.1 and the Prohorov Theorem, take a subsequence
(ϑ`k)k≥1 converging to some ϑ∞. Let T > 0. On the one hand, up to further extraction, Step 2 shows
that ϑ̃(`k,T )

T → ϕνTT for some νT which is the limit of ϑ̃(`k,T )
0 and therefore depends on T . Note that

νT belongs to K := (ϑ̃t)t≥1, which by Lemma 3.1 again is a compact subset ofM1(D) and does not
depend on T . On the other hand, since ϑ̃(`k,T )

T = ϑ`k , it converges to ϑ∞. As a consequence ϑ∞ = ϕνTT
and the result finally follows by letting T → +∞ and using Proposition 3.7 which guarantees that

‖ϕνTT − µ
?‖TV ≤ sup

ν∈K
‖ϕνT − µ?‖TV

T→+∞−−−−−→ 0. �

3.4. Completion of the proof of Theorem 1.2. We now conclude the proof by summarizing the argu-
ments.

By Proposition 3.5, ϑ` converges weakly to µ?, almost surely. Therefore, Lemma 3.4 (iv) yields
that for any measurable and bounded function f : D → R, µn(f)→ Πµ?(f), and it finally immediately
follows from the definition of QSDs that Πµ?(f) = µ?(f). This completes the proof of the first statement
in Theorem 1.2.

Now, to prove the almost sure convergence to λ? of Γn
−1∑n

k=1 θk, we again use the combination of
Proposition 3.5 and Lemma 3.4 (iv) to obtain that almost surely,

tn`
`

`→+∞−−−−→ µ?A1D = Eµ? [τD] =
1

λ?
,

since τD has exponential distribution with parameter λ? when starting from µ? (see e.g. [CMSM13,
Theorem 2.2]). To deduce the result, it then suffices to remark that for any n ∈ Jn`, n`+1 − 1K,

`

tn`+1
≤ 1

Γn

n∑
k=1

θk ≤
`

tn`

and that tn` → +∞ as `→ +∞.

4. Proof of Theorems 1.6 and 1.9

In this section, we focus on the proofs of Theorem 1.6, that is to say of the convergence in distribution
of (XΓn)n≥0 towards µ?, and Theorem 1.9 which establishes the weak convergence toward µ-return
processes, over finite time horizons, of Euler schemes with redistribution. The main tool for both results
is Proposition 4.2 which is a slight generalization of Theorem 1.9. It is stated and proved in §4.1. The
proof of Theorem 1.6 is then completed in §4.2.

4.1. Weak convergence of Euler schemes with redistribution. We first gather a preliminary esti-
mate related to Euler schemes with redistribution as introduced in Definition 1.7. For such a scheme
(X

η,ν
t )t≥0, and with the notation of Definition 1.7, we denote by (sk)k≥1 the associated jump sequence,

that is to say the set of times tn for which Uη,ν
n = 1. We also introduce the notation

(49) N(t) = inf

N ≥ 1 :
N+1∑
j=1

ηj > t

 ,

so that n ≤ N(t) if and only if tn ≤ t. We last recall the definition (4) of the Wasserstein distanceW1.

Lemma 4.1 (Estimate on Euler schemes with redistribution). Assume (H1) and (H2). For any T > 0,
ε > 0 and µ ∈ M1(D), there exist ρ > 0, δ > 0 and η0 > 0 such that, for any Euler scheme with
redistribution (X

η,ν
t )t≥0, if

(50) |η| ≤ η0, W1

(
L(X

η,ν
0 ), µ

)
≤ ρ, P

(
sup
n≥1
W1(νn, µ) ≤ ρ

)
= 1,

then
sup
t∈[0,T ]

P (∃k ≥ 1, sk ∈ [t− δ, t+ δ]) ≤ ε.
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Proof. Let us first fix µ ∈M1(D) and ε > 0. As a preliminary step, we claim that, defining the compact
set Kr = {x ∈ D, d(x, ∂D) ≥ r}, one can choose r > 0 and ρ > 0 such that for any α ∈ M1(D), if
W1(α, µ) ≤ ρ then α(Kc

r) ≤ ε/3. The proof of this claim is elementary and we omit it. From now on
we set K = Kr.

We now fix T > 0. Let (X
η,ν
t )t≥0 be an Euler scheme with redistribution which satisfies the second

and third conditions of (50) with ρ fixed in the preliminary step. We first write, for any δ > 0 and
t ∈ [0, T ],

(51) P (∃k ≥ 1, sk ∈ [t− δ, t+ δ]) ≤
∑
k≥1

P (sk ∈ [t− δ, t+ δ]) .

For any k ≥ 1, it follows from Definition 1.7 that the random variable sk−1 is G(sk−1)−-measurable, and
conditionally on G(sk−1)− , sk − sk−1 has the law of the exit time from D for an Euler scheme (without
redistribution) with initial distribution νN(sk−1) and step sequence η(sk−1) = (ηN(sk−1)+n)n≥1, where
N(·) is defined in (49). Note that for k = 1 we take the convention that G0− = {∅,Ω}, s0 = 0

and ν0 = L(X
η,ν
0 ). By the second and third conditions in (50), we therefore deduce that, taking the

conditional expectation with respect to Gt−k ,

(52) P (sk ∈ [t− δ, t+ δ]) ≤ E
[
Φρ(t− sk−1, δ,η

(sk−1))1{sk−1<t+δ}

]
,

where, for s ≥ −δ,

(53) Φρ(s, δ,η) = sup
α,W1(α,µ)≤ρ

Pα(τηD ∈ [s− δ, s+ δ]),

with the notation of (23) for τηD. For the compact subset K fixed in the preliminary step,

Φρ(s, δ,η) ≤ sup
x∈K

Px(|τD − τηD| ≥ δ) + sup
x∈K

Px(τD ∈ [s− 2δ, s+ 2δ]) +
ε

3
.

By Lemma B.5, we may fix δ ∈ [0, 1) such that

sup
x∈K

Px(τD ∈ [s− 2δ, s+ 2δ]) ≤ ε

3
,

uniformly in s ≤ T . By Lemma B.7 and the Markov inequality, for this choice of δ one may fix η0 > 0
such that if |η| ≤ η0 then

sup
x∈K

Px(|τD − τηD| ≥ δ) ≤
ε

3
.

As an intermediate conclusion, we have constructed δ, ρ and η0, which depend on T , µ and ε, such that
if |η| ≤ η0 then

(54) ∀s ∈ [0, T ], Φρ(s, δ,η) ≤ ε.

As a consequence, by (52), as soon as the scheme (X
η,ν
t )t≥0 satisfies (50), it holds

(55) ∀t ∈ [0, T ], P(sk ∈ [t− δ, t+ δ]) ≤ εP(sk−1 < t+ δ) ≤ εP(sk−1 < T + 1).

Now let δ′ > 0 and ξk = 1∆sk≥δ′ , where ∆sk = sk − sk−1 for k ≥ 1. For every k ≥ 1, we have

P(sk < T ) ≤
∑

(i1,...,ik)∈{0,1}k,i1+...+ik≤b Tδ′ c

P

(
k⋂
`=1

{ξ` = i`}

)
.

But for any ` ≥ 1,

P(ξ` = 0|Gs`−1
) ≤ Φ̃(νs`−1

, δ′,η(s`−1)) ≤ sup
α,W1(α,µ)≤ρ

Φ̃(α, δ′,η(s`−1)),

with Φ̃(α, δ′,η) = Pα(τηD ≤ δ′). We remark that, if we set δ = δ′ in Φρ defined in (53), we have

sup
α,W1(α,µ)≤ρ

Φ̃(α, δ′,η) ≤ Φρ(0, δ
′,η).
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As a consequence, applying (54) with ε = 1/2, we get that there exist δ′, ρ′ and η′0 such that

sup
(α,η),W1(α,µ)≤ρ,|η|≤η0

Φ̃(α, δ′,η) ≤ 1

2
.

Up to replacing ρ and η0 by ρ ∧ ρ′ and η0 ∧ η′0, we deduce that if (X
η,ν
t )t≥0 satisfies (50), then

P(ξ` = i`|Gs`−1
) ≤

{
1 if i` = 1,
1
2 if i` = 0.

As a consequence,

∑
k≥1

P(sk−1 < T ) ≤ 1 +
∑
k≥1

b T
δ′ c∑
`=0

(
k

`

)
1

2k−`
≤ 1 +

∑
k≥1

2−kkb
T
δ′ c
b T
δ′ c∑
`=0

2`

`!
≤ 1 + e2

∑
k≥1

2−kkb
T
δ′ c,

and the right-hand side is bounded by some constant C which only depends on T and δ′, but not on ε.
Combining the latter estimate with (51) and (55), we deduce that

sup
t∈[0,T ]

P (∃k ≥ 1, sk ∈ [t− δ, t+ δ]) ≤ Cε,

which up to renormalizing ε concludes the proof. �

We are now able to state the main result of this section. We recall that, for any µ ∈ M1(D), we
denote by (Pµt )t≥0 the semigroup of the µ-return process (Xµ

t )t≥0 in D defined in §1.4. If Xµ
0 ∼ µ0,

then a basic property of this process, which is crucial in the proof of Proposition 4.2 below, is its renewal
structure encoded in the identity

(56) ∀t ≥ 0, µ0P
µ
t f = Eµ0 [f(Xµ

t )] = Eµ0

[
f(Yt)1{t<τD}

]
+ Eµ0

[
(µPµt−τDf)1{t≥τD}

]
,

with (Yt)t≥0 the solution to (1) with initial distribution µ0 and τD the associated exit time from D.
The Euler scheme with redistribution (X

η,ν
t )t≥0 enjoys a similar property, but its formulation is

slightly more involved. First, we set ν0 = L(X
η,ν
0 ) and introduce the notation

(57) ∀t ≥ 0, E[f(X
η,ν
t )] = ν0P

η,ν
t f,

for the time-marginal measure of this scheme. The key point is now that, with the notation introduced
before the statement of Lemma 4.1 and defining

G′t := Gs1+t, ν ′ = (νN(s1)+n)n≥1, η′ = (ηN(s1)+n)n≥1, X
′η′,ν′
t := X

η,ν
s1+t,

we have that P-almost surely, the triple ((G′t)t≥0,ν
′, (X

′η′,ν′
t )t≥0) is an Euler scheme with redistribution,

with step sequence η′ and initial distribution ν ′0 := νN(s1), defined on the space (Ω,F) equipped with
the (random) probability measure P′(·) = P(·|G(s1)−). The associated time-marginal measure

ν ′0P
′η′,ν′
t f := E′

[
f
(
X
′η′,ν′
t

)]
= E

[
f
(
X

η,ν
s1+t

)
|G(s1)−

]
is then a G(s1)−-measurable random variable, and the discretized version of the renewal identity (56)
writes

(58) ∀t ≥ 0, ν0P
η,ν
t f = E[f(X

η,ν
t )] = E

[
f(Y

η
t )1{t<τηD}

]
+ E

[
(ν ′0P

′η′,ν′
t−s1 f)1{t≥s1}

]
,

with (Y
η
t )t≥0 the Euler scheme associated with (1), with step sequence η and initial distribution ν0, and

τηD is defined by (23).

Proposition 4.2 (Wasserstein error estimate for Euler schemes with redistribution). Let µ ∈ M1(D),
T > 0, ε > 0 and a compact subset K ⊂ D. There exist ρ > 0, η0 > 0 and C ≥ 0, such that, for any
Euler scheme with redistribution (X

η,ν
t )t≥0 which satisfies

(59) |η| ≤ η0, P
(

sup
n≥1
W1(νn, µ) > ρ

)
≤ ε,
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and for any µ0 ∈M1(D), we have

sup
t∈[0,T ]

W1

(
ν0P

η,ν
t , µ0P

µ
t

)
≤ CM (ε+ µ0(Kc)) + CW1(µ0, ν0),

where CM is a constant which only depends on the set D.

Theorem 1.9 is a direct consequence of Proposition 4.2.

Remark 4.3. Proposition 4.2 is slightly more uniform than Theorem 1.9 since it applies uniformly to any
Euler scheme with redistribution satisfying the condition (59). Note that taking νn = µ and Xη,ν

0 = X0

yields the natural Euler discretization of the µ-return process (denote it by Xη,µ
t ), for which our result

yields the weak consistency estimate

sup
t∈[0,T ]

W1(L(X
η,µ
t ),L(Xµ

t ))
|η|→0−−−−→ 0.

Remark 4.4. It seems that the methods used in this proof may be of interest for the µ-return process
itself. For instance, the reader may check that a very simple adaptation of our renewal argument leads
to the following local stability estimate: for any compact subset K of D,

sup
t∈[0,T ]

sup
x,y∈K,|x−y|≤δ

W1(δxP
µ
t , δyP

µ
t )

δ→0−−−→ 0.

Proof of Proposition 4.2. Let us fix µ ∈M1(D) and a function f : D → R such that

(60) ‖f‖∞ ≤M := sup{|x− y|, x, y ∈ D}, [f ]1 = 1.

The combination of (56) with (58) yields, for any µ0 ∈ M1(D) and for any Euler scheme with redistri-
bution (X

η,ν
t )t≥0,

∀t ≥ 0,
∣∣∣µ0P

µ
t f − ν0P

η,ν
t f

∣∣∣ ≤ I + II,

with

I :=
∣∣∣Eµ0

[
f(Yt)1{t<τD}

]
− Eν0

[
f(Y

η
t )1{t<τηD}

]∣∣∣ ,
II :=

∣∣∣Eµ0

[
(µPµt−τDf)1{t≥τD}

]
− E

[
(ν ′0P

′η′,ν′
t−s1 f)1{t≥s1}

]∣∣∣ .
The proof is organized in 4 steps. In Step 1, we control the term I while in Step 2, we show that under
the condition

(61) |η| ≤ η0, P
(

sup
n≥1
W1(νn, µ) ≤ ρ

)
= 1,

which is stronger than (59), the term II can be controlled so that |µ0P
µ
t f − ν0P

η,ν
t f | satisfies a renewal

inequation. This inequation is solved in Step 3, and we detail how to relax the condition (61) to (59) in
Step 4.

Step 1: control of I. Assume that (Yt)t≥0 and (Y
η
t )t≥0 are defined on the same probability space,

driven by the same Brownian motion (Bt)t≥0, and with initial condition (Y0, Y
η
0 ) distributed according

to an optimal coupling Π∗ of (µ0, ν0) (see Appendix B.4 for the existence of Π∗). Then, for any t ≥ 0,

I ≤
∣∣∣EΠ∗

[(
f(Yt)− f(Y

η
t )
)
1{t<τD,t<τηD}

]∣∣∣+M
(
PΠ∗

(
τD ≤ t ≤ τηD

)
+ PΠ∗

(
τηD ≤ t ≤ τD

))
.

By Lemma B.2 and Lemma B.6, and since [f ]1 = 1, for any T > 0 there exists CT ≥ 0 such that, for
any t ∈ [0, T ],∣∣∣EΠ∗

[(
f(Yt)− f(Y

η
t )
)
1{t<τD,t<τηD}

]∣∣∣ ≤ EΠ∗

[∣∣∣Yt − Y η
t

∣∣∣]
≤
∫
D×D

E [|Y x
t − Y

y
t |] Π∗(dx,dy) + sup

y∈D
Ey
[∣∣∣Yt − Y η

t

∣∣∣]
≤ CT

(
W1(µ0, ν0) +

√
|η|
)
.
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On the other hand, by Lemma B.9 (ii), for any T > 0, ε > 0 and compact subset K ⊂ D, there exist
C ≥ 0 and η0 > 0 such that if |η| ≤ η0 then for any t ∈ [0, T ],

PΠ∗
(
τD ≤ t ≤ τηD

)
+ PΠ∗

(
τηD ≤ t ≤ τD

)
≤ ε+ CW1(µ0, ν0) + µ0(Kc).

As a conclusion, for any T > 0, ε > 0 and compact subset K ⊂ D, there exist C(1)
M ≥ 0, C(1) ≥ 0 and

η
(1)
0 > 0 such that if |η| ≤ η(1)

0 then for any t ∈ [0, T ],

I ≤ C(1)
M (ε+ µ0(Kc)) + C(1)W1(µ0, ν0).

Notice that the constant C(1)
M only depends on M and not on T, ε,K.

Step 2: control of II. Taking again an optimal coupling Π∗ of (µ0, ν0), we now get, for any t ≥ 0 and
δ > 0,

II ≤
∣∣∣EΠ∗

[(
µPµt−τDf − ν

′
0P
′η′,ν′
t−s1 f

)
1{τD≤t,|τ−s1|≤δ}

]∣∣∣
+M

(
PΠ∗

(
τD ≤ t ≤ τηD

)
+ PΠ∗

(
τηD ≤ t ≤ τD

)
+ 2PΠ∗(|τD − τηD| ≥ δ)

)
,

and the first term satisfies the estimate

(62)

∣∣∣EΠ∗

[(
µPµt−τDf − ν

′
0P
′η′,ν′
t−s1 f

)
1{τD≤t,|τD−s1|≤δ}

]∣∣∣
≤ EΠ∗

[∣∣∣µPµt−τDf − ν ′0P ′η′,ν′t−τD f
∣∣∣1{τD≤t−δ}]

+ EΠ∗

[
sup

u∈[−δ,δ]

∣∣∣ν ′0P ′η′,ν′t−τD f − ν
′
0P
′η′,ν′
t−τD+uf

∣∣∣1{τD≤t−δ}
]

+ 2MPµ0(τD ∈ [t− δ, t]).

We first address the right-hand side of (62). For any ρ > 0 and η0 > 0, denote by C(ρ, η0) the set of
Euler schemes with redistribution (X

η,ν
t )t≥0 which satisfy the condition (50). For any t > 0, introduce

Fρ,η0(t) = sup
C(ρ,η0)

∣∣∣µPµt f − ν0P
η,ν
t f

∣∣∣ .
We now remark that if (X

η,ν
t )t≥0 satisfies the condition (61), then P-almost surely, the scheme (X

′η′,ν′
t )t≥0

belongs to C(ρ, η0), which yields the crucial estimate∣∣∣µPµt−τDf − ν ′0P ′η′,ν′t−τD f
∣∣∣ ≤ Fρ,η0(t− τD),

and therefore

EΠ∗

[∣∣∣µPµt−τDf − ν ′0P ′η′,ν′t−τD f
∣∣∣1{τD≤t−δ}] ≤ ∫ t−δ

0
Fρ,η0(t− s)Pµ0(τD ∈ ds)

≤
∫ t

0
Fρ,η0(t− s)Pµ0(τD ∈ ds).

Let us now focus on the second term in the right-hand side of (62). We fix T > 0 and for any
r ∈ [δ, T ], we set

Ωδ,r = {∃k ≥ 1 : s′k ∈ [r − δ, r + δ]},

where (s′k)k≥1 is the jump sequence associated with the scheme (X
′η′,ν′
t )t≥0. We next write, for any

u ∈ [−δ, δ],∣∣∣ν ′0P ′η′,ν′r f − ν ′0P
′η′,ν′
r+u f

∣∣∣ ≤ 2‖f‖∞P′ (Ωδ,r) + [f ]1E′
[
|X ′η

′,ν′

r −X ′η
′,ν′

r+u |1Ωcδ,r

]
.

On the one hand, on the event Ωc
δ,r, (X

′η′,ν′
t )t∈[r−δ,r+δ] coincides with an Euler scheme without redistri-

bution, with a step sequence η′′ which also satisfies |η′′| ≤ η0. Therefore, by standard arguments, there
exists C ≥ 0 which only depends on b and σ such that

sup
r∈[δ,T ],u∈[−δ,δ]

E′
[
|X ′η

′,ν′

r −X ′η
′,ν′

r+u |1Ωcδ,r

]
≤ C
√
δ.
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Let us fix ε > 0 and set δε such that C
√
δε ≤ ε. On the other hand, by Lemma 4.1, there exist ρ > 0,

η0 > 0 and δ > 0 such that if (X
′η′,ν′
t )t≥0 ∈ C(ρ, η0), then

sup
r∈[δ,T ]

P′ (Ωδ,r) ≤ ε.

Therefore, up to replacing δ with δ ∧ δε, we get, for any t ∈ [0, T ],

EΠ∗

[
sup

u∈[−δ,δ]

∣∣∣ν ′0P ′η′,ν′t−τD f − ν
′
0P
′η′,ν′
t−τD+uf

∣∣∣1{τD≤t−δ}
]
≤ (2M + 1)ε.

For any compact subset K ⊂ D, the third term in the right-hand side of (62) is easily controlled by

2M

(
sup
x∈K

Px(τD ∈ [t− δ, t]) + µ0(Kc)

)
,

so that, by Lemma B.5, up to decreasing δ, we get that for any t ∈ [0, T ],

2MPµ0(τD ∈ [t− δ, t]) ≤ 2M (ε+ µ0(Kc)) .

Finally, by Lemma B.9, there exist C ≥ 0 and η0 > 0 such that if |η| ≤ η0 then for any t ∈ [0, T ],

PΠ∗
(
τD ≤ t ≤ τηD

)
+ PΠ∗

(
τηD ≤ t ≤ τD

)
+ 2PΠ∗(|τD − τηD| ≥ δ) ≤ ε+ CW1(µ0, ν0) + µ0(Kc).

Therefore, up to decreasing η0, for any T > 0, ε > 0, and compact subset K ⊂ D, we have
constructed ρ(2) > 0, η(2)

0 > 0 and C(2)
M ≥ 0, C(2) ≥ 0 such that, for any (X

η,ν
t )t≥0 which satisfies (61),

for any t ∈ [0, T ],

II ≤
∫ t

0
Fρ,η0(t− s)Pµ0(τD ∈ ds) + C

(2)
M (ε+ µ0(Kc)) + C(2)W1(µ0, ν0).

As in Step 1, the constant C(2)
M only depends on M and not on T, ε,K.

Step 3: renewal argument. Let us fix T > 0, ε > 0 and K a compact subset of D. Combining the
results of Steps 1 and 2, there exist ρ > 0, η0 > 0 and CM ≥ 0, C ≥ 0, such that CM only depends on
M , and for any (X

η,ν
t )t≥0 which satisfies (61), for any µ0 ∈M1(D), for any t ∈ [0, T ],

(63)
∣∣∣µ0P

µ
t f − ν0P

η,ν
t f

∣∣∣ ≤ ∫ t

0
Fρ,η0(t− s)Pµ0(τD ∈ ds) + CM (ε+ µ0(Kc)) + CW1(µ0, ν0).

Applying this inequality with µ0 = µ and taking the supremum of the left-hand side over C(ρ, η0), which
is included in the set of schemes satisfying (61), we deduce that

∀t ∈ [0, T ], Fρ,η0(t) ≤
∫ t

0
Fρ,η0(t− s)Pµ0(τD ∈ ds) + CM (ε+ µ(Kc)) + Cρ.

Let us now take K such that µ(Kc) ≤ ε, and then decrease ρ so that Cρ ≤ CMε. Up to replacing CM
with 3CM , we get

∀t ∈ [0, T ], Fρ,η0(t) ≤
∫ t

0
Fρ,η0(t− s)Pµ0(τD ∈ ds) + CMε.

Iterating this inequality and using the fact that Fρ,η0 is nonnegative, we get for every N ∈ N∗, for every
t ∈ [0, T ],

Fρ,η0(t) ≤
∫ t

0
Fρ,η0(t− s)(Pµτ )∗N (ds) + CMε

N−1∑
k=0

Pµ(τD ≤ t)k,

where (Pµτ )∗k = Pµτ ∗ . . . ∗ Pµτ with ∗ denoting the convolution and Pµτ the probability distribution of τD
under Pµ. For every 0 ≤ t ≤ T , Pµ(τD ≤ t) ≤ Pµ(τD ≤ T ) < 1. Then, since Fρ,η0 is bounded by 2M ,
it follows that for every t ∈ [0, T ],

Fρ,η0(t) ≤ 2M lim sup
N→+∞

Pµ(τD ≤ T )N +
CMε

Pµ(τD > T )
≤ CMε

Pµ(τD > T )
.
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Plugging this estimate in the right-hand side of (63), and up to increasing the value of CM , we conclude
that for any (X

η,ν
t )t≥0 which satisfies (61), for any µ0 ∈M1(D),

sup
t∈[0,T ]

∣∣∣µ0P
µ
t f − ν0P

η,ν
t f

∣∣∣ ≤ CM (ε+ µ0(Kc)) + CW1(µ0, ν0).

Step 4: conclusion of the proof. Since the result of Step 3 is valid for any function f satisfying (60),
by the Kantorovitch–Rubinstein duality for the Wasserstein distance [Dud02, Lemma 11.8.3], we easily
deduce the estimate

sup
t∈[0,T ]

W1

(
µ0P

µ
t , ν0P

η,ν
t

)
≤ CM (ε+ µ0(Kc)) + CW1(µ0, ν0).

Let us now assume that the scheme (X
η,ν
t )t≥0 does not satisfies (61), but merely (59). On the same

probability space, endowed with the same filtration (Gt)t≥0, define the sequence ν̃ = (ν̃n)n≥1 by

ν̃n =

{
νn ifW1(νn, µ) ≤ ρ,
µ otherwise,

and then construct the scheme (X
η,ν̃
t )t≥0 with the same initial condition as (X

η,ν
t )t≥0, the same Brow-

nian motion (Bt)t≥0, and, as long as ν̃n = νn, the same restarting points Uη,ν
n . Then on the one hand, it

is clear that (X
η,ν̃
t )t≥0 satisfies (61), and therefore by the argument above,

sup
t∈[0,T ]

W1

(
µ0P

µ
t , ν0P

η,ν̃
t

)
≤ CM (ε+ µ0(Kc)) + CW1(µ0, ν0).

On the other hand, for any function f : D → R satisfying (60),

sup
t∈[0,T ]

∣∣∣E[f(X
η,ν
t )]− E[f(X

η,ν̃
t )

∣∣∣ ≤ 2‖f‖∞P
(

sup
n≥1
W1(νn, µ) > ρ

)
≤ 2Mε.

Therefore, by the Kantorovitch–Rubinstein duality again and the triangle inequality for the Wasserstein
distance,

sup
t∈[0,T ]

W1

(
µ0P

µ
t , ν0P

η,ν
t

)
≤ (CM + 2M) (ε+ µ0(Kc)) + CW1(µ0, ν0),

and the proof is completed at the price of replacing CM by CM + 2M . �

4.2. Proof of Theorem 1.6. The starting point of the proof of Theorem 1.6 is the transcription of the
almost sure convergence of pn toward µ? given by Theorem 1.2 in Wasserstein distance.

Lemma 4.5 (Convergence of pn to µ? in Wasserstein distance). Under the assumptions of Theorem 1.2,

W1(pn, µ
?)

n→+∞−−−−−→ 0, almost surely.

Proof. By Corollary 1.3, (pn)n≥1 converges almost surely to µ? for the weak topology onM1(D). But,
by Remark 2.3 and [Vil09, Corollary 6.13], one knows that the Wasserstein distance metrizes the weak
convergence onM1(D). The result follows. �

We will also use the following property of the µ?-return process. The argument is certainly standard,
for the sake of completeness we give a sketch of its proof under our assumptions.

Lemma 4.6 (Uniform ergodicity of the µ?-return process). Under Assumptions (H1) and (H2), for any
continuous and bounded function f : D → R,

lim
t→+∞

sup
α∈M1(D)

|αPµ
?

t f − µ?(f)| = 0.

Proof. From the renewal identity (56) we get, for any t ≥ 0 and α ∈M1(D),

αPµ
?

t f = Eα [f(Yt)|t < τD]Pα(t < τD) +

∫ t

0
(µ?Pµ

?

t−sf)Pα(τD ∈ ds).

Applying this identity with α = µ? and using the basic properties of µ? yields, for any t ≥ 0,

µ?Pµ
?

t f = µ?(f)e−λ
?t +

∫ t

0
(µ?Pµ

?

t−sf)λ?e−λ
?sds,
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from which one easily deduces the standard statement that µ?Pµ
?

t f = µ?(f). As a consequence

αPµ
?

t f = Eα [f(Yt)|t < τD]Pα(t < τD) + µ?(f)Pα(τD ≤ t)

and the result follows from the fact that, by [BCV22, Eq. (3.3)],

lim
t→+∞

sup
α∈M1(D)

|Eα [f(Yt)|t < τD]− µ?(f)| = 0. �

For any n ≥ 0, we now denote αn = L(XΓn) and prove the tightness of the sequence (αn)n≥0.

Proposition 4.7 (Tightness). Under the assumptions of Theorem 1.6, the sequence (αn)n≥0 is tight.

Proof. We first introduce some notation. For n large enough, by Assumption (H3.a) we may find
ϕ(n) < n such that Γn − 2 ≤ Γϕ(n) ≤ Γn − 1. For such n, we set sn0 = Γϕ(n) and {snk , k ≥ 1} =
{Γn′ , n′ > ϕ(n), θn′ = 1}, similarly to the introduction of Section 3. With these notations, we have

P(XΓn ∈ A) =
∑
k≥0

P(XΓn ∈ A, snk ≤ Γn < snk+1).

In order to take advantage of the almost sure convergence of pn to µ?, for ρ > 0 we introduce the events

Υn,ρ :=

{
sup
ϕ(n)≤`

W1(p`, µ
?) ≤ ρ

}
, Υn,k,ρ :=

{
sup

ϕ(n)≤`≤N(snk )
W1(p`, µ

?) ≤ ρ

}
,

where, as in §4.1, we have defined N(t) = inf {N ≥ 1 : ΓN > t}, so that n ≤ N(t) if and only if
Γn ≤ t. By construction, Υn,ρ ⊂ Υn,k,ρ, so that

(64) P(XΓn ∈ A) ≤ P((Υn,ρ)c) +
∑
k≥0

P(XΓn ∈ A, snk ≤ Γn < snk+1,Υ
n,k,ρ).

By Lemma 4.5, P((Υn,ρ)c) → 0 as n → +∞. We thus focus on the second term. For k = 0, we
deduce conditioning on FΓϕ(n)

that

P(XΓn ∈ A, sn0 ≤ Γn < sn1 ,Υ
n,0,ρ) ≤ E[ΨA(XΓϕ(n)

,Γn − Γϕ(n),γ
n)] ≤ sup

x∈D,t∈[1,2]
ΨA(x, t,γn)

where we have set γn = (γϕ(n)+k)k≥1 and defined ΨA(x, t,η) = Px(Y
η
t ∈ A, τηD > t). Now, let

k ≥ 1. Conditioning with respect to Fsnk
, we get

P(XΓn ∈ A, snk ≤ Γn < snk+1,Υ
n,k,ρ) = E

[
ΨA

(
Xsnk

,Γn − snk ,γ
N(snk )

)
1{snk≤Γn,Υn,k,ρ}

]
.

But, since the event {snk ≤ Γn,Υ
n,k,ρ} is in F(snk )− , we can still condition with respect to F(snk )− in order

to obtain

P(XΓn ∈ A, snk ≤ Γn < snk+1,Υ
n,k,ρ) = E

[∫
D

ΨA

(
x,Γn − snk ,γ

N(snk )
)
pN(snk )(dx)1{snk≤Γn,Υn,k,ρ}

]
.

Then, for any subset B of D, we have:∫
D

ΨA

(
x,Γn − snk ,γ

N(snk )
)
pN(snk )(dx) ≤ pN(snk )(B

c) + sup
x∈B,t≤2,|η|≤|γN(sn

k
)|

ΨA(x, t,η).

Therefore,

1Υn,k,ρ

∫
D

ΨA

(
x,Γn − snk ,γ

N(snk )
)
pN(snk )(dx) ≤ Ψ̃A,B(|γN(snk )|, ρ),

where
Ψ̃A,B(η, ρ) := sup

µ,W1(µ,µ?)≤ρ
µ(Bc) + sup

x∈B,t≤2,|η|≤η
ΨA(x, t,η).

Hence,

P(XΓn ∈ A, snk ≤ Γn < snk+1,Υ
n,k,ρ) ≤ Ψ̃A,B(|γN(snk )|, ρ)P(snk ≤ Γn,Υ

n,k,ρ).
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We deduce from (64), what precedes and the fact that |γn| → 0 that for any positive ρ, for any subsets A
and B of D,

(65)

lim sup
n→+∞

P(XΓn ∈ A) ≤ lim sup
η→0

sup
x∈D,t∈[1,2],|η|≤η

ΨA(x, t,η)

+ lim sup
η→0

Ψ̃A,B(η, ρ) lim sup
n→+∞

∑
k≥1

P(snk ≤ Γn,Υ
n,k,ρ).

Let ε > 0. As in the proof of Lemma 4.1, set Kr = {x ∈ D, d(x, ∂D) ≥ r} and choose r1 > 0,
ρε > 0 such that supµ,W1(µ,µ?)≤ρε µ((Kr1)c) ≤ ε. We thus fix B = Kr1 . Now, we set A = Kc

r2 for
some r2 ≤ r1/2 to be fixed below. On the one hand, since d(B,A) = r1 − r2 ≥ r1/2, we have for all
x ∈ B,

Px(Y
η
t ∈ A) ≤ Px(|Y η

t − x| ≥ r1 − r2) ≤ 1

r1 − r2
Ex
[
|Y η

t − x|
]
≤ 2C

√
t

r1
,

for some constantC which only depends on b and σ. Hence, we can find some t0 ∈ (0, 2], which depends
on ε and r1 but not on r2, such that, for any η,

sup
x∈B,t≤t0,|η|≤η

ΨA(x, t,η) ≤ ε.

Now, for t ≥ t0, for any sequence η,

Px(Y
η
t ∈ A) ≤ Px(Yt ∈ Kc

2r2) + Px(|Y η
t − Yt| ≥ r2).

By Lemma B.3,
sup

t∈[t0,2],(x,y)∈D×D
pt(x, y) ≤ C < +∞,

where C depends on t0. Thus, by Lemma B.2,

Px(Y
η
t ∈ A) ≤ Cλd(Kc

2r2) +
1

r2
Ex
[
|Y η

t − Yt|
]
≤ C

(
λd(K

c
2r2) +

√
|η|
r2

)
.

Since λd(Kc
2r2

)
r2→0−−−→ 0, we may now fix r2 small enough such that

lim sup
η→0

sup
x∈B,t∈[t0,2],|η|≤η

ΨA(x, t,η) ≤ ε.

Up to renormalizing ε, it follows that

(66) lim sup
η→0

sup
x∈D,t∈[1,2],|η|≤η

ΨA(x, t,η) ≤ ε, lim sup
η→0

Ψ̃A,B(η, ρ) ≤ ε.

It remains now to control the series which appears in (65). Noting that Γn − Γϕ(n) ≤ 2, the same
arguments as in the last part of the proof of Lemma 4.1 lead to the following statement: there exist
n0 ≥ 1 and a positive constant C such that for every n ≥ n0,∑

k≥1

P(snk ≤ Γn,Υ
n,k,ρ) ≤ C < +∞.

Combining the latter estimate with (65) and (66), and recalling that A is the complement of the compact
subset Kr2 , we complete the proof. �

We may finally complete the proof of Theorem 1.6.

Proof of Theorem 1.6. Since, by Proposition 4.7, the sequence (αn)n≥0 is tight, by Assumption (H3.a),
Lemma 4.5 and Remark 1.8, one may apply Theorem 1.9 to the scheme (XΓn+t)t≥0 with µn0 = νn0 = αn
and µ = µ? to get, for any T > 0,

(67) lim
n→+∞

sup
t∈[0,T ]

W1

(
αnP

µ?

t ,L(XΓn+t)
)

= 0.

Let f : D → R be Lipschitz continuous and let ε > 0. By Lemma 4.6, there exists T > 0 such that

sup
t∈[T/2,T ]

sup
n≥1
|αnPµ

?

t f − µ?(f)| ≤ ε.
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Now, by Assumption (H3.a), for n large enough there exists ϕ(n) < n such that Γn ∈ [Γϕ(n) +
T/2,Γϕ(n) + T ], and obviously ϕ(n)→ +∞. Thus we have∣∣E [f(XΓn)

]
− µ?(f)

∣∣ ≤ sup
t∈[T/2,T ]

∣∣∣E [f(XΓϕ(n)+t)
]
− µ?(f)

∣∣∣
≤ sup

t∈[T/2,T ]

∣∣∣E [f(XΓϕ(n)+t)
]
− αϕ(n)P

µ?

t f
∣∣∣+ sup

t∈[T/2,T ]

∣∣∣αϕ(n)P
µ?

t f − µ?(f)
∣∣∣ .

By (67) applied along the subsequence ϕ(n), and using the Lipschitz continuity of f , the first term in
the right-hand side vanishes when n → +∞, while the second term is bounded by ε uniformly in n.
Therefore αn(f)→ µ?(f) and the proof is completed. �

Remark 4.8. In the above proof, Assumption (H3.c) is only used in the assumptions of Lemma 4.5. But,
by Remark 1.4, one easily checks that Lemma 4.5 holds without Assumption (H3.c). This means that
Theorem 1.6 holds true without Assumption (H3.c).
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Appendix A. Useful facts on the one-dimensional reflected Brownian motion with drift

A.1. Positive and negative reflection maps. For some interval [r0, r1) with −∞ < r0 < r1 ≤ +∞,
we denote by D([r0, r1), A) the set of cadlag paths indexed by [r0, r1) with values in A. Given z ∈ R,
we define the positive reflection map at z

Γ+,z :

{
D([r0, r1),R) → D([r0, r1), [z,+∞))

β• 7→ Z+
•

by
∀r ∈ [r0, r1), Z+

r = βr + max
r0≤u≤r

[βu − z]−,

and the negative reflection map at z

Γ−,z :

{
D([r0, r1),R) → D([r0, r1), (−∞, z])

β• 7→ Z−•

by
∀r ∈ [r0, r1), Z−r = βr − max

r0≤u≤r
[βu − z]+.

Proposition A.1 (Properties of the reflection map). With the notation introduced above, we have the
following statements.

(i) For any r0 ≤ r′ ≤ r < r1, we have Z−r − Z−r′ ≤ βr − βr′ ≤ Z
+
r − Z+

r′ .
(ii) For any r0 ≤ r′ < r1, we have Z±• = Γ±,z(Z±r′ + β• − βr′) on [r′, r1).

Proof. The first point is immediate. We show the second point for Γ+,0, the argument carries over to
general reflection maps without any difficulty. For any r0 ≤ r′ ≤ r < r1, the claimed identity rewrites

Z+
r = Z+

r′ + βr − βr′ + max
r′≤v≤r

[Z+
r′ + βv − βr′ ]−,

and it is easily seen to hold if and only if

max
r0≤u≤r

[βu]− = max
r0≤u≤r′

[βu]− + max
r′≤v≤r

[
βv + max

r0≤u≤r′
[βu]−

]
−
.

To prove the latter identity we distinguish between two cases, namely whether the maximum of [βu]− is
reached on [r0, r

′] or on [r′, r]. In the first case, we have

max
r0≤u≤r

[βu]− = max
r0≤u≤r′

[βu]−,

while βv + maxr0≤u≤r′ [βu]− ≥ 0 for any v ∈ [r′, r] and thus

max
r′≤v≤r

[
βv + max

r0≤u≤r′
[βu]−

]
−

= 0,

which proves the identity. In the second case, we have

max
r′≤v≤r

[
βv + max

r0≤u≤r′
[βu]−

]
−

= max
r′≤v≤r

−
(
βv + max

r0≤u≤r′
[βu]−

)
= max

r′≤v≤r
[βv]− − max

r0≤u≤r′
[βu]−,
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and therefore

max
r0≤u≤r

[βu]− = max
r′≤v≤r

[βv]− = max
r0≤u≤r′

[βu]− + max
r′≤v≤r

[
βv + max

r0≤u≤r′
[βu]−

]
−
,

which completes the proof. �

A.2. Hitting times of reflected Brownian motions. In this section, we let (Gr)r≥0 be a filtration and
(Wr)r≥0 be a one-dimensional (Gr)r≥0-Brownian motion.

For c ∈ R and z0 ≥ z, we denote by (Z+,z;c
z0,r )r≥0 the Brownian motion with constant drift c, positively

reflected at the level z, and started from z0 at r = 0. In explicit terms,

Z+,z;c
z0,• = Γ+,zβcz0,•, βcz0,r := z0 + cr + Wr.

Similarly, for c ∈ R and z0 ≤ z, we define (Z−,z;cz0,r )r≥0 by

Z−,z;cz0,• = Γ−,zβcz0,•.

Proposition A.2 (Strong Markov property). For c ∈ R and z0 ≥ z, the process (Z+,z;c
z0,r )r≥0 is adapted to

(Gr)r≥0 and has the strong Markov property, in the sense that if % is a stopping time, then conditionally
on the event {% < +∞,Z+,z;c

z0,% = z′}, the process (Z+,z;c
z0,r+%)r≥0 has the same law as (Z+,z;c

z′,r )r≥0. Similar
statements hold for the negatively reflected process (Z−,z;cz0,r )r≥0.

Proposition A.2 directly follows from Proposition A.1 (ii) combined with the strong Markov property
for the Brownian motion (Wr)r≥0.

The following invariances in law are immediate:

• translation: for any u ∈ R, Z±,z+u;c
z0+u,• has the same law as Z±,z;cz0,• ;

• symmetry: Z+,z;c
z0,• has the same law as Z−,−z;−c−z0,• .

These invariance properties allow to reduce the study of hitting times for reflected drifted Brownian
motions to the random variable

Tcz0,z1 := inf{r ≥ 0 : Z+,0;c
z0,r = z1}, z1 ≥ z0 ≥ 0,

defined from the drifted Brownian motion with positive reflection at 0.

Proposition A.3 (Moments of Tcz0,z1). Let 0 ≤ z0 ≤ z1. For any c ∈ R, for any k ≥ 1,

E
[(
Tcz0,z1

)k]
< +∞.

Proof. From the definition of (Z+,0;c
z0,r )r≥0 and Proposition A.1 (i), it is easy to show that

inf
z0∈[0,z1]

P
(
Tcz0,z1 ≤ 1

)
≥ inf

z0∈[0,z1]
P

(
sup
r∈[0,1]

βcz0,r ≥ z1

)
> 0.

We therefore deduce from the Markov property that Tcz0,z1 has geometric tails and thus finite moments
of all orders. �

Proposition A.3 allows us to introduce the notation

Rcz0,z1 := E
[
Tcz0,z1

]
,

and for η ∈ (0, z0),

Rcz0,z1(η) := E
[∫ Tcz0,z1

r=0
1{Z+,0;c

z0,r
<η}dr

]
.

Corollary A.4 (Continuity ofRcz0,z1). The functionRcz0,z1 is continuous on (0, z0) and satisfies

lim
η↓0
Rcz0,z1(η) = 0.
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Proof. We first rewrite, for any η ∈ (0, z0),

Rcz0,z1(η) =

∫ +∞

r=0
P
(
Tcz0,z1 > r,Z+,0;c

z0,r < η
)

dr,

so that by Proposition A.3 and the dominated convergence theorem, to prove the corollary it suffices
to show that for any r ≥ 0, the nonnegative random variable Z+,0;c

z0,r has a density with respect to the
Lebesgue measure. For c = 0, this follows for instance from the fact that the process (Z+,0;0

z0,r )r≥0 has
the same law as (|z0 + Wr|)r≥0 [RY99, Corollary 2.2, p. 240]. By the Girsanov theorem, the absolute
continuity of Z+,0;c

z0,r is then preserved for any value of c ∈ R. �

Remark A.5. The density of Z+,0;c
z0,r is explicitly computed in [Lin05, Section 4.2].

Finally, since Tcz0,z1 is almost surely finite for arbitrarily large z1, the invariance properties combined
with Proposition A.3 also entail the following immediate corollary.

Corollary A.6 (Unboundedness of trajectories). For any c ∈ R and z ≤ z0,

lim sup
r→+∞

Z+,z;c
z0,r = +∞, almost surely;

and similarly, for z ≥ z0,
lim inf
r→+∞

Z−,z;cz0,r = −∞, almost surely.

Remark A.7. The proofs of Proposition A.3 and Corollaries A.4 and A.6 could also follow from the
remark that, by the Tanaka formula, the process (Z+,0;c

z0,r )r≥0 has the same law as the process (|Xr|)r≥0,
where (Xr)r≥0 is the solution to the stochastic differential equation

dXr = c sgn(Xr)dr + dWr, X0 = z0.

This allows to use general results on the integrability of exit times from bounded sets, the existence of
a density, and the ergodic behavior of one-dimensional diffusions with bounded measurable drift and
additive noise.

Appendix B. Discretization estimates

In this Appendix, we gather various estimates regarding the Euler scheme associated with (1) and the
(discrete) time at which it exits the set D. These estimates are employed in Sections 3 and 4.

Throughout the Appendix, we let Assumptions (H1) and (H2) be in force, and let η = (ηn)n≥1 be a
sequence of positive time steps. We define and assume

|η| := sup
n≥1

ηn, tn :=

n−1∑
k=0

ηk+1, lim
n→+∞

tn = +∞.

As in Sections 3 and 4, we denote by (Y
η
t )t≥0 the associated continuous-time Euler scheme for the

SDE (1), with the same initial initial condition Y η
0 = Y0 ∈ D and driven by the same Brownian motion

(Bt)t≥0. We also recall that we denote

τηD := inf{tn : Y
η
tn 6∈ D} = inf{t ≥ 0 : Y

η
t 6∈ D},

with t := tn for any t ∈ [tn, tn+1).

Remark B.1. Since we do not require ηn to tend to 0, all results in this Appendix remain valid for Euler
schemes with constant step sizes.

B.1. Standard estimates. In this subsection we gather two estimates on (Yt)t≥0 and (Y
η
t )t≥0 which are

standard when the step sequence η is constant. The first one is a strong error estimate. In the constant
step size case, its proof can be found in [Pag18, Theorem 7.2], the adaptation to the present setting is
straightforward.

Lemma B.2 (Strong error estimate). For any T > 0, there exists CT ≥ 0 such that

sup
y∈D

Ey
[
|Yt − Y

η
t |
]
≤ CT

√
|η|,

where the notation Ey[·] means that Y0 = Y
η
0 = y.
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The second estimate is a Gaussian bound on the transition densities of (Yt)t≥0 and (Y
η
t )t≥0.

Lemma B.3 (Gaussian upper bound on the transition densities). For any x ∈ D and t > 0, the random
variable Yt admits a density pt(x, y) on Rd under Px. Besides, for any T > 0, there exist C > 0 such
that for any t ∈ (0, T ], x ∈ D, y ∈ Rd,

pt(x, y) ≤ C

td/2
exp

(
−|x− y|

2

2Ct

)
.

Likewise, for any x ∈ D and n ≥ 1, the random variable Y η
tn admits a density pηtn(x, y) on Rd under

Px. Besides, for any T > 0, η > 0 and κ > 0, there exists C > 0 such that if

(68) |η| ≤ η, sup
n≥1

ηn+1

ηn
≤ κ,

then for any n ≥ 1 for which tn ≤ T , for any x ∈ D, y ∈ Rd,

(69) pηtn(x, y) ≤ C

t
d/2
n

exp

(
−|x− y|

2

2Ctn

)
.

On the one hand, the existence and upper bound for the density of Yt is a classical result which follows
from Aronson’s estimates [Aro67]. On the other hand, the existence of the density pηtn(x, y) for n ≥ 1 is
obvious from the construction of the Euler scheme (Y

η
t )t≥0. The Gaussian upper bound (69) is proved by

Lemaire and Menozzi in [LM10], for a constant step size η. Their argument can be adapted line-to-line
to the nonconstant step size case, at the price of bounding by κ quantities of the form ηk+1/(tn′ − tk+1),
for 0 ≤ k < n′, which appear in the estimates of [LM10, Section 4.3.1]. In the constant step size case,
such quantities are obviously bounded by 1.

B.2. Estimates on exit times. In this subsection, we gather various useful estimates on the exit times
τD and τηD.

Lemma B.4 (Tails of hitting times). For any η > 0, there exist positive ρ and β such that if |η| ≤ η,
then for every x ∈ D and t ≥ 0,

Px(τηD > t) + Px(τD > t) ≤ ρe−βt.

As a consequence, for any p > 0,

sup
x∈D,|η|≤η

Ex
[
(τηD)p

]
+ sup
x∈D

Ex
[
τpD
]
< +∞.

Proof. We only detail the proof of the tail estimate for τηD, the arguments are similar but simpler for
τD. By Assumption (H1), D is relatively compact, therefore D ⊂ B(0, R) where R denotes a positive
number. Then, for any x ∈ D and T > 0,

Px(τηD > T ) ≤ Px

(
sup

0≤t≤T
|Y η

t | ≤ R

)

≤ Px

(
sup

0≤t≤T

∣∣∣∣∫ t

0
σ(Y

η
s )dBs

∣∣∣∣ ≤ R+ |x|+ T‖b‖∞

)

≤ 1− Px

(
sup

0≤t≤T

∣∣∣∣∫ t

0
σ(Y

η
s )dBs

∣∣∣∣ > M

)
,

whereM = 2R+T‖b‖∞. For any η > 0, one may now choose T large enough to ensure that if |η| ≤ η,
then the set {tn, n ≥ 0} ∩ [T/2, T ] is nonempty. In this case,

sup
0≤t≤T

∣∣∣∣∫ t

0
σ(Y

η
s )dBs

∣∣∣∣ ≥ inf
T/2≤t≤T

∣∣∣∣∫ t

0
σ(Y

η
s )dBs

∣∣∣∣ ,
so that

Px(τηD > T ) ≤ 1− Px
(

inf
T/2≤t≤T

∣∣∣∣∫ t

0
σ(Y

η
s )dBs

∣∣∣∣ > M

)
.
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By Assumption (H2.a), there exists c ∈ (0, 1] such that c|y|2 ≤ 〈σσ>(x)y, y〉 ≤ c−1|y|2 for any
x, y ∈ Rd, so that with y = (1, 0 . . . , 0), this implies that c ≤ |σ1,·(x)|2 ≤ c−1. Thus, using the
Dambis–Dubins–Schwarz Theorem [RY99, Theorem 1.6, p. 181] and denoting by (Wr)r≥0 a standard
one-dimensional Brownian motion, we have

Px
(

inf
T/2≤t≤T

∣∣∣∣∫ t

0
σ(Y

η
s )dBs

∣∣∣∣ > M

)
≥ Px

(
inf

T/2≤t≤T

∣∣∣∣∫ t

0
σ1,·(Y

η
s )dBs

∣∣∣∣ > M

)
≥ Px

(
inf

T/2≤t≤T
|W∫ t

0 |σ1,·(Y
η
s )|2ds| > M

)
≥ P

(
inf

cT/2≤r≤c−1T
|Wr| > M

)
=: ρT > 0.

As a consequence, supx∈D Px(τηD > T ) ≤ 1− ρT and a standard Markovian induction yields:

∀k ≥ 0, sup
x∈D

Px(τηD > kT ) ≤ (1− ρT )k,

which in turn easily implies that a positive ρ exists such that

∀t ≥ 0, sup
x∈D

Px(τηD > t) ≤ ρ exp(−βt), with β = − log(1− ρT )

T
. �

Lemma B.5 (Estimates on τD). For any T > 0, for any compact subset K of D,

sup
x∈K,t∈[0,T ]

Px(τD ∈ [t− δ, t+ δ])
δ→0−−−→ 0.

Moreover, for any δ > 0,

sup
x,y∈D,|x−y|≤ρ

P(|τxD − τ
y
D| ≥ δ)

ρ→0−−−→ 0,

where τxD and τyD respectively refer to the exit times from D for the strong solutions to (1) with initial
conditions x and y, and driven by the same Brownian motion (Bt)t≥0.

The proof of the second statement relies on the following classical result, which is also used in the
proof of Proposition 4.2.

Lemma B.6 (Strong coupling estimate). For any T > 0, there exists CT > 0 such that

∀x, y ∈ D, E

[
sup
t∈[0,T ]

|Y x
t − Y

y
t |

]
≤ CT |x− y|,

where (Y x
t )t≥0 and (Y y

t )t≥0 refer to the strong solutions to (1) with initial conditions x and y, and driven
by the same Brownian motion (Bt)t≥0.

Proof of Lemma B.5. Let T > 0 and δ ≤ 1. Let K be a compact subset of D and x ∈ K. For a positive
M , we have, for any t ∈ [0, T ],

Px(τD ∈ [t− δ, t+ δ])

≤ Px

(
τD ∈ [t− δ, t+ δ], sup

s,v≤T+1

|Yv − Ys|
|v − s|1/4

≤M

)
+ Px

(
sup

s,v≤T+1

|Yv − Ys|
|v − s|1/4

> M

)
.

Since b and σ are bounded, it is classical background that

sup
x∈K

Px

(
sup

s,v≤T+1

|Yv − Ys|
|v − s|1/4

> M

)
M→+∞−−−−−→ 0.

We fix M large enough in such a way that this term is small enough and now consider the first term. On
the event {sups,v≤T+1 |Yv − Ys|/|v − s|1/4 ≤M}, we have Px-almost surely, for any x ∈ K,

τD ≥ t0 := (M−1d(K, ∂D))4 ∧ (T + 1) and d(Yt, ∂D)1{τD≤T+1} ≤ |Yt − YτD | ≤M |t− τD|
1/4.
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Hence, if δ < t0/2, we have

∀t ∈ [0, t0/2), ∀x ∈ K, Px

(
τD ≤ t+ δ, sup

s,v≤T+1

|Yv − Ys|
|v − s|1/4

≤M

)
= 0.

Thus,

sup
t∈[0,T ]

Px

(
τD ∈ [t− δ, t+ δ], sup

s,v≤T+1

|Yv − Ys|
|v − s|1/4

≤M

)
≤ sup

t∈[t0/2,T ]
Px
(
d(Yt, ∂D) ≤Mδ1/4

)
.

But, by Lemma B.3, there exist C > 0 such that for any t ∈ (0, T ], x ∈ D, the density pt(x, ·) of Yt
under Px satisfies, for any y ∈ Rd,

pt(x, y) ≤ C

td/2
exp

(
−|x− y|

2

2Ct

)
.

Hence

sup
x∈K

sup
t∈[t0/2,T ]

Px(d(Yt, ∂D) ≤Mδ1/4) ≤ C

(t0/2)d/2
λd

(
{y ∈ D, d(y, ∂D) ≤Mδ1/4}

)
δ→0−−−→ 0,

where λd denotes the Lebesgue measure on Rd.
For the second statement, let us set, with the notations of Lemma 2.4, τxr = inf{t ≥ 0, ψ̃D(Y x

t ) ≤
−η} with η ∈ [0, η0). Remark that τx0 = τxD and that τxη > τxD if η > 0. Define τyη similarly. For any
T > 0, δ > 0 and η ∈ (0, η0), we have

P(τyD − τ
x
D ≥ δ, τxD ≤ T ) ≤ P(τxη − τxD ≥ δ) + P(τxη − τxD < δ, τxD ≤ T, Y

y
τxη
∈ D)

≤ sup
z∈∂D

P
(

inf
t≤δ

ψ̃D(Y z
t ) > −η

)
+ P

(
sup

t∈[0,T+δ]
|Y y
t − Y x

t | > η

)
,

where in the second line, we used the strong Markov property for the first term and the fact that
d(Y x

τxη
, D) ≥ η for the second one.

Let z ∈ ∂D. Since ψ̃D(Y z
0 ) = 0, we deduce from the same arguments as in §2.1 that there exists a

time-change τ z(r), a process (K̃z
t )t≥0 and a Brownian motion (W z

r )r≥0 such that

∀r ≤ %z, ψ̃D(Y z
τ(r)) =

∫ τz(r)

s=0
K̃z
sds+W z

r ,

with %z := inf{r ≥ 0 : |ψ̃D(Y z
τ(r))| = η0}. Furthermore, there exist c0, c1 > 0 which do not depend on

z and such that

c0 ≤ (τ z)′(r) ≤ 1

c0
,

∣∣∣∣∣
∫ τz(r)

s=τz(r′)
K̃z
sds

∣∣∣∣∣ ≤ c1(r − r′).

As a consequence, for any z ∈ ∂D we get

∀r ≤ %z, ψ̃D(Y z
τ(r)) ≤ c1r +W z

r ,

which yields

P
(

inf
t≤δ

ψ̃D(Y z
t ) > −η

)
≤ P

(
inf

t≤δ∧τz(%z)
ψ̃D(Y z

t ) > −η
)

= P
(

inf
r≤(τz)−1(δ)∧%z

ψ̃D(Y z
τ(r)) > −η

)
≤ P

(
inf

r≤(τz)−1(δ)∧%z
c1r +W z

r > −η
)
.

We now deduce from the fact that

∀r ≤ %z, |ψ̃D(Y z
τ(r))| ≤ c1r + |W z

r |,
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that %z ≥ %z := inf{r ≥ 0 : c1r + |W z
r | = η0}. Hence,

P
(

inf
r≤(τz)−1(δ)∧%z

c1r +W z
r > −η

)
≤ P

(
inf

r≤(τz)−1(δ)∧%z
c1r +W z

r > −η
)

≤ P
(

inf
r≤c0δ∧%z

c1r +W z
r > −η

)
.

The random variable infr≤c0δ∧%z c1r +W z
r now only depends on the trajectory of the Brownian motion

(W z
r )r≥0, and therefore its law does not depend on z, so that in the end

sup
z∈∂D

P
(

inf
t≤δ

ψ̃D(Y z
t ) > −η

)
≤ P

(
inf

r≤c0δ∧%
c1r +Wr > −η

)
with obvious notation for (Wr, %). By the 0 − 1 law, infr≤c0δ∧% c1r + Wr < 0, almost surely, and
therefore the right-hand side above vanishes when η → 0.

Finally, by Lemma B.6 and the Markov inequality, for any η > 0,

sup
x,y∈D,|x−y|≤ρ

P

(
sup

t∈[0,T+δ]
|Y y
t − Y x

t | > η

)
ρ→0−−−→ 0.

From what precedes, we deduce that for any positive T ,

sup
x,y∈D,|x−y|≤ρ

P(τyD − τ
x
D ≥ δ, τx ≤ T )

ρ→0−−−→ 0.

To conclude, it is now enough to use that, by Lemma B.4, supx∈D P(τxD > T ) → 0 as T → +∞ and a
symmetry argument to obtain the same property for τxD − τ

y
D. The second statement follows. �

Lemma B.7 (Strong discretization error on τD). For every T > 0, there exist some positive cT and ε
such that if |η| ≤ ε, then

sup
x∈D

Ex[|τηD − τD|] ≤ cT
√
|η|+ ρ̃e−β̃T ,

where ρ̃ and β̃ are positive numbers independent of T .

Proof. By Lemma B.4 and the Cauchy–Schwarz inequality, one easily checks that there exist some
positive ρ̃ and β̃ such that if |η| ≤ 1, then for every T > 0,

Ex[|τηD − τD|1{τηD∨τD>T}] ≤
√

2(Ex[(τηD)2] + Ex[τ2
D])
√
Px(τηD > T ) + Px(τD > T ) ≤ ρ̃e−β̃T .

On the other hand,
Ex[|τηD − τD|1{τηD∨τD≤T}] ≤ Ex[|τηD ∧ T − τD ∧ T |].

To control the above right-hand quantity, we apply [BGG17, Theorem 3.11]. With the numbering of
this paper, one checks that the assumptions of this theorem are fulfilled in our setting: Assumption 3.5
holds true by our Assumptions (H1) and (H2), and Assumption 3.8 also holds with δ = ψ̃D defined in
Lemma 2.4. By this theorem, we get the existence of some positive ε, which can taken smaller than 1
without loss of generality, and cT such that if |η| ≤ ε, then for any x ∈ D,

Ex[|τηD ∧ T − τD ∧ T |] ≤ cT
√
|η|. �

B.3. Discretization of the operator A. In the next statement, the operators A and Aη are defined in
Section 3.

Lemma B.8 (Quantitative weak error on Af for Lipschitz test functions). For any T > 0, there exist
some positive cT and ε such that if |η| ≤ ε, then for any bounded and Lipschitz continuous function
f : Rd → R,

sup
x∈D

∣∣∣Aη
f(x)−Af(x)

∣∣∣ ≤ (‖f‖∞ ∨ [f ]1)
(
cT
√
|η|+ ρ̃e−β̃T

)
,

where ρ̃ and β̃ are again positive numbers independent of T .
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Proof. Let f : Rd → R be bounded and Lipschitz continuous. For any x ∈ D,∣∣∣Aη
f(x)−Af(x)

∣∣∣ =

∣∣∣∣∣Ex
[∫ τηD∨τD

0

(
f(Y

η
t )− f(Yt)

)
dt−

∫ τηD∨τD

τηD

f(Y
η
t )dt−

∫ τηD∨τD

τD

f(Yt)dt

]∣∣∣∣∣
≤ Ex

[∫ τηD∨τD

0

∣∣∣f(Y
η
t )− f(Yt)

∣∣∣ dt]+ ‖f‖∞Ex
[
|τηD − τD|

]
.

For any T > 0,

Ex

[∫ τηD∨τD

0

∣∣∣f(Y
η
t )− f(Yt)

∣∣∣dt1{τηD∨τD≤T}
]
≤ T [f ]1 sup

t∈[0,T ]
Ex
[
|Y η

t − Yt|
]
,

while, with the same arguments as in the proof of Lemma B.7,

Ex

[∫ τηD∨τD

0

∣∣∣f(Y
η
t )− f(Yt)

∣∣∣dt1{τηD∨τD>T}
]

≤ 2‖f‖∞Ex
[
(τηD ∨ τD)1{τηD∨τD>T}

]
≤ 2‖f‖∞

√
Ex
[
(τηD)2

]
+ Ex

[
τ2
D

]√
Px
(
τηD > T

)
+ Px (τD > T ).

Therefore, the proof follows from the application of Lemma B.2. �

B.4. Wasserstein estimates. In this subsection, we no longer assume that Y0 = Y
η
0 , but rather that

the pair (Y0, Y
η
0 ) is random and distributed according to some optimal coupling in the following sense.

For any µ, ν ∈ M1(D), we recall the definition (4) of the Wasserstein distance W1(µ, ν) and the def-
inition (5) of the set C(µ, ν) of couplings of µ and ν. By Remark 2.3 and [Vil09, Theorem 4.1], the
set C∗(µ, ν) of optimal couplings Π∗, namely for which W1(µ, ν) =

∫
|x − y|Π∗(dx,dy), is always

nonempty.

Lemma B.9 (Wasserstein estimates). (i) For any ε > 0 and δ > 0, there exist C > 0 and η0 > 0
such that, for any µ, ν ∈M1(D), for any optimal coupling Π∗ in C∗(µ, ν), if |η| ≤ η0 then

PΠ∗(|τ − τ | ≥ δ) ≤ ε+ CW1(µ, ν),

where in the left-hand side, the notation PΠ∗ means that the initial condition (Y0, Y
η
0 ) is random

and distributed according to Π∗.
(ii) For any T > 0 and ε > 0, for any compact subset K of D, there exist C > 0 and η0 > 0 such

that, for any µ, ν ∈M1(D), for any optimal coupling Π∗ in C∗(µ, ν), if |η| ≤ η0 then

sup
t∈[0,T ]

(
PΠ∗(τD ≤ t ≤ τηD) + PΠ∗(τ

η
D ≤ t ≤ τD)

)
≤ ε+ CW1(µ, ν) + µ(Kc).

Proof. We shall write τ instead of τD and τ instead of τηD when no confusion holds, and τx, τy when
we want to emphasize the fact that Y0 = x and Y η

0 = y. We first prove (i) and thus fix ε > 0 and δ > 0.
For any ρ > 0, if Π∗ ∈ C∗(µ, ν), then

PΠ∗(|τ − τ | ≥ δ) ≤
∫
x,y∈D

1{|x−y|≤ρ}P(|τx − τy| ≥ δ)Π∗(dx,dy) +

∫
x,y∈D

1{|x−y|>ρ}Π
∗(dx,dy)

≤ sup
(x,y)∈D2,|x−y|≤ρ

P(|τx − τy| ≥ δ) +
1

ρ
W1(µ, ν)

≤ sup
(x,y)∈D2,|x−y|≤ρ

P
(
|τx − τy| ≥ δ

2

)
+ sup
y∈D

P
(
|τy − τy| ≥ δ

2

)
+

1

ρ
W1(µ, ν),

where in the second and third lines, we respectively used the Markov and the triangle inequalities.
By Lemma B.5, we can fix ρ small enough in such a way that the first term of the right-hand side is
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lower than ε/2. On the other hand, by Lemma B.7 (applied with T large enough) and the Markov
inequality, there exists η0 > 0 such that for all step sequence η with |η| ≤ η0,

sup
y∈D

P
(
|τy − τy| ≥ δ

2

)
≤ ε

2
.

This completes the proof of (i) with C = 1/ρ.
To prove (ii), let us now fix T > 0. One easily checks that for any µ, ν ∈M1(D) and Π∗ ∈ C∗(µ, ν),

for any δ > 0 and t ∈ [0, T ],

PΠ∗(τ ≤ t ≤ τ) + PΠ∗(τ ≤ t ≤ τ) ≤ PΠ∗(|τ − τ | ≥ δ) + Pµ(τ ∈ [t− δ, t+ δ]).

For any compact K ⊂ D,

sup
t∈[0,T ]

Pµ(τ ∈ [t− δ, t+ δ]) ≤ sup
t∈[0,T ],x∈K

Px(τ ∈ [t− δ, t+ δ]) + µ(Kc),

and for any ε > 0, by Lemma B.5, one can fix δε small enough in such a way that

sup
t∈[0,T ]

Pµ(τ ∈ [t− δε, t+ δε]) ≤ ε+ µ(Kc).

Applying (i) with δ = δε, we conclude that for C and η0 given by (i), if |η| ≤ η0 then

sup
t∈[0,T ]

(
PΠ∗(τD ≤ t ≤ τηD) + PΠ∗(τ

η
D ≤ t ≤ τD)

)
≤ 2ε+ CW1(µ, ν) + µ(Kc),

which completes the proof of (ii) at the price of replacing ε by ε/2. �
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