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TENSOR PRODUCTS AND p-INDUCTION OF REPRESENTATIONS ONBANACH SPACESPHILIPPE JAMING AND WILLIAM MORANAbstract. In this paper we obtain Lp versions of the classical theorems of induced representations,namely, the inducing in stages theorem, the Kronecker product theorem, the Frobenius Reciprocitytheorem and the subgroup theorem. In doing so we adopt the tensor product approach of Rie�el toinducing. 1. IntroductionThe aim of the present paper is to carry over the theory of induced representations of locallycompact groups on Hilbert spaces to more general Banach spaces. The cornerstone of this theoryis the work of Mackey. Several generalisations have already been considered by various authors(cf. [1], [12], [22]). However these treatments do not give a complete and coherent account of thebasic theorems of induced representations: the Inducing-in-stages Theorem, the Kronecker ProductTheorem, the Frobenius Reciprocity Theorem and the Subgroup Theorem, in this context. Thisstatement is slightly misleading; in fact, [12] does contain an inducing-in-stages theorem and [19],[22] contain Frobenius Reciprocity Theorems for "1-inducing". Our aim here is to investigate theproblems involved in �nding such theorems in the more general context of p-inducing, rather than theclassical 2-inducing. We obtain versions of all of these theorems. To do this, we follow the philosophyof Rie�el in using tensor products as the mechanism for inducing. In doing this, we have as doesRie�el to impose restrictions which prevent us from obtaining an inducing in stages theorem as sharpas that of [12]. On the other hand, our version of the Frobenius Reciprocity Theorem is valid for1 < p <1 instead of p = 1 from [19], [22]. We also obtain a version of the subgroup theorem and ofthe Kronecker product theorem, neither of which are, to our knowledge, available in the literature.It turns out that the extension of the basic theorems to this context relies heavily on properties ofthe Banach spaces involved and that a full theory requires the Banach spaces on which the groups arerepresented to be close to Lp-spaces. Accordingly we spend some time discussing the properties ofthese spaces in the next section of the paper, followed by the new de�nition of p-inducing as a tensorproduct in section 3. In section 4, we prove the inducing in stages theorem, the Kronecker producttheorem and the Frobenius Reciprocity theorem. Finally we give a version of the subgroup theorem.2. PreliminariesAll groups considered here will be locally compact and separable. All Banach spaces consideredwill be complex, separable and re
exive. In particular they have the Radon-Nikodym property. Wewill also assume that they have the approximation property. Let us also de�ne what we mean by arepresentation of a group G on a Banach space X.2.1. Representations of groups. De�nition Let G be a group and X a Banach space. A represen-tation � of G on X is a set (�g)g2G of linear mappings �g : X 7! X such that1. �e = I and for all g1; g2 2 G, �g1g2 = �g1�g2 ;2. for every g 2 G, �g is continuous ;1991 Mathematics Subject Classi�cation. 43A65, 22D12, 22D30.Key words and phrases. p-induction, tensor products, p-nuclear operators, induction in stages, Kronecker product,Frobenius reciprocity theorem, Peter Weil theorem, subgroup theorem.Part of the work exposed here was done while the �rst author was visiting the second one at Flinders University,Adela��de. He is also embedded to that institution for �nancial support.1



2 PHILIPPE JAMING AND WILLIAM MORAN3. for every x 2 X the map G 7! Xg 7! �gx is continuous (i.e. � is strongly continuous).A representation � is said to be uniformly bounded if supg2G k�gk < 1, � is isometric if every �g isan isometry.Remark : Assume � is a uniformly bounded representation of a group G on a Banach space X. De�nea new norm on X by kxk� = supg2G k�gxkthen k:k� is equivalent to k:k on X and � is an isometric representation of G on (X; k:k�).In the sequel, every representation considered will be isometric.Example : Let (M; �) be a measured space and let G be a group of transformations of M (M isthen called a G-space). Assume that G leaves � invariant (i.e. �(gM ) = �(M ) for every g 2 G andevery measurable M � M). Let 1 � p � 1 and de�ne, for g 2 G, �g : Lp(M; �) 7! Lp(M; �) by�gf(x) = f(g�1x), then (�g)g2G is an isometric representation of G on Lp(M; �).2.2. p-spaces. We �rst describe some results on Banach spaces and tensor products that we willneed. They can all be found in [3], Ch. 23 and 25.6.Let X be a Banach space, 
 a locally compact space and � a Radon measure on 
. We shall beconsidering the spaces Lp(�); Lp(�;X), de�ned in the usual way.De�ne ip(�) : Lp(�) 
X 7! Lp(�;X) byf 
 x 7! �t 7! f(t)x�:Then ip produces on Lp(�)
X a norm�p induced by the norm ofLp(�;X). We denote by Lp(�)
̂�pXthe completion of Lp(�)
X under this norm, so that Lp(�)
̂�pX ' Lp(�;X).For X and Y two Banach spaces, we de�ne two norms dp and gp on the tensor product X 
 Y asfollows. For y1; : : : ; yn 2 Y , 1 < p0 <1 de�ne"p0 (y1; : : : ; yn) = sup8<: nXi=1 j (yi)jp0! 1p0 :  2 Y 0; k k = 19=;For z 2 X 
 Y and 1 < p <1, 1p + 1p0 = 1 letdp(z) = inf8<: nXi=1 kxikp! 1p "p0 (y1; : : : ; yn)9=;where the in�mum is taken over all representations of z of the form z = nXi=1 xi 
 yi.The norm gp(z) is de�ned by exchanging the roles of xi and yi in the above de�nition. We writeX 
dp Y (resp. X 
gp Y ) for the completion of X 
 Y with respect to the norm dp (resp. gp).This norms have been introduced independently by S. Chevet [2] and P. Saphar [21] in order togeneralise the projective tensor product norm. If we identify z 2 X
Y with an operator Tz : X 0 7! Ythen, under this identi�cation, operators corresponding to elements of X 
dp Y will be called rightp-nuclear and those corresponding to elements of X 
gp Y will be called left p-nuclear. We writeNp(X 0; Y ) for the class of all right p-nuclear operators from X 0 to Y and Np(X 0; Y ) for the class ofall left p-nuclear operators. The following result from [8] (corollary 1.6) tells us that the dp tensornorm is the nearest ideal norm to �p :Theorem 2.1.1 Let X be a Banach space and 1 < p <1. The following are equivalent :1. X is isomorphic to a quotient of a subspace of an Lp space (a QSLp space);2. there exists an in�nite dimensional Lp(�) and an ideal norm � equivalent to �p on Lp(�) 
X;3. for every in�nite dimensional Lp(�) there exists an ideal norm � equivalent to �p on Lp(�)
X.



TENSOR PRODUCTS AND p-INDUCTION OF REPRESENTATIONS ON BANACH SPACES 3Moreover, the ideal norm � can be chosen to be the dp norm.Specialists of representation theory may be more familiar with p-spaces as de�ned by Herz [10].We refrain from giving this de�nition, since it turns out that QSLp spaces and p-spaces are the same.The following result follows at once from the preceding one and the observation that a p-space is asubspace of a quotient of an Lp space, by Proposition 0 of [10] and Theorem 2' of [13].Theorem 2.1.2 Let X be a Banach space and 1 < p < 1. Then X is a QSLp space if and only ifit is a p-space.The dp and gp tensor products are also of particular interest when X and Y are both Lp spaces.Indeed, if (
; �) and (
0; �0) are two measure spaces, we haveLp(
)
dp Lp(
0) = Lp(
)
gp Lp(
0) ' Lp(
�
0) ' Np�Lp0 (
); Lp(
0)�(1)It is then obvious from (1) that, if R;S; T are measure spaces, thenLp(R)
dp �Lp(S) 
dp Lp(T )� ' �Lp(R) 
dp Lp(S)� 
dp Lp(T )(2)In other words, if X;Y; Z are all Lp spaces, thenX 
dp Y 'Y 
dp XX 
dp (Y 
dp Z) '(X 
dp Y )
dp Z:We will now generalise these two identities to a larger class of Banach spaces.De�nition Let � > 1 and 1 < p < 1. We will say that a Banach space X is an Lgp� space if thereexists a projection P of norm kPk � � from an Lp-space onto X.X is called an Lgp space if it is an Lgp� for some �.It turns out that this spaces have a local caracterisation close to the Lp spaces investigated byLindenstrauss and Pelczy�nski [14].Proposition 2.1.3 (cf [3]) A Banach space X is an Lgp� if and only if, for every " > 0, and every�nite dimensional subspace M of X, there exists operators R :M 7! `mp and S : `mp 7! X that factorsthe inclusion map IXM = SR and such that kSkkRk � �+ ".These spaces have a few nice properties :Proposition 2.1.4 (cf [3]) For 1 < p <1 :1). If X is an Lgp space, then it has the Radon Nikodym property and the bounded approximationproperty;2). X is an Lgp� space if and only if X 0 is an Lgp0� space;3). if X is an Lgp space then either it is an Lp space or it is isomorphic to a Hilbert space;4). if X and Y are Lgp then X 
dp Y is an Lgp space.Proposition 2.1.5 (cf [3]) Let 1 < p <1. The following propositions are equivalent :1). X is isomorphic to a quotient of an Lp space;2). Lp 
dp X ' Lp 
gp X = X 
dp Lp.In particular, this is true for complemented subspaces of Lp spaces i.e. Lgp spaces.Since an Lgp space X is a (complemented) subspace of an Lp space, we have, by Proposition 2.1.1,Lp(�) 
dp X ' Lp(�) 
�p X = Lp(�;X):Using local techniques we can derive from (2) and Proposition 2.1.4 (1) and (5), that if X;Y; Z areLgp spaces then X 
dp (Y 
dp Z) ' (X 
dp Y ) 
dp Z(3)This identity has an operator counterpart :Lemma 2.1.6 Let 1 < p <1 and R be a measure space and let X and Y be Lgp spaces. Then



4 PHILIPPE JAMING AND WILLIAM MORANNp0�Lp(R) 
dp X;Y 0� ' Np0�X;Np0(Lp(R); Y 0)�(4)where the operator T : Lp(R)
dp X 7! Y 0 is identi�ed with the operator ~T : X 7! Np0 (Lp(R); Y 0) via~T (')( ) = T ( 
 ').Proof. Equation (3) can be read, using the identi�cation of tensor products and operators as:Np0�Lp(R)
dp X;Y 0� =Np0�Lp(R;X); Y 0� = Lp(R;X)0 
dp0 Y 0=Lp0 (R;X 0) 
dp0 Y 0 = �Lp0(R) 
dp0 X 0� 
dp0 Y 0=�X 0 
dp0 Lp0 (R)�
dp0 Y 0 = X 0 
dp0 �Lp0 (R)
dp0 Y 0�=Np0 (X;Lp0(R) 
dp0 Y 0) = Np0�X;Np0 (Lp(R); Y 0)� 2Remark : For a �xed p (1 < p < 1), Lgp is a rather large class of Banach spaces. In particular, itcontains the Lp spaces, the Hilbert spaces and the Hardy spaces Hp.2.3. p-induction. The concept of p-induction has been de�ned in various places, eg. [5], [12], and[22]. Here we will follow Anker [1]. To �x notation we repeat the de�nitions of that paper. Let G bea separable locally compact group and H be a closed subgroup. Let 1 � p < 1. Let �G (resp. �H)denote the (left) Haar measure on G (resp. H). Denote by �G (resp. �H) the modular function ofG (resp. H), and let �(h) = �H (h)�G(h) .Let q be a continuous positive function de�ned on G that satis�es the covariance condition q(xh) =q(x)�(h) for all x 2 G; h 2 H. We write � for the quasi-invariant measure1 on G=H that is associatedto q by ZG=H �ZH f(xh)q(xh) d�H(h)�d�(xH) = ZG f(x)d�G(x)for all f 2 Cc(G). The fact that such a measure exists can be found in [16].Let � be a Bruhat function for the pair H � G, that is, a non-negative continuous function on Gthat satis�es1). supp � \CH is compact for every compact set C in G;2). RH �(xh)d�H(h) = 1 for every x 2 G.(For details, see for instance [6] chapter 5 or [18] chapter 8.)Let � be a strongly continuous isometric representation of the subgroup H in a Banach space X.For 1 � p <1, we denote by Lp(G;H; �) the space of functions f : G 7! X that satisfy the followingconditions :1). for every � 2 X�, x 7!< f(x); � > is measurable;2). for every x 2 G; h 2 H, f(xh) = �(h)1=p��1h f(x):This condition is called the covariance condition. Note that it implies that kf(x)kpq(x) is constanton the cosets xH. Thus, the following condition makes sense3). kfkp = "ZGjH kf(x)kpq(x) d�(xH)# 1p = �ZG kf(x)kp�(x)d�G(x)� 1p <1:1Recall that a measure � on a G-space M is quasi invariant if for every g 2 G, and every measurable M � M,�(gM) = 0 if and only if �(M) = 0



TENSOR PRODUCTS AND p-INDUCTION OF REPRESENTATIONS ON BANACH SPACES 5This space is the completion for the norm kfkp of the space Cpc (G;H;�) of all continuous functionsf : G 7! X with compact support that satisfy the covariance condition.We recall also Mackey's Mapping f 7! Mpf from Cc(G;X) (the space of all continuous functionsG 7! X with compact support) to Cpc (G;H; �) de�ned by the integralMpf(x) = ZH 1�(h)1=p�hf(xh)d�H (h)The p-induced representation IndGH(p; �) then operates on Lp(G;H;�) by left translation : forg 2 G �IndGH (p; �)gf�(x) = f(g�1x):The �rst result on p-induction follows as in the L2 case and is given in detail in [12].Theorem 2.2.1. (Induction In Stages.) Let G be a locally compact group, K a closed subgroupof G and H a closed subgroup of K. Let � be a representation of H in a Banach space X. Then therepresentations IndGK(p; IndKH(p; �)) and IndGH(p; �) are equivalent.2.4. Modules. We recall a few properties of Banach modules over groups and Banach algebras. Thereader is referred to [19] for basic de�nitions. For a locally compact group G, every Banach G-moduleV becomes a Banach L1(G)-module under the actionf:v = ZG f(g)g:vd�G(g) f 2 L1(G); v 2 V:Notation : If V and W are two G-modules (thus L1(G)-modules) and if � is a tensor norm, let K(resp. K1) be the closed subspace of V 
�W spanned by elements of the form g:v
w� v
 g:w withv 2 V;w 2 W; g 2 G (resp. spanned by elements of the form f:v
w� v
 f:w with v 2 V;w 2W; f 2L1(G)). De�ne then V 
�G W = (V 
�W ) jK and V 
�L1(G)W = (V 
�W ) jK1 .We need a de�nition from Rie�el:De�nition 2.3.1 et A be a Banach algebra and let V be a Banach G-module. We say that V isessential if the space fa:v : a 2 A; v 2 V g is dense in V .Then, following Rie�el ([19] theorem 4.14) every Banach G-module is an essential L1(G) moduleand V 
dpG W = V 
dpL1(G)W:The remaining of this section is taken from [17].Proposition 2.3.2 Let G be a compact group and let V and W be two Banach G-modules. ThenV 
dpG W is isometrically isomorphic to the 1-complemented linear subspace (V 
dp W )G consistingof those z in V 
dp W for which g 
 e(z) = e 
 g(z) for all g 2 G (e the unit element of G), that is,V 
dpG W = (V 
dp W )Gisometrically isomorphic. Moreover, the projection from V 
dp W onto (V 
dp W )G is given byP (v 
w) = ZG g�1:v 
 g:wd�G(g):We will also need the following version of proposition 2.4 in [17] :Proposition 2.3.3 Let G be a compact group and let V and W be two Banach G-modules, V beinga re
exive Banach space with the approximation property. Denote by NGp (V;W ) the set of all rightp-nuclear operators T such that for every g 2 G and every v 2 V , T (g:v) = g:Tv, thenNGp (V;W ) = V 0 
dpG W:From (3) and (4) we then immediately obtain the two following identities :Lemma 2.3.4 Let 1 < p <1. Let H;K be compact groups, let R be a measure space, and let V;Wbe Lgp spaces such that V is an H-module,W is a K-module and Lp(R) is an H �K-bimodule, then



6 PHILIPPE JAMING AND WILLIAM MORAN(Lp(R) 
Hdp V ) 
Kdp W = Lp(R)
Hdp (V 
Kdp W )(5)and NKp0 (Lp(R)
Hdp V;W 0) = NHp0 �V;NKp0 (Lp(R);W 0)�:(6)2.5. Rie�el's 1-induction. We summarize here Chapter 10 of [19].Grothendieck [9] has shown that L1(G)
̂�V can be naturally and isometrically identi�ed withL1(G; V ) through the mapping f 
 v 7! �x 7! f(x)v�. We will not distinguish between L1(G)
̂�Vand L1(G; V ). For f 2 L1(G) and s 2 H, let (fs)(x) = �G(s�1)f(xs�1) (x 2 G) and let ~K be theclosed subspace of L1(G)
̂�V spanned by the elements of the form fs
v�f 
�sv (s 2 H; f 2 L1(G)and v 2 V ). We de�ne L1(G)
̂H� V = L1(G)
̂�V j ~K.Mackey's transform de�ned in section 2.2 will allow us to identify the spaces L1(G;H;�) andL1(G)
̂H� V . This is Theorem 10.4 of [19] :Theorem 2.4 For g 2 L1(G; V ), recall that Mg has been de�ned on G byMg(x) = ZH 1�(h)�hg(xh)d�H(h):Then Mg is de�ned almost everywhere, Mg 2 L1(G;H;�), and M is a G-module homomorphismfrom L1(G; V ) to L1(G;H;�). Moreover, the kernel of M is exactly ~K and the norm in L1(G;H;�)can be regarded as the quotient norm in L1(G; V )jK . Thus L1(G;H;�) is isometrically G-moduleisomorphic to L1(G)
̂H� V .We shall extend this result to the case p � 1.3. p-induction using tensor productsIn this section we will show that the Mackey mapping allows us to de�ne Lp(G;H;�) as a tensorproduct. The proves will be adapted from [19], [20].Let 1 < p < 1. We will now assume that V is a re
exive Banach space. In particular V has theRadon-Nikod�ym property.Let G be a locally compact group, and let H be a compact subgroup of G. Note that since H iscompact, �H = 1. Let � be a Bruhat function of the pair H � G.Let q be the function on G de�ned byq(x) = ZH �(xs)�G(s)d�H(s):Then q satis�es, for all x 2 G and all h 2 H,q(xh) = 1�G(h)q(x) = �(h)q(x):Let � be the quasi-invariant measure on G=H associated with q, de�ned in the following way:ZGjH �ZH f(xh)q(xh) d�H(h)�d�(xH) = ZG f(x)d�G(x)(7)for every continuous compactly supported function f : G 7! C . The existence of such a measure hasbeen established in various places, eg. [19] Proposition 10.1.Let � be a representation of H on the Banach space V . This space being re
exive, we can de�nethe coadjoint representation �� of H on V � by letting ��h = (�h�1 )�.Remember that we de�ned the Mackey map f 7!Mpf from Cc(G;B) to Cpc (G;H; �) byMpf(x) = ZH 1�(h)1=p�hf(xh)d�H(h) = ZH �G(s)1=p�sf(xs)d�H(s):We want to show that this de�nes a continuous projection



TENSOR PRODUCTS AND p-INDUCTION OF REPRESENTATIONS ON BANACH SPACES 7Mp : Lp(G; V ) 7! Lp(G;H;�):Let f 2 Lp(G; V ). We show that Mpf 2 Lp(G;H;�). Observe �rst that Mpf is de�ned a.e., ismeasurable and satis�es the covariance condition. The argument is strictly similar to [19] pp 484{486and will not be reproduced here.We now show that Mp is continuous (with norm � 1).kMpfkp = ZGjH kMpf(x)kpVq(x) d�(xH)= ZGjH 1q(x)



ZH �G(h)1=p�hf(xh)d�H(h)



pV d�(xH)� ZGjH 1q(x) ZH �G(h)1=pk�hf(xh)kpV d�H(h)d�(xH)But k�hf(xh)kV = kf(xh)kV . Thus, by disintegration of measures (i.e. the de�nition of �), we obtainkMpfkp � kfkp.Next, we identify the kernel of Mp. First, de�ne the following representation of G on Lp(G) :�tf(x) = �G(t)1=pf(xt):and note that for f 2 Lp(G); v 2 V; t 2 HMp�f(:)�tv�(x) = ZH �G(s)1=pf(xs)�s�tvd�H(s)= ZH �G(st�1)1=pf(xst�1)�svd�H(s)= ZH �G(s)1=p�s��G(t�1)1=pf(xst�1)v�d�H(s)=Mp��t�1f(:)v�(x)Now, let K be the closed linear span of all the elements of the form x 7! f(x)�tv � �t�1f(x)v withf 2 Lp(G); v 2 V and t 2 H. By linearity and continuity of Mp we see that kerMp � K. It isnow possible to adapt the proof of Rie�el [20] for Hilbert spaces (i.e. QSL2) to yield kerMp = K forre
exive Banach spaces.First consider Lp(G; V ) and Lp(G;H;�) as G-modules where the action of G is de�ned by lefttranslation, i.e. g:f(x) = f(g�1x). It is then clear, as in [19], that Mp is a G-module homomorphism,that is, Mp(g:f) = g:Mpf:Assume now that kerMp 6= K. Then, there exists a ' such that Mp' = 0 but ' =2 K. By theHahn-Banach theorem and the Radon-Nikod�ymproperty of V (V is re
exive), we can �nd a functionalQ 2 K? � �Lp(G; V )�0 = Lp0(G; V 0)such that < Q;' >6= 0. Since Lp(G; V ) is a G-module, it is an essential L1(G)-module. Therefore,there exists an i 2 L1(G) such that < Q; i' >6= 0, and if we use a continuous compactly supportedapproximation of unity we can even assume that i is continuous and compactly supported. Thus< iQ;' >=< Q; i' >6= 0.Now,K is G invariant, and hence so is K?, so thatK? is invariant under convolution by continuouscompactly supported functions, from which it follows that, for all  2 K, < iQ; >= 0.By [11] Theorem 20.6, since iQ is a convolution involving a continuous compactly supported func-tion, iQ is a continuous function F . Arguing as in [20], page 168, it follows from F = iQ 2 K?that F (xh) = 1�G(h)1=p0 ��h�F (x)� for all h 2 H;x 2 G:Note too that



8 PHILIPPE JAMING AND WILLIAM MORAN< F (xh); '(xh) >= 1�G(h)1=p0 < ��h�F (x)�; '(xh) >= 1�G(h)1=p0 < F (x); �h�'(xh)� >Now, by disintegration of measures (7),< Q;' >= ZG < F (x); '(x) > d�G(x)= ZGjH �ZH < F (xh); '(xh) >q(xh) d�H(h)�d�(xH)= ZGjH "ZH 1�G(h)1=p0 < F (x); h�'(xh)� >�(h)q(x) d�H(h)#d�(xH)= ZGjH 1q(x) < F (x); ZH 1�G(h)1=p0 h�'(xh)��(h) d�H(h) > d�(xH)= ZGjH 1q(x) < F (x);Mp'(x) > d�(xH) = 0since Mp' = 0. This contradicts the assumption < Q;' >6= 0 and the kernel of Mp is exactly K.Note that the proof of [19], lemma 10.9 carries over to yield that Mp is surjective and that thenorm on Lp(G;H;�) is the quotient norm of Lp(G; V )=K ' �Lp(G)
�p V �=K. We leave the detailsto the reader.We summarize the preceding discussion in the following theorem.Theorem 3.1 Let 1 < p < 1. Let G be a locally compact group and H a compact subgroup ofG. Let V be a re
exive Banach space and let � be a representation of H on V , for which V is anH-module. Let K be the closed linear subspace of Lp(G; V ) spanned by the elements of the formx 7! f(x)�tv���t�1f�(x)v with f 2 Lp(G); v 2 V and t 2 H. Identifying Lp(G; V ) and Lp(G)
�p V ,we also regard K as being spanned by elements of the form x 7! f(x)
 �tv � �t�1f(x)
 v and writeLp(G)
H�p V for �Lp(G) 
�p V �=K. Morever, if for f 2 Lp(G; V ) we de�ne Mpf byMpf(x) = ZH 1�(h)1=p�hf(xh)d�H (h) = ZH �G(h)1=p�hf(xh)d�H (h);then Mp is a G-module homeomorphism from Lp(G; V ) onto Lp(G;H;�). The kernel ofMp is exactlyK and the norm of Lp(G;H;�) is the quotient norm. Consequently, Lp(G;H;�) is isometricallyG-module homeomorphic to Lp(G)
H�p V .If V is aQSLp space, then Lp(G;H;�) is in fact isometricallyG-module homeomorphic to Lp(G)
HdpV . 4. Applications to classical theorems on inductionThe previous theorem allows us to de�ne p-induction via tensor products. We now use that pointof view to prove the results about induction in stages and a Kronecker product theorem. Finally wealso obtain a new Frobenius reciprocity theorem.At this stage, we will need various restrictions on the spaces on which we represent our groups.They will be QSLp spaces or Lgp spaces.Let 1 < p < 1, let G be a locally compact group, H a compact subgroup of G, and V a QSLpspace. Fix a representation � of H on V so that V can be seen as an H-module.We have seen in section 3 that the p-induced representation of � can be identi�ed with Lp(G)
Hdp V .We write G;pV = Lp(G)
Hdp V and call this the p-induced module.We are now in a position to prove an inducing-in-stages theorem, the Kronecker product theoremand a new Frobenius reciprocity theorem. But �rst, we will need the following technical result :



TENSOR PRODUCTS AND p-INDUCTION OF REPRESENTATIONS ON BANACH SPACES 9Theorem 4.1.1 Let 1 < p < 1 and let V be a QSLp space. Assume that G is a compactgroup. Assume also that V is a G-module and let us consider Lp0 (G) as a G � G-bimodule, thenNGp �Lp0(G); V � ' V as G-module. The identi�cation is given byv 2 V 7! Tv(f) = ZG f(x)x:vd�G(x):Equivalently, Lp(G)
Gdp V ' V .Proof. Let v 2 V and de�ne for f 2 Lp0(G)Tv(f) = ZG f(x)x:vd�G(x):As G is compact, x 7! x:v 2 C(G; V ) � Lp(G; V ) thus Tv 2 Np�Lp0 (G); V �.Further, if g 2 G and f 2 Lp0(G)Tv(g:f) = ZG(g:f)(x)x:vd�G(x) = ZG f(g�1x)x:vd�G(x)= ZG f(x)g:(x:v)d�G(x) = g: ZG f(x)x:vd�G(x) = g:Tv(f)Thus Tv 2 NGp �Lp0 (G); V �. In the same way,Tg:v(f) = ZG f(x)x:(g:v)d�G(x) = ZG f(xg�1)x:vd�G(x)= ZG(f:g)(x)x:vd�G(x) = (Tv:g)(f)Moreover kTvkp = ZG kx:vkpd�G(x) = ZG kvkpd�G(x) = kvkpas the action of G has been assumed to be isometric and G is compact. Thus v 7! Tv is an isometricG-module homomorphism from V to NGp �Lp0 (G); V �.We just have to prove that v 7! Tv is onto to complete the proof. For T 2 NGp �Lp0(G); V �, we wantto �nd v 2 V such that T = Tv. As Np�Lp0 (G); V � ' Lp(G; V ) (V is a QSLp space), there existsF 2 Lp(G; V ) such that, for all f 2 Lp0(G)T (f) = ZG f(x)F (x)d�G(x):But, as T is a G-module homomorphism, for all g 2 G and all f 2 Lp0 (G),ZG f(g�1x)F (x)d�G(x) = g: ZG f(x)F (x)d�G(x);that is, ZG f(x)F (gx)d�G(x) = ZG f(x)g:F (x)d�G(x):Therefore, for all g 2 G, F (gx) = g:�F (x)�, x a.e. It is easy, however, to see that F (gx)� g:F (x) ismeasurable in (x; g) and by Fubini's theoremQ = f(x; g) : F (gx) 6= g:F (x)gis of measure zero. By Fubini's theorem again, except for x in a set of measure zero, F (gx) = gF (x),g almost everywhere. Let x0 be any x from this set and let v = x�10 �F (x0)�. Then we have, for almostall x,



10 PHILIPPE JAMING AND WILLIAM MORANF (x) = F �(xx�10 )x0� = (xx�10 ):F (x0) = x:�x�10 :F (x0)� = x:vin other words, F (x) = x:v almost everywhere, and T = Tv. 2Before we go on, we indicate what happens if H is not compact.Theorem 4.1.2 Let 1 < p < 1 and let V be a QSLp space. Let G be a locally compact groupand let H be a closed non-compact subgroup. Let � be a representation of H on V , making V into aH-module. Then NHp �Lp0 (G); V � = 0 and Lp(G)
dpH V = 0:Proof. Let T 2 NHp0 �Lp0 (G); V �. Then, as in the end of the proof of theorem 4.1, there existsF 2 Lp(G; V ) such that T = TF and then F (sx) = s:F (x) for all s 2 H and almost all x. But then Fis of constant norm on cosets of H, and so is integrable if and only if it is identically zero. The secondassertion is just the standard identi�cation between the two spaces under consideration. 2.We can now give a new proof of the theorem of Inducing-In-Stages. This proof is simpler then theproof given in [12], but we need some restrictive hypothesis on the subgroup H and on the Banachspace V .Theorem 4.1.3 (Inducing-In-Stages.) Let 1 < p < 1 and let V be an Lgp space. Let G bea locally compact group, K a compact subgroup of G and H a closed subgroup of K. Let � be arepresentation of H on V allowing us to consider V as an H-module. ThenG;p �K;pV � ' G;pV:Proof. Using the de�nition, the associativity of the dp tensor product ,i.e. (5), and Theorem 4.1, itis immediate thatG;p �K;pV � =Lp(G)
Kdp �Lp(K) 
Hdp V � ' �Lp(G)
Kdp Lp(K)� 
Hdp V'�Lp(G)
Kdp Lp(K)� 
Hdp V ' Lp(G)
Hdp V = G;pV: 2We now de�ne the p-Kronecker product of two representations. Let H and K be two locallycompact groups and V and W be two Banach spaces. Fix � to be a representation of H on V and 
 tobe a representation of K on W . We de�ne the p-Kronecker product of � and 
 as the representationof H �K on V 
dp W de�ned by � � 
(h;k)v 
w = �hv 
 
kw:The next theorem asserts that taking p-Kronecker products and p-inducing are two commutativeoperations. This theorem is new to our knowledge.Theorem 4.1.4 (p-Kronecker Product.) Let 1 < p <1 and let V1; V2 be Lgp spaces. Let G1; G2be two locally compact groups, let H1 be a compact subgroup of G1 and H2 a compact subgroup ofG2 and let �i (i = 1; 2) be representations of Hi on Vi. ThenG1�G2;p(V1 
dp V2) ' G1;pV1 
dp G2;pV2:Proof. Using properties of the dp tensor product, we haveG1�G2;p(V1 
dp V2) =Lp(G1 �G2) 
H1�H2dp (V1 
dp V2)'�Lp(G1) 
dp Lp(G2)�
H1�H2dp (V1 
dp V2)'�Lp(G1) 
Hdp V1�
dp �Lp(G2) 
Hdp V2�'G1;pV1 
dp G2;pV2: 2



TENSOR PRODUCTS AND p-INDUCTION OF REPRESENTATIONS ON BANACH SPACES 11For W a G-module and H a subgroup of G, we write WH for W seen as a H-module. We will nowprove the following version of the Frobenius Reciprocity Theorem.Theorem 4.1.5 (Frobenius Reciprocity.) Let 1 < p < 1 and let V be an Lgp space and W anLgp0 space. Let G be a compact group and H be a closed subgroup of G. Let � be a representation ofH on V , making V an H-module, and let 
 be a representation of G on W making W a G-module,so that W is also an H-module WH . ThenNGp0 (G;pV;W ) ' NHp0 (V;WH ):and NGp (W;G;pV ) ' NHp (WH ; V ):Proof. By de�nitionNGp0 (G;pV;W ) = NGp0 �Lp(G)
Hdp V;W � ' NGp0 �V 
Hdp Lp(G);W �and by theorem 2.3.4, NGp0 �V 
Hdp Lp(G);W � ' NHp0 �V;NGp0 �Lp(G);W ��. But, according to theorem4.1, NGp0 �Lp(G);W � ' W , so that, NGp0 (G;pV;W ) ' NHp0 (V;WH ):The other identity is obtained in a similar way. 25. The Subgroup TheoremWe shall now generalize Mackey's subgroup theorem ([16] Theorem 12.1) to the context of p-inducing. For technical reasons, we will restrict to the case when the group is unimodular, onesubgroup considered is compact and the other one is also unimodular.We will make extensive use of regularly related subgroups and their measure theoretic propertiesas may be found in [16] section 11. For sake of completeness, we will now recall those that we shalluse.Let � be a �nite measure on a set X and suppose there is an equivalence relation R given on X. Forx 2 X, let r(x) 2 X=R be the equivalence class of x. The equivalence relation is said to be measurableif there exists a countable family E1; E2; : : : of subsets of X=R such that r�1(Ei) is measurable foreach i and such that each point in X=R is the intersection of the Ei's which contain it.Let G be a locally compact group and let G1 and G2 be two subgroups of G. We say that G1 andG2 are regularly related if there exists a sequence E0; E1; E2; : : : of measurable subsets of G each ofwhich is a union of G1 : G2 double cosets such that E0 has Haar measure zero and each double cosetnot in E0 is the intersection of the Ei which contain it. Hence G1 and G2 are regularly related if andonly if the orbits of X = G=G1 under the action of G2, outside a certain set of measure zero, formthe equivalence classes of a measurable equivalence relation. In other words, there is a measurablecross-section  of the set D of all G1 : G2 double cosets in G i.e.  : D 7! G measurable. Thefollowing lemma ([16] lemma 11.1) states that a measure � de�ned on X may be decomposed as anintegral over X=R of measures �y concentrated on the equivalence classes.Lemma 5.1 Let ~� be the measure in X=R such that a subset E of X=R is measurable if and onlyif r�1(E) is � measurable and that ~�(E) = ��r�1(E)�. Then for each y in X=R there exists a �niteBorel measure �y on X such that �y�X n r�1(fyg)� = 0 andZX=R f(y) Zr�1(y) g(x)d�y(x)d~�(y) = ZX f�r(x)�g(x)d�(x);whenever f is in L1(X=R; ~�) and g is bounded and measurable on X.



12 PHILIPPE JAMING AND WILLIAM MORANLemma 5.2 Let X be a G-space, and assume that the measure � on X is quasi-invariant. Then, inthe decomposition of � in the previous lemma, almost all of the �y's are also quasi-invariant underthe action of G.Notation : In what follows, G will be a locally compact group, G1 a compact subgroup of G and G2 aclosed subgroup of G. We will also assume that G and G2 are unimodular. We will further assumethat G1 and G2 are regularly related.Let D be the set of all G1 : G2 double cosets. For x 2 G, we will note s(x) = G1xG2 the G1 : G2double coset to which x belongs. If � is any �nite measure on G with the same null sets as the Haarmeasure on G, we may de�ne a measure �0 on D by setting �0(E) = ��s�1(E)�. Such a measure iscalled ([16] section 12) an admissible measure on D (associated to �).Let 1 < p < 1 and let V be an QSLp Banach space. Fix a representation � of G1 on V , andconsider V as a G1 module. Let G;pV = Lp(G) 
G1dp V be the induced module. For x 2 G writeGx = G2 \ (x�1G1x) and denote �x the representation of Gx on V de�ned by � 7! �x�x�1 . Wecan consider V as a Gx-module (denoted by V x) with the action de�ned by this representation.Furthermore, we de�ne the module induced on G2 : G2;pV x = Lp(G2) 
Gxdp V x.Lemma 5.3 G2;pV x depends only (up to equivalence) on the coset s(x) = G1xG2.Proof. By de�nition G2;pV x = Lp(G2)x 
Gxdp V x where Lp(G2)x = Lp(G2) seen as a Gx-module withthe action of s 2 Gx de�ned as s:'(t) = '(s�1t) and V x = V also seen as a Gx-module with theaction of s 2 Gx de�ned by s � v = (xsx�1):v. Thus G2;pV x = �Lp(G2)x 
dp V x�jKx with Kx theclosed linear span of all s:'
 v � ' 
 s � vsuch that ' 2 Lp(G2); v 2 V and s 2 Gx.We want to show that G2;pV x depends only on the double coset s(x). In other words, we want toshow that for all g1 2 G1; g2 2 G2, G2;pV x ' G2;pV g1xg2 :It is enough to prove that Kg1xg2 ' Kx.First, note that Gg1xg2 = G2 \ (g�12 x�1g�11 G1g1xg2) = g�12 �G2 \ (x�1G1x)�g2:De�ne the group isomorphism ag2 : Gx 7! Gg1xg2 by ag2s = g�12 sg2. We can now regard Lp(G2) as aGg1xg2 -module where the action is de�ned as s�' = (g2sg�12 ):', and also regard V as a Gg1xg2 -modulewith action s � v = (xg2sg�12 x�1):v:By de�nitionKg1xg2 =spanfs � ' 
 v � '
 s � v : ' 2 Lp(G2); v 2 V; s 2 Gg1xg2g=spanfag2(s) � '
 v � ' 
 ag2 (s) � v : ' 2 Lp(G2); v 2 V; s 2 Gxg=spanfs:'
 v � '
 s � v : ' 2 Lp(G2); v 2 V; s 2 Gxg = Kxwhich completes the proof. 2It now makes sense to write G2;pV x for x a G1 : G2 double coset. Recall that G2;pV x = Lp(G2)
GxdpV x can be seen as a complemented subspace of Lp(G2)
dp V via the projectionsPx(f 
 v) = ZGx �tf�x�1txvd�Gx(t)where �Gx is a Haar measure on Gx. As V is QSLp ,�Lp(G2)
dp V �� = �Lp(G2; V )�� = Lp0(G2; V �) = Lp0 (G2) 
dp0 V �;



TENSOR PRODUCTS AND p-INDUCTION OF REPRESENTATIONS ON BANACH SPACES 13and �G2 ;pV x�� will be complemented in Lp0 (G2)
dp0 V � via P �x .We will now show that the P �x (g
�) = RGx �t�1g��x�1tx�d�Gx(t) can be chosen to be "measurable".For this, we will need a few more de�nitions and lemmas.Notation : Let G be a locally compact group. Let X (G) be the set of closed subsets of G and let S(G)be the set of all closed subgroups of G.For K a compact subset of G and U1; : : : ; Un a �nite family of open subsets of G, de�neU(K;U1; : : : ; Un) = fF 2 X (G) : F \K = ;; 8 i = 1 : : : ; n; F \ Ui 6= ;g:The compact open topology on X (G) is then the topology generated by the sets of the formU(K;U1; : : : ; Un):We will also call compact open topology on S(G) the induced topology. (cf. [4]).Lemma 5.4 Let G be a locally compact group, G1 a compact subgroup and G2 a closed subgroup.Endow S(G) with the compact open topology. Then the mapping  : G 7! S(G) de�ned by x 7!(xG1x�1) \G2 is of the Baire �rst class, and is therefore measurable.Proof. We will need two steps.First step Let U be a compact neighborhoud of G1, that is the closure of an open neighbourhoodof G1 (in G) and let V be the closure of an open neighborhood of G2. Then ' : G 7! X (G) de�nedby x 7! xUx�1\V is continuous with respect of the topology of G and the compact open topology ofX (G) :Let x 2 G and xn 2 G be a sequence that converges to x, let K be a compact subset of G andU1; : : : ; Uk a �nite family of open subset of G such thatxUx�1 \ V \K = ; and for i = 1; : : : ; k; xUx�1 \ V \ Ui 6= ;:If there exists a subsequence of xn, that for convenience we will still call xn, such that xnUx�1n \V \K 6= ;, then there exists a sequence kn 2 U such that xnknx�1n 2 xnUx�1n \V \K. U being compact,we can assume without loss of generality that kn converges to k 2 U , but then xkx�1 2 xUx�1\V \Kcontradicting the emptiness of that set. Thus, for n big enough, xnUx�1n \ V \K = ;.As U1 intersects xUx�1\V , U1 intersects the interior x _Ux�1\ _V of xUx�1\V . Let k 2 _U be suchthat xkx�1 2 x _Ux�1\ _V \U1. Then xnkx�1n ! xkx�1 thus is in �V \U1 for n big enough. Therefore,there exists N1 such that, for n � N1, xnUx�1n \V \U1 6= ;. There exists then N2 � N1 such that forn � N2, xnUx�1n \V \U2 6= ;... thus, for n big enough and i = 1; : : : ; k we get xnUx�1n \V \Ui 6= ;.Second step Let Un be a decreasing sequence of compact neighbourhoods of G1 such that TUn = G1and let Vn be a decreasing sequence of closed neighbourhoods of G2 such that TVn = G2. Let n : G 7! X (G) be de�ned by  n(x) = xUnx�1 \ Vn. According to the �rst step,  n is continuous.Further, for each x 2 G,  n(x)!  (x) thus  is in Baire's �rst class :Let x 2 G, K be a compact subset of G and U1; : : : ; Uk a �nite family of open subsets of G suchthat xG1x�1 \G2 \K = ; and for i = 1; : : : ; k; xG1x�1 \G2 \ Ui 6= ;:Then as Un � G1 and Vn � G2, for i = 1; : : : ; kxUnx�1 \ Vn \ Ui � xG1x�1 \G2 \ Ui 6= ;:Further xUnx�1\Vn\K is a decreasing sequence of compact sets whose intersection xG1x�1\G2\Kis empty, thus for n big enough, xUnx�1 \ Vn \K = ;, which concludes the proof of the convergenceof  n(x) towards  (x). 2De�nition For each K 2 S(G), let �K be a Haar measure on K. The map K 7! �K is said to bea continuous choice of Haar measures if, for every continuous compactly supported function f on G,the map S(G) 7! C de�ned by



14 PHILIPPE JAMING AND WILLIAM MORANK 7! ZK f(t)d�K(t)is continuous.We will need the following lemma du to Fell (cf. [7])Lemma 5.5 Let f0 be a non-negative continuous compactly supported function on G such thatf0(e) > 0 (e being the unit element of G). For each closed subgroup K of G let �K be the Haarmeasure on K such that RK f0(t)d�K(t) = 1. Then K 7! �K is a continuous choice of Haar measure.Notation : In what follows, f0 will be a �xed non-negative continuous compactly supported functionon G such that f0(e) > 0 and K 7! �K will denote the continuous choice of Haar measures associatedto f0.Lemma 5.6 There exists M > 0 such that for every x 2 G, �Gx(Gx) �M .Proof. Let " > 0 and let U be a neighbourhood of e such that f0(t) > " > 0 for t 2 U .For each s 2 G1, let Us be a neighbourhood of s such that U�1s Us � U . As G1 is compact, G1 iscovered by a �nite subfamily U1; : : : ; Un of the fUsgs2G1 . Then, xU1x�1 \G2; : : : ; xUnx�1 \G2 is acover of xG1x�1 \G2. Thus�Gx(Gx) = ZGx d�Gx � nXi=1 ZxUix�1\G2 d�Gx:Now choose a yi in each Ui, and note that, for t 2 U , 1 � 1" f0(t).Then if s 2 xUix�1, y�1i x�1sx 2U�1i Ui � U thus 1 � 1" f0(y�1i x�1sx) and therefore�Gx(Gx) � nXi=1 1" ZxUix�1\G2 f0(y�1i x�1sx)d�Gx � nXi=1 1" ZGx f0(y�1i x�1sx)d�Gxas f0 � 0. But �Gx is a Haar measure of the compact (thus unimodular) group Gx soZGx f0(y�1i x�1sx)d�Gx = ZGx f0(s)d�Gx = 1(by the de�nition of �Gx). But then �Gx(Gx) � n" . 2We are now able to prove the followingProposition 5.7 For every f 2 Lp(G2); g 2 Lp0 (G2); v 2 V; � 2 V �,x 7!< f 
 v; P �x (g 
 �) >= ZGx < f; �t�1g >< v; ��x�1tx� > d�Gx(t):is measurable.Proof. It is of course enough to prove thatx 7! ZGx < f; �t�1g > ��x�1tx�d�Gx(t):is measurable.Let " > 0. As G1 is compact and t 7! ��t � is continuous, there exists a disjoint relatively compactcover U1; : : : ; Un of G1 and t1 2 U1; : : : tn 2 Un such that for each i = 1; : : : ; n and each t 2 Ui,

��t � � ��ti�

 < ". Let �Ui be the characteristic function of Ui, then, the norm of
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ZGx < f; �t�1g > ��x�1tx�d�Gx(t) � ZGx < f; �t�1g > nXi=1 �x�1Uix(t)��x�1tix�d�Gx(t)




=




 nXi=1 ZxUix�1\G2 < f; �t�1g > (��x�1tx� � ��x�1tix�)d�Gx(t)




� nXi=1 ZxUix�1\G2 kfkkgk

��x�1tx� � ��x�1tix�

d�Gx(t)�"kfkkgk�Gx(Gx) � "kfkkgkMby lemma 5.6. It is thus enough to prove measurability forx 7! ZGx < f; �t�1g > �x�1Uix(t)d�Gx(t)��x�1tix�:Further, as x 7! ��x�1tix� is continuous, and as �x�1Uix(t) = �Ui(xtx�1), we will just considerx 7! ZGx < f; �t�1g > �U (xtx�1)d�Gx(t)where U is a relatively compact measurable subset of G1. Consider now a sequence 'n of continuouscompactly supported functions on G such that 'n converges almost everywhere to �U and such that0 � 'n � 1. Then, as for every x 2 G,ZGx < f; �t�1g > 'n(xtx�1)d�Gx(t)! ZGx < f; �t�1g > �U(xtx�1)d�Gx(t)we just need to consider x 7! ZGx < f; �t�1g > '(xtx�1)d�Gx(t)where ' is a continuous compactly supported function on G. But, K 7! �K is a continuous choice ofHaar measures, so (K;x) 7! ZK < f; �t�1g > '(xtx�1)d�K(t)is continuous, and as x 7! Gx is measurable,x 7! (Gx; x) 7! ZGx < f; �t�1g > '(xtx�1)d�Gx(t)is measurable. Finally x is in D and not in G. To overcome that di�culty, recall that G1 and G2 areassumed regularly related so that there exists a measurable cross-section  of D in G, thus we justhave to compose the previous map and  . 2Notation : Let �1 be the quasi-invariant measure on G=G1 de�ned byZG=G1 �ZG1 f(st)d�G1(t)� d�1(sG1) = ZG f(s)d�G(s)For D 2 D, let �D be the quasi-invariant measure on D obtained from �1 via lemma 5.1 and 5.2 :ZD ZD f(t)d�Ddf�1 = ZG=G1 f(t)d�1(t)For x 2 G, let �x be the measure on G2=Gx de�ned byZG2=Gx �ZGx f(st)d�Gx (t)�d�x(sGx) = ZG2 f(s)d�G2(s)



16 PHILIPPE JAMING AND WILLIAM MORANNote that G2 being unimodular, every quasi-invariant measure on G2=Gx is proportional to �x. Thus,identifying G2xG1 with G2=Gx we may assume that �x = �G2xG1 .Let f'ngn2Nbe a dense family of elements of Lp0 (G2) 
dp0 V � of the form gn 
 �n where the gn'sare continuous compactly supported functions on G2. Let  n(x) = P �x ('n). According to proposition5.7, x 7!  n(x) is weakly measurable. Further, for �xed x, f n(x)gn2Nis dense in (G2;pV x)�.First let B = Yx2D G2;pV x, an element of B is thus a mapping ' : x 7! '(x) such that for everyx 2 D, '(x) 2 G2;pV x.De�nition Let Lp(D; �;B) be the linear subset of B consisting of all ' such that1). for every n 2 N , x 7!< '(x);  n(x) > is measurable, and2). k'kp = �RD k'(x)kpG2;pV xd�(x)� 1p <1.We will of course identify two elements if they are equal almost everywhere. Then Lp(D; �;B) is aBanach space and a G2-module if we de�ne the action of G2 by g2' : x 7! g2'(x).Theorem 5.8 Under the above notations, G;pVG2 is isometrically G2-module homomorphic toLp(D; �;B).Proof. Recall from section 2 that we can identify G2;pV x as the set of all functions f : G2 7! V suchthat1). x 7!< f(x); v0 > is measurable for every v0 2 V �,2). f(sh) = ��1xhx�1f(s) for all s 2 G2; h 2 Gx,3). kfkpp = RG2jGx kf(t)kpd�(tH) <1.Note that conditions (2) and (3) are simpli�ed by the assumption that G2 is unimodular.We will take advantage of disintegration of measures (lemma 5.1) to complete the proof. To do thiswe �rst need to write G2;pV x as a set of functions on the double coset G2xG1 instead of functions onG2. This is done in the next lemma.Lemma 5.9 Let x 2 G and de�ne Epx to be the set of all f : G2xG1 7! V such that1). s 7!< f(s); v0 > is measurable for all v0 2 V �,2). f(s�) = ��1� f(s) for all � 2 G1, s 2 G2xG1,3). RG2jGx kf(t)kpd�x(t) <1.Then G2;pV x and Epx are G2-module homomorphic and isometric.Proof. Note �rst that � being isometric, the condition (2) implies that kf(t)kp is constant on Gx-cosetsof G2, thus condition (3) makes sense.Let f 2 Epx so that f is de�ned on G2xG1. We de�ne ~f (t) = f(tx) for t 2 G2. For all v0 2 V �,t 7!< ~f (t); v0 >=< f(tx); v0 > is clearly measurable. Further, let � 2 Gx and let � = x�x�1, then~f (t�) = ~f (tx�x�1) = f(tx�) = ��1� f(tx) = ��1� ~f (t) = ��1x�1�x ~f (t)Now let g 2 G2;pV x (seen as a functionG2 7! V ). De�ne a function f onG2xG1 by f(tx�) = ��1� g(t)for t 2 G2 and � 2 G1.Let us �rst check that f is unambiguously de�ned. Thus, assume that t1x�1 = t2x�2 with t1; t2 2 G2and �1; �2 2 G1. Then t1 = t2x�2��11 x�1 and x�2��11 x�1 2 G2 \ (xG1x�1) = Gx thusg(t1) = ��1(�1��12 )�1g(t2) = ��1�2��11 g(t2) = ��1��1�2 g(t2)thus ��1�1 g(t1) = ��1�2 g(t2) and f(t1x�1) = f(t2x�2) and f is unambiguously de�ned.Fix v0 2 V � and de�ne for (�; �) 2 G1 � G2, f1(�; �) = ��1� g(�), then< f1(�; �); v0 >=< g(�); (���1 )�v0 >is a Borel function of (�; �) 2 G1�G2. We can now �nish the proof of the lemma in exactly the sameway as the proof of the lemma 6.1 of [16]. 2



TENSOR PRODUCTS AND p-INDUCTION OF REPRESENTATIONS ON BANACH SPACES 17We have just established lemma5.9 for functions de�ned on G2xG1 double cosets in order to remainclose to the proof of [16] lemma 6.1. It is then obvious that a similar result is true for G1xG2.Proof (of the theorem). Recall from section 2 that we can identify G;pV as the set of all functionsf : G 7! V such that1). s 7!< f(s); v0 > is a Borel function for all v0 2 V �,2). F (s�) = ��1� f(s) for every � 2 G1; s 2 G,3). RG=G1 kf(t)k�d�1(t) <1.We can now �nish the proof of the theorem simply by using disintegration of measures as in [16].Let f 2 G;pV (seen as a function on G) then with lemma 5.1,ZD2D ZD kf(t)kpd�Ddf�1(D) = ZG=G1 kfkpd�1 <1:(8)Thus, for almost all D 2 D, ZD kf(t)kpd�D <1:De�ne then, for D 2 D, fD to be the restriction of f to D. For almost all D 2 D, we then have thatfD 2 Epx (where x is such that D = G1xG2) so that, by lemma 5.3, we may assume that fD 2 G2 ;pV x.Equation 8 then asserts that G;pV is isometric to Lp(D; �;B). 2References[1] Anker J.-Ph. Applications de la p-induction en analyse harmonique.Comment. Math. Helvetici, 58:622{645, 1983.[2] Chevet S. Sur certains produits tensoriels topologiques d'espaces de Banach. Z. Wahrscheinlichkeitstheorie undVerw. Gebiete, 11:120{138, 1969.[3] Defant A. and Floret K. Tensor Norms and Operator Ideals. Number 176 in Mathematics Studies. NorthHolland, 1993.[4] Fell J.M.G. A Hausdor� topology for the closed subsets of a locally compact non-Hausdor� space. Proc. Amer.Math. Soc., 13:472{476, 1962.[5] Fontenot R.A. and Schochetman I.E. Induced representations of groups on Banach spaces. Rocky Moutnain J.of Math, 7:53{82, 1977.[6] Gaal S.A. Linear Analysis and Representation Theory. Number 198 in Grundlehren der Mathematischen Wis-senschaften. Springer, 1973.[7] Glimm J. Families of induced representations. Paci�c J. Math., 12:885{911, 1962.[8] Gordon Y. and Saphar P. Ideal norms on E 
 Lp. Illinois J. Math, 21:266{285, 1977.[9] Grothendick A. Produits tensoriels topologiques et espaces nucleaires.Mem. Amer. Math. Soc., 16, 1955.[10] Herz C. The theory of p-spaces with an application to convolution operators.Transactions of the AMS, 154:69{82,1971.[11] Hewitt E. and Ross K.A. Abstract Harmonic Analysis I. Number 115 in Grundlehren der mathematischenWissenschaften. Springer, 1963.[12] Krajlevic H. Induced representations of groups on Banach spaces. Glasnik Math., 4:183{196, 1969.[13] Kwapie�n S. On operators factorizable through Lp-spaces. Bull Soc. Math. France, memoire, 31{32:15{225, 1972.[14] Lindenstrauss J. and Pe lczy�nski A. Absolutely summing operators in Lp-spaces and their applications. StudiaMathematica, 29:275{326, 1968.[15] Lyubich Y.I. Introduction to the Theory of Banach Representations of Groups. Number 30 in Operator Theory:Advances and Applications. Birkhauser, 1988. (translated by A. Jacob).[16] Mackey G. Induced representations of locally compact groups I. Ann. of Math., 55:101{140, 1952.[17] Racher G. Remarks on a paper of Bachelis and Gilbert. Monatsh. Math., 92:47{60, 1981.[18] Reiter H. Classical Harmonic Analysis and Locally Compact Groups. Oxford Mathematical Monographs, 1968.[19] Rieffel M.A. Induced Banach representations of Banach algebras and locally compact groups. Jour. Func. Anal.,1:443{491, 1967.[20] Rieffel M.A. Unitary representations induced from compact groups. Studia Math., 42:145{175, 1972.[21] Saphar P. Applications p-sommantes et p-d�ecomposantes. C. R. Acad. Sci. Paris Sr. A-B, 270:528{531, 1969.[22] Schochetman I.E. Integral operators in the theory of induced Banach representations.Memoirs of the AMS, 207,1978.
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