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Abstract

In this paper, we present a tracking initialization method
that combines a rough extraction of moving objects and a
refined segmentation of their contours. The extraction of
moving objects is obtained with a classical global motion
compensation. To obtain accurate contours of the objects,
a spatial segmentation is performed with an original local-
ized graph pyramid that focuses the segmentation process
either on the object areas or on their borders.

1. Introduction

Many research works on object tracking within video
shots have been (and are still) conducted. In numerous ap-
proaches, tracking works well if the initialization of the en-
tities to be tracked has been performed carefully, that is if
each entity mask is accurately located on the true contour
of the entity. This accuracy can seldom be achieved manu-
ally. Moreover, accurate manual interaction is not well felt
by the user since it is both time consuming and boring. On
the other hand, objects of interest often have a motion that is
different from the global motion of the camera and may be
roughly extracted [6]. The proposed method offers a gen-
eral framework for the initialization of a tracking process
as well as an effective implementation. In the following, we
present the principle of the localized pyramid used to per-
form spatial segmentation within Regions Of Interest, then
how these ROIs are initially obtained. At last, results illus-
trate the potential of this approach. The functional block di-
agram of the method is shown in figure 1.

2. The localized pyramid

2.1. Main principles

The graph pyramid (aka irregular pyramid) [5] is a pow-
erful tool that provides multiresolution segmentations dur-
ing a single process. The principle of this method is to ini-

Figure 1. Block diagram of the method

tialize an adjacency graph, where every vertex corresponds
to a pixel of the image. Using a local (i.e. pixel independent)
algorithm performed on the whole image, similar neighbor-
ing pixels can merge, yielding a decreasing number of ver-
tices that actually stand for regions. Regions i and j are
similar if their average YUV color distance is lower than
a given threshold: d(Y UV (Ri), Y UV (Rj)) < T . The pro-
cess is iteratively performed on successive graphs until no
more fusions is possible.

Usually, the graph pyramid is initialized with as many
vertices as the number of pixels in the image, in order to
perform the segmentation of the whole image (figure 2). In
a localized pyramid, only a subset of the image pixels are
associated to vertices, while the rest of them is associated
to one (or a few number of) root vertex (figure 3). Root ver-
tices are large regions that will belong to the final segmen-
tation (as the background for instance). Localized segmen-
tation is interesting since it provides faster processing times
(only a part of the image is processed) and because the risk
of error is spatially limited. Furthermore, the motion infor-
mation is a fast and easy way to provide the ROIs needed to



build the base of the localized pyramid.

Focusing a particular ROI of the image may be done by
different simple means among them: locating the object by
coarsely surrounding it (with a bounding box) or coarsely
locating its border (with a strip).

Figure 2. Example of a pyramid built on a 4 ×

4 pixels image: partitions and graphs

Figure 3. Example of a localized pyramid ini-
tialization: partition and graph

2.2. Localized pyramid in a bounding box

In this first version, a very common initialization per-
formed with a bounding box is used: a closed shape out-
side the object to segment is needed. The shape can be for
instance a rectangle, an ellipse, or simply a rough mask [4]
that contains the whole object (figure 4.a). It is assumed that
all the pixels outside the bounding box belong to the back-
ground root object (one vertex) while a part of the inside
pixels belongs to the object of interest itself. Actually, the
pixels inside the bounding box represent an undefined zone.
They have to be segmented so that a part of them (the ones
similar to the background) merge with the root while the
others (the ones of the object) merge together in one or sev-
eral regions. Such a process not only extracts the object but
also provides a segmentation of this object in homogeneous
regions (see figures 8.b and 9.b).

(a) Bounding box method (b) Strip method

Figure 4. Examples of ROI initialization

2.3. Localized pyramid in a strip

This approach needs a rough knowledge of the localiza-
tion of the contour of the object: we make the assumption
that the true contour is located within a thick strip (figure
4.b). Using such a strip induces 3 zones: outdoor, indoor
and the in-between strip area. Outdoor pixels are assumed
to belong to the background object (a first root vertex) while
indoor ones are assumed to belong to the object of inter-
est (a second root vertex). The whole lot of pixels forming
the strip represent an undefined zone. They have to be seg-
mented so that they merge with one of the two roots. Even-
tually some of them may merge together in one or several
regions without merging with a root. Due to their ability to
refine the object borders, localized pyramids in a strip can
also be used for accurate object tracking [1].

3. Automatic localization of the ROIs

In order to perform an automatic localized segmentation,
the above mentioned bounding box or strip must be auto-
matically positioned in the image. This is achieved with a
motion analysis between two frames that contain the ob-
jects of interest to extract, as developed in this section. Ob-
jects in motion are supposed to have a motion different to
the one induced by the camera motion (or global motion).

3.1. Estimation of the local motion

The estimation of the local motion is performed with a
fast block-matching algorithm: the Block Sum Pyramid Al-
gorithm [2]. This process provides a local estimation of the
motion between two consecutive frames I1 and I2: a mo-
tion vector is classically assigned to each of the N square
blocks of the frame. In our experiments, 8× 8 pixels blocks
are used.

3.2. Estimation of the global motion

The parametric model of the global motion is obtained in
two phases [3]: first coarsely on the whole image and then



more precisely on the whole image but the moving objects.
A 4 parameters rigid motion is calculated between I1

and I2 thanks to the Helmert transformation that includes
translation (in x and y), rotation and a scale factor as fol-
lowing:
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the central position of block i in the predicted image and in
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to determine.
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The parameters a1, a2, a3 et a4 have to minimize on the
whole N image blocks, the quadratic error Φ between the
positions (x′

i, y′

i) estimated by the block-matching and the
positions (a1xi − a2yi + a3, a2xi + a1yi + a4) predicted
by the model itself. This cost function is defined by:
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The minimization of the criterion (3) is realized with
the least squares by using the singular value decomposition
(SVD). The code is available in the Numerical Recipes [7].

The thresholded Euclidian distance between the two pre-
dictions (x′

i, y′

i) and (x′′

i , y′′

i ) then allows to distinguish
the blocks that don’t have the global motion (figure 5). The
whole process can be reiterated (and thus refined) without
taking into account these blocks.

3.3. Automatic extraction of the ROIs

The bounding box is obtained by the dilation of the fore-
ground blocks stemming from the motion analysis (figure
6.a). The strip is the result of the subtraction of the di-
lated and the eroded of the foreground blocks (figure 6.b).
The foreground blocks located at the periphery of the im-
age are rejected in order to avoid occlusions and disocclu-
sions problems due to the camera motion (figure 5.b).

A minimum size threshold or a morphological filtering
can be used to avoid too many ROIs in the case of noisy
videos. Nevertheless, the graph representation allows as
many ROIs as possible, that is, any number of objects shar-
ing the same background.

(a) Original image (b) Temporal binary mask

Figure 5. Example of temporal binary mask
extracted by the global motion compensation

(a) Bounding box (b) Strip

Figure 6. ROIs obtained automatically

4. Results

Experiments have been carried out on CIF videos (352×
288 pixels). Running a 2 GHz Pentium IV, processing time
is between one and two seconds. Motion analysis is very
fast and most of the processing time is devoted to segmen-
tation. For the same ROI, the strip is about twice faster than
the bounding box since the number of pixels involved in the
pyramid construction is smaller. The processing time is re-
lated to the number of pixels of the undefined zones.

Figures 7.b, 7.d, 8.a and 9.c show results of the method
applied on classical video sequences with different camera
motions, different background and non rigid objects. Ex-
cepted for figure 9.c, no post-processing is applied. The
similarity threshold T (see section 2.1) still has to be tuned
by the user, even if in most of the cases, a default value
gives good results. An adaptive threshold could be calcu-
lated mainly in the case of the strip where the pixel infor-
mation is rather well concentrated and reliable.

Figures 7.d and 8.a compare (from the same ROI mask)
the results obtained with the two approaches. The strip al-
lows a more accurate location of the borders but according
to the similarity criterion used, some regions may have diffi-
culties to merge with one of the two roots. Figure 7.d shows
in black the regions that could not be confidently classified
within the object or in the background.

The bounding box provides binary results (object or



background) but with a lower accuracy. This is due to seg-
mentation that is performed on a larger area.

Obviously, whatever the approach chosen, the result
quality depends on the ROI mask precision and on the ho-
mogeneity of the object versus the background: even if
the objects and the background are poorly contrasted,
the method works fine if either the object or the back-
ground (or both) are homogeneous according to the simi-
larity criterion.

(a) Original (b) Object extracted (un-
classified regions in black)

(c) Original (d) Object extracted (un-
classified regions in black)

Figure 7. Object extraction with the strip ap-
proach

5. CONCLUSION

The quality of the masks has been successfully tested
with an object tracking application [1]. For these applica-
tions, it is important that the mask initialization be per-
formed automatically, since the tracking process will use as
well quantitative color information that is also used in the
localized pyramid. The automatic localization of the bound-
ing box or of the strip can be improved, among others the
combination of more than two images for the temporal bi-
nary mask and the smoothing of the final bounding box or
strip. In the future, we aim at using these methods to gener-
ate key object dictionaries to describe the video content or
for compression norms such as MPEG-4.

(a) Object extracted (b) Detail of the regions
that form the object

Figure 8. Object extraction with the bounding
box approach

(a) Original (b) Detail of the
regions

(c) After some
regions removal

Figure 9. Object extraction over a textured
background, with the bounding box approach
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