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ABSTRACT 
 
This paper deals with the problem of synchronization in the particular case of audio data hiding. In this kind of 
application the goal is to increase the information of an audio data set by inserting an imperceptible message. An 
innovating synchronization scheme that uses informed coding theory is proposed. The goal is to realize a 
complementary approach from two different techniques in order to obtain an enhanced synchronization system. To that 
end, the analysis of the classical spread spectrum synchronization is done and this classical scheme is improved by the 
use of side information. Informed coding theory is presented and revisited taking into account the problem of 
synchronization to enable the selection of signal realizations called Feature Time Points (FTP) which are correlated with 
a code. Such considerations yield to the definition of informed synchronization. The proposed scheme and the definition 
of FTP are after presented taking into account the robustness criterion. Finally, results and comparison with classical 
spread spectrum synchronization schemes are presented. 
 
Keywords: Audio Data Hiding, Informed Synchronization, Spread Spectrum 
 

1. INTRODUCTION 
 
Audio data hiding1,2 is a method that allows the insertion of an imperceptible mark in a signal data set. Although this 
technique is mainly used to guarantee intellectual property, applications in different areas are constantly been 
developed. This is the case of data hiding for data transmission. Several applications are possible in this particular  
context. For example, if the priority information which is transmitted is the speech voice, then it may be useful to 
transmit video analysis information such as lips moving parameters, the speaker’s face or any other information 
identifying the speaking face. Such an application is addressed in the project ARTUSℵ which aims to embed animation 
parameters into audio and video contents. When implementing audio data hiding schemes the designer has to take into 
account not only coding but also synchronizations constraints. Theses constraints are: 
 

- Minimum acquisition delay and complexity: The procession time devoted for the synchronization task is 
wasted and con not to be used for decoding the hidden message; 

- Temporal derive management: due to D/A A/D conversions, the global system has to cope with re-sampling 
and temporal derive; 

- Robustness to noise and compression: those processes are part of the transmission channel; 
- Minimal audible distortion: the hidden information has to remain unnoticeable; 
- Maximal transmission rate of the inserted message: the capacity of the scheme has to be as important as 

possible. 
 
Watermarking synchronization for audio is classically achieved using spread spectrum (S.S.) synchronization theory3  or 
audio characteristics as a beat4. In this article the S.S. approach is completed by informed embedding analysis yielding 
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an informed synchronization scheme  that introduces an improved detection criteria and aims to maximize robustness 
while minimizing acquisition delays. 
This paper is organized as follows: 
At first, a brief introduction of the existing audio data hiding synchronization techniques is done. Special interest is 
focused on spread spectrum synchronization techniques. The related problems of the latter are outlined and the possible 
improvements are derived. In the next section, a description of the informed data hiding concepts is presented. Then, the 
proposed scheme based on the precedents presentations is introduced. The last section outlines the improvement by 
comparing the synchronization behaviors of the presented scheme. 
 

2. PREVIOUS WORKS 
Few authors have proposed solutions to the audio data hiding problem. In this section, the main synchronization 
schemes that have been developed for audio data-hiding are exposed. They are based on correlation techniques or signal 
analysis. 
 

- Kirovsky and Malvar have proposed an audio watermarking scheme that uses audio analysis for extracting 
instants that enable synchronization and avoid security issues inherent with classical spread spectrum synchronization 
techniques4. The synchronization scheme is based on beat detection of musical contents that lead to a natural cutting of 
temporal axis. The proposed algorithm first estimates the mean length of the beat and secondly estimates the exact 
occurrence of each beat. The audio signal is then after time-warped in such a way that the period between each beat 
remains constant and equal to the length of message code. The signal is after watermarked using a classical spread 
spectrum scheme and an inverse warping is also performed. Such an scheme is robust to time-warping  attack and time 
translation but is not suitable for signals that did not contains beats such as speech signals. 
 

- Haistma et al. have presented an audio watermarking scheme that uses a modified correlation function to decode 
the mark and enable synchronization5. The matching function, called SPOMF for Symmetrical Phase only Matched 
Filtering, is performed in the Fourier domain and the translation recovery is done calculating: 
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The use of phase information improve the reliability of the detection of the synchronization peak (if  S1(t)=S2(t-τ)) the 
Corrp(S1,S2)=δ(t)). The behavior if this system will be studied and compared with the proposed scheme in the section 
devoted to results. 
 
The following sections present the main synchronization scheme that is used in audio data-hiding and the concepts of 
the informed theory. This will establish the context to introduce the informed synchronization scheme. The related 
advantages and disadvantages are outlined. 
 

3. FROM SPREAD SPECTRUM SYNCHRONIZATION TO INFORMED SYNCHRONIZATION 
 
The present work is related to two different approaches which are presented and the advantages and disadvantages are 
outlined. The goal is to develop a scheme that aims to profit from the best characteristics reducing the inconvenients of 
each one. Theses approaches are the Spread Spectrum  and Informed   approaches. 
 
 
 
 



3.1. Classical Spread Spectrum Approach 
One of the most popular synchronization system in the field of telecommunication is based on the classical Spread 
Spectrum theory3. This system uses a specific code (a pseudo random signal) for guaranteeing synchronization. This 
code is added to the host signal in the transmission stage. The synchronization at the receiver may be implemented by 
using an sliding correlator matched with the received code. Then, the resulting signal is 
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Figure 1. Classical Spread Spectrum Synchronization 
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this is composed by s(n) plus channel noise). The signal y(n) is then expressed as: 
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Such a synchronization process leads to several disadvantages when applied to audio data hiding. A spread spectrum 
based synchronization is defined by 3 different parameters that will enable to improve the detection step: 
 

1. To increase the power of the inserted codes (A in equation 4); 
2. To increase the length codes (M in equation 1); 
3. To increase K (in equation 4). 

 
Nevertheless, each one of these strategies presents important drawbacks. Strategy 1 is often discarded because of the 
high probability of adding audible distortion. In fact, the constraint of inaudibility imposes a very weak SNR. The 
second and third options imply main disadvantages: 
 

- Important acquisition delays; 
- Unsuitable in presence of temporal clock derive. 

 
We propose in this paper to use informed coding theory to improve the above issues. In the following, the principles of 
this technique are introduced and the new informed synchronization scheme is proposed. 

3.2. Informed Synchronization Approach 
 
In this section, the main concepts of the informed theory are introduced including definition, robust synchronization and 
a more general presentation of informed synchronization. 

3.2.1. Definition 
 
General informed coding theory6 proposes to use the knowledge of the host signal in the transmission stage (so it is no 
longer treated as a random signal but as a deterministic one) to select optimal codes. Basically, using side-information 
for coding enables a reduction of the embedding power while it is possible to achieve the same performance in term of 
robustness. In this kind of analysis, the host signal and the code are often represented as vectors. Informed coding is 
then equivalent to select a codeword from a codebook representing the code-word that is the nearest+ to the host vector. 
Such techniques first presented by Costa7, and used in the field of image watermarking by several authors8,9, lead to an 
increasing of the capacity while preserving the robustness 
 
Informed synchronization can be seen as an analogous strategy where the goal is to select signal vectors that are the 
nearest to one codeword. The selected host vectors denoted in this paper by Feature Time Points (FTP’s) will be used 
for synchronization purposes (see section 4). Thus, Informed synchronization can be seen as an extension of 
synchronization techniques which relies on the content of the host signal to provide invariant feature points or areas. 
Moreover, as it is addressed further in the paper, the use of informed theory enable to improve the robustness of the 
scheme to synchronization processes compared with classical S.S. techniques. 
 
Figure 2 presents the geometrical interpretation of informed synchronization an is compared with a classical S.S. 
synchronization scheme. The vertical axis represents the linear correlation between the host vector s(t) and the 
codeword c. The horizontal axis represents the temporal axis, it is equivalent in the informed coding paradigm with the 
index of the codebook. In this correlation/temporal plan, different realizations of the host signal are represented by 
crosses. In (a), the arrows represent the effect in a classical S.S. scheme of a constant embedding power. In this case, the 
code word is added on each host vector to create a synchronized signal and the coding of the synchronization 
information does not depend on the host signal. Ideally, in absence of the host signal, the effect of the added codes 
yields a correct detection where all synchronization points are over a predefined threshold (denoted with a gray region).  
When the host signal is present, the resulting marked signals may all lead to present a significant correlation¡: this is 
why classical S.S. synchronization averages vectors before computing linear correlation. 

                                                           
+ The distance is defined by a correlation measure 
¡ Correlation that is above a threshold or maximum of the correlation function  



In (b), the figure illustrates the effect of informed synchronization which can also be seen as feature detection: only the 
most highly correlated vectors are dept for synchronization purposes (noted with dark crosses). They represent singular 
points such as local maximum of the correlation considering a temporal neighboring window Vi(t) (cf. S(t1) and S(t2)). It 
is important to note in this case that the synchronization can be achieved without altering the original signal (no 
distortion introduced) following the condition that the robustness is not guaranteed. 

 
 

Figure 2. Geometrical comparison of classical and informed synchronization schemes. 
 
The extraction of FTP’s will be described further in this paper: the main idea is to implement an invariant time filtering 
system. Message coding is achieved by adding the message codes in the instants corresponding to the Feature Time 
Points. In reception stage, the message will be decoded accordingly with the instants determined by a local copy of the 
feature time detector. 

3.2.2. Controlled Robustness Informed Synchronization 
 
Because considering noise in the model enables to deal with robustness, this perturbation has been taken into account to 
lead to a Controlled Robustness Synchronization Scheme. The principle of controlled robustness is depicted on figure 
3.: The chosen maximums of the correlation (FTP’s) can be modified to bring these points farther from the other points 
in the window neighborhood Vi(t) (cf. S(t1) and S(t2)). This operation will increase the probability that a local maxim is 
preserved in noise presence. Controlled Robust Synchronization can be also used when there is not FTP’s detected over 
the host signal (e.g. the host signal power is very weak). In this case, one point (vector) of the host signal can be 
modified in such a way that the correlation is reinforced and it becomes  an FTP’s. It means that a FTP is forced (cd 
S(t3)). From a vector point of view, this means that a chosen vector is modified by an addition of a from a code vector 
to transform it into a FTP. The robustness is represented by the distance from the FTP to the nearest vector and is 
function of  the probability of missing or creating a new FTP. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 3. Controlled Robustness Informed Synchronization scheme. 



3.2.3. General Informed Synchronization 

 
Figure 4. General informed synchronization scheme. 

 
In the previous section the informed synchronization has been presented from a vector point of view where the selection 
of the closest pair (host vector, codeword) is done only considering a set of different host vectors. Nevertheless, the 
theory of informed coding can be extended by using a codebook, of several code words that will permit to reduce the 
distance between a host vector and a code word. In this context, the synchronization has to deal with to different 
codebooks. The first is provided by the host signal, the second is a predefined codebook. Figure 4 illustrates the 
representation of a general informed synchronization scheme . In this case, four code words have been used and a 
normalized correlation is computed to lead to a detection region representing a cone11. Note that if on one hand, an 
important codebook will lead to a statistical good matching between the code word and the host signal, on the other 
hand, the complexity of such a scheme will be multiplied by the number of code words present in the codebookß. 
 

4. PROPOSED SYNCHRONIZATION SYSTEM 
 
Once the classic synchronization systems and the basis of informed embedding have been introduced, an 
implementation of such a system is proposed. This synchronization system has been developed taking into account the 
main advantages of the S.S. and informed systems and looking for minimizing the existing disadvantages. Such an 
scheme must fulfill few requirements: 
 

- Informed  System: s(n) is not analyzed as a noise; 
- Detection of FTP’s should be a simple process; 
- FTP’s must avoid time overlapping of consecutive message codes: A minimum time separation is required; 
- The system must not include important average delays; 
- The system has to integrate a noise robustness control system. 
- The acoustic distortion must be taken into account. 

 
The figure 5 shows the proposed informed synchronization scheme. 
 
 
This system is composed by three stages. In the transmission stage, a feature instants detector analyses the host signal 
s(n) in order to find and reinforce FTP’s. How the FTP’s are defined and reinforced is presented in section 4.1. 
 

                                                           
ß This is present just as a theoretical approach. In the present work, only one code has been used. Future developments will be 
focused to the usage of a codebook. 



 
 

Figure 5. Proposed Informed Synchronization scheme. 
 
The channel noise can be modeled from two points of view: 
 

- Additive White Gaussian Noise (AWGN): A A/D D/A conversion can be done in order to transmit the signal 
through an analog channel. In this case, AWGN will model the introduced perturbation; 

- Compression with lost: the most usual compression format is MP3. In this case the channel perturbation can be 
studied as a low pass filter followed by an additive compression noise (caused by a re-quantification system). 

 
The detection stage, is analog to the transmission stage. The receptor has to apply the feature detector over the received 
signal and decode the message. For taking into account the eventual presence of noise, the decision criteria has to be 
defined. In the following sections a detailed description of the reception stage and detection criteria will be presented. 

4.1. Emission Stage 

4.1.1. Feature Time Points Definition 
 
Following the ideas exposed in 3.2.1., it is possible to define FTP’s and to implement the corresponding detector. FTP’s 
have to match several conditions. They have to be easy to detect, robust to the channel and compression noise and two 
successive FTP’s have to be separated (in the time axis) by a minimal distance. Two different filters have been chosen 
to deerminate FTP’s and to fulfill these conditions. They are hc(n) and mm(n). 
The first one of the two filters (hc(n)) must be chosen agreeing the following criterions: 
 

- To bring out some characteristic of the signal; 
- To be robust to channel and compression noise. 

 
As a synchronization charateristic, it could be natural to consider the maximums over the host signal. In analogous way, 
the maximums over a pass band or low pass filtered version of s(n) could be used as a synchronization criteria (future 
works will be developed in this line). However, the most of them lack of a suitable noise behavior. In order to have a 
filter which behavior allows  a gain in the SNR, the S.S. theory provides the necessary tools. In fact, the use of a filter 
matched to a pseudo random code will optimize the SNR and will yield a robust behavior face to the channel noise. 
Then, the filter hc(n) is defined as 

)()( * Mncnhc −=  (5)
 
Where c(n-M) is the pseudo random code with length M. If the maximums of the filtered signal are taken to realize 
synchronization, an enhanced behavior concerning the noise will e provided by the system. 



Nevertheless, the criteria has to match a supplementary condition. Since each FTP in s(t) will denote the origin of a 
message code and since overlapping of those message codes is not suitable, the FTP’s must have a minimal distance 
separation equal to the codes length (this is also important when improving robustness by synchronism codes addition as 
is explained in deep in section 4.1.2.). Although choosing the maximums of s(n) filtered by hc(n) makes the system 
robust, this choice dos not answer to the minimum distance exigencies. This is why a second filter (mm(n)) is proposed. 
The idea is to analyze the signal over   limited duration segments (equal to the code length) and to define the local 
maximum of each segment as a FTP. This choice will guarantee the minimal required separation. This yields to a 
morpho-mathematical filter defined by the following equation: 
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This filter determines the local maximum over a N samples window in signal y(n). The window size N is chosen to be 
equal to the length code M and thereby to avoid overlapping between codes. The resulting signal m(n) is a stair-shape 
signal. The maximums of the doubled filtered signal m(n) are useful for synchronization proposals and can be visually 
noted as “flat” segments. However, these flat segments are spread over several samples whereas the synchronization 
instants must be defined over just one sample. In order to define the synchronism instant on just one sample, a particular 
instant No must be associated to this flat segment of signal m(n). N0 is therefore defined as the first sample in the flat 
segment. Figure 6 depicts the process.  In (a), the intercorrelation between a realization of s(n) and c(n-M) is illustrated. 
The circles show how when using the maximums of this signal as synchronization points often generates points that are 
too close in time. In (b), the local maxim has been taken and the stair-shape signal is visualized. In this case, the circles 
denote two flat segments corresponding to the local maximums of this signal that are easily detectable. The vertical line 
shows how these segments are associated to singular sample points defining in this way N0 . Note that two consecutive 
instants N0 are always separated by a distance at least greater than M allowing the insertion of consecutive codes without 
generating overlapping between them. 
 
This instants (N0 ) are determined by the application of a suite of time invariant causal filters (hc(n) and mm(n)). This 
characteristic allows to relate N0 to an instan over s(n). In fact, if the delay produced by hc(n) is Nc and Nm that one 
introduced by mm(n), the instant associated to N0  (called Feature Time Point) over s(n) is: 
 

)(0 mC NNNFTP +−=  (7)
 
It is important to note that the chosen filter hc(n) is exactly the same as used in S.S. systems. This bring a SNR gain face 
to the channel noise. However, s(n) is not treated in the same way then the channel noise. To use s(n) as a known signal 
has permitted the definition of the FTP’s as the maximum of the correlation between s(n) and c(n). From an informed 
point of view, this filtering system allows the selection of the signal vectors having a maximum of similarity compared 
with the pseudo random code in a determined period of time. In the next section, the way to increase or control the 
system robustness by codes addition is explained. 
 

4.1.2. Controlled Robustness Informed Synchronization 
 
The filter hc(n) has the suitable properties face to an additive noise. However,, the interest is focused in controlling the 
robustness of the system (as enunciated in section 3.2.2.). Once the analyze of the host signal is done and the feature 
instants are determined, the idea is to reinforce the maximum found in equation 6 by adding a synchronism code equal 
to the filter impulse response of hc(n) (this is illustrated in figure 5 by a switching system controlled by the FTP’s 
detector). Such an addition yields to interesting perceptual properties because a code will be added in a zone of the host 
signal that present high correlations and consequently are similar. The synchronism code position is chosen to respect 
the causality constraints of the system. If the origin of the code is place in the instant FTP the impulsion yield by the 
correlation will be placed in No reinforcing the maximum found in equation 6. 



           (a):Intercorrelation between S(n) and Hc(n)            (b): Morphomatematical Filtering 
 

Figure 6. Filtering effect for hc(n) and mm(n) 
 
There is only two possibilities for each instant in s(n). From a communications point of view, it is possible to associate 
one hypothesis Ho and H1 as follows: 
- H0 : x(n) = s(n) if n is not FTP, 
- H1 : x(n) = s(n) + Ac(n-FTP)  if n is FTP, 
 
When applied to the filter hc(n), it implies that: 
- H0 : y(n) = s(n)⊗hc(n), 
- H1 : y(n) = s(n) ⊗ hc(n) + Ac(n-p) ⊗  hc (n) 
 
When the morpho-mathematical filter is applied it follows: 
- H0 : m(n) =mm[y(n)=s(n) ⊗ hc(n)], 
- H1 : m(n) =mm [y(n)=s(n) ⊗ hc(n) + Ac(n-p) ⊗  hc (n)] 
  
We note ∆ the term Ac(n-p) ⊗ hc(n). Its importance lies in the fact that the amplitude on the peak present in a feature 
instant is directly controllable by adding a code weighted by the constant A. Furthermore, the value ∆ will determine the 
robustness degree of the system (The effect of this operation is illustrated in figure 6(b) by the pointed lines). 
It is also important to note the choice of the filter hc(n) combined with the use of s(n) is equivalent to an informed 
synchronization scheme in which the maximums of the autocorrelation of the synchronism codes are placed on the local 
maximums  of the inter-correlation between c(n) and s(n). From an informed point of view, a vector addition is realized 
in the FTP’s to bring them more easily detectable.    

4.2. Reception Stage 
 
The same filters hc(n) and mm(n) are used in this stage. However, the noise introduced by the channel must be taken 
into account to define the detection criteria. This criteria is presented in the following subsection. 

4.2.1. Detection Criteria 
Although the FTP’s have been defined as the maximum of the correlation between the host signal and the code, the 
channel noise influence in the reception stage makes this criterion insufficient. The presence of noise could generate 
peaks (even if they are often weak they are still maximums) that prevent detection. To face this problem, a comparison 
with a threshold must be defined. 
The first task for the detector is to look for a flat shape segment in mb(n). Once the flat-shape segment has been 
identified the system must apply a criterion to determine if this point corresponds to H1. If the criterion is not 



accomplished, the system will decide H0. To define the criterion, a threshold is defined from the two established  
hypothesis. Based on the fact that the difference between H0 and H1 for a specified instant n is ∆, it is known that the 
minimal difference between a reinforced and a non reinforced point is ∆. The idea is to compare this difference (to do 
this the analyzed sample and its closest neighborhood are taken) to a predefined threshold. The criterion is: 
  

(8) 
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It means that it compares the first sample of mb(N0) in a found flat-shape with its immediately precedent neighborhood. 
To determine if this point corresponds to a FTP the threshold is applied allowing the system to decide between 
hypothesis H0 and H1. 
It is important to note that the threshold depends of the codes amplitude A. For the correct behavior of the system, this 
value has to be fixed and known in reception. 
 

5. RESULTS 
 
The tests have been realized over a digitally recorded sample of an audio broadcasting program sampled to 44.1 kHz  
(CD quality). The total number of samples is 5120000. The audio file includes speech, music, different kinds of isolated 
and mixed sounds. The idea is to compare the behavior of the proposed system and a classical S.S. synchronization 
system over an analogical AWGN channel. In both cases the power of the synchronism has been fixed to the same 
value. It means that they have the same length N (fixed to 512 samples) and the same amplitude A. This power has been 
fixed following an audibility criterion: it is the maximum possible power that does not include an audible distortion. 
Although a young listener has been used to establish this value, the results remains subjective. To deeply evaluate the 
subjective distortion, more tests more tests should be practiced. For the S.S. system, the K value has been defined (for 
the average system) as: K=100. For simulating an analogical transmission, a delay non multiple of the sampling 
frequency is used. This is equivalent to realize a A/D D/A conversion. Then, the number of errors has been computed  
for different SNR’s  including an ideal noiseless channel. In a second test, the behavior of the system concerning the 
mp3 compression is analyzed. The same audio file then in the first test have been taken. For each used bit rate, the file 
has been compressed and immediately decompressed. The detection are realized over the decompressed signals. Five bit 
rates have been used for this test, varying from 96 to 224 Kilobits par second in steps  of  32 kbps. The results are 
depicted in figure 7.  
 

 
 
 

Figure 7. Comparative Results with the same power embedding 



The results verifies the fact that a S.S. system treats the host signal as a noise. From an ideal noiseless channel, the 
power of the host signal perturbs the detection generation an important number of errors. For the informed scheme in 
the same conditions, the send and received signal are equal and any perturbing noise is added. The consequence is a 
perfect (zero errors) detection. By the other hand, when SNR is decreased, the S.S. system presents little variations in 
the number of errors compared with the informed scheme. This can be explained by the fact that the channel noise 
contribution to the total perturbing signal is little comparatively speaking. In fact, the channel noise is treated jointly 
with the host signal and its effect is minimized by the average filter. It is also important to note that on one hand, the 
S.S. and the SPOM (cf. section 2) filter presents improving results compared with the classical S.S. system for RSB 
under approximately 46 dB’s concerning BER. For this test the SPOM filter has not an average filter applied and by 
consequence it does not generate important delays. However, complementing the SPOM system with an average system 
yields important improvements. In (b) the results about MP3 compression are depicted. In these tests, the system did not 
generate errors for debits over 224 kbps ( compression rate approximately equal to 3:1). 
 

6. CONCLUDING REMARKS AND FUTURE WORKS 
 
Synchronization in data hiding systems used for data communications is a challenging problem. An informed spread 
spectrum system presents an innovating solution. When using a pseudo random code to determine the synchronization 
instants and analyzing the host signal not as a noise, this solution allows high robustness and controlled audio distortion. 
In this work, just one pseudo random code has been used. However, a codebook containing several codes of many kinds 
can be used to accomplish this task, future work will be developed in this direction. 
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